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The surface arrangement of motional organic functionalities is 
explored by experimental dipolar coupling measurements and the 
prediction of motionally-averaged coupling constant from 
molecular dynamics simulations. The use of machine learning 
potentials was key to reaching the timescale required. The distance 
between dynamic surface species are important in cooperative 
heterogeneous catalysis.

NMR measurements of internuclear distances, which rely on the 
quantification of dipolar couplings, provide valuable constraints 
for determining the conformations of molecules and their 
arrangements. They are particularly valuable in materials that 
lack long-range order and thus cannot be studied using 
diffraction-based methods.1-18 A well-known caveat, however, is 
that molecular motions have significant impacts on NMR-based 
distance measurements; for instance, SSNMR consistently 
overestimates bonded internuclear distances, when compared to 
single-crystal X-ray and neutron diffraction due to the librations 
and vibrations of the molecule.19 Molecular motions that alter 
the internuclear vector direction, in particular, tend to 
dramatically reduce the magnitude of dipolar couplings, 
resulting in gross overestimations of internuclear distances. 
Common examples include methyl-rotation, which reduces 13C–
1H dipolar couplings to only 1/3 their original size,20, 21 and 
polymer chain dynamics which weaken 1H–1H dipolar 
couplings.22 

The dynamics of organic and organometallic species 
tethered to silica materials have been studied using 2H NMR 
spectroscopy in addition to dipolar-based methods,23-31 often 
showing that surface species feature a high degrees of mobility. 
With general interest in developing methods to determine inter-
site distances on surfaces and gain insights into cooperativity 

and isolation, it is necessary to find ways to recover accurate 
inter-site distances from NMR-based approaches.15, 32-35

One potential approach for the accurate measurement of 
internuclear distances using NMR spectroscopy is the 
application of molecular dynamics (MD) simulations to analyze 
molecular motions and estimate their impacts on dipolar 
couplings, as originally introduced by Ishii et al.19 In the context 
of surface species, Paterson et al. combined dipolar coupling 
measurement and applied direct density functional theory (DFT) 
MD simulations to gain insights into the dynamics of grafted 
metal complexes.36 While their approach was only partly 
successful in explaining the observed motions, this combination 
of accurate DFT MD methods for calculating dynamically-
averaged dipolar coupling constants may well enable the use of 
NMR to analyze the structure and arrangement of mobile 
molecules on solid surfaces.

Herein, we apply a combination of MD simulations and 1H–
1H distance measurements to explore the arrangement of allyl 
groups tethered to mesoporous silica nanoparticles (AL-
MSNs).37 To counter the reorientational dynamics of the allyl 
groups,28 MD simulations need to cover timescales in excess of 
picoseconds to microseconds.38, 39 Targeting such long 
timescales using DFT-based MD simulations is typically only 
achievable in very small systems. Recent advances in artificial 
intelligence have enabled the derivation of far less demanding 
force fields using DFT calculations and a machine learning (ML) 
approach. In this work, we used the DeePMD framework40 and 
related software.41 

The proximity of functional groups was first probed using a 
2D 1H double quantum / single-quantum (DQ/SQ) correlation 
experiment using the BABA recoupling sequence.42 This 
experiment only generates correlation signals for pairs of 
nuclear spins. In the DQ/SQ spectrum of AL-MSN (Fig. 1), 
correlations were observed between all possible intramolecular 
spin pairs, but, more importantly, we observe an H2‒H2 
correlation that can only be explained by an intermolecular 
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contact between proximate functional groups (see Fig. 1 for 
assignments).

Fig. 1 Rotor-synchronized 1H DQ/SQ correlation spectrum of AL-MSN. A τrec 
of 160 μs was used. The 2D spectrum was acquired on a Varian VNMRS 600 
MHz spectrometer equipped with a 1.6 mm MAS probe, a 25 kHz MAS 
frequency, 320 t1 increment of 40 μs, 32 scans, and a recycle delay of 0.8 s.

In ideal circumstances, it may be possible to determine the 
magnitude of dipolar couplings by measuring the build-up of the 
DQ coherences,43 but a more reliable approach is to analyze the 
MAS sideband patterns in the DQ dimension.11, 44-46 For the 
latter experiment, a 2D DQ/SQ correlation spectrum is recorded, 
with a non-rotor-synchronized t1 increment, such that the rotor 
has different orientations at the beginning of the excitation and 
reconversion periods. Consequently, the phase at reconversion 
is shifted with respect to the phase of excitation and the 
reconversion becomes rotor-encoded, thus generating spinning 
sidebands. The spinning sideband patterns are dependent of the 
DQ excitation times; generally recoupling times (τrec) where Dij 
 τrec/2π = 0.5 ~ 1 are sufficient for the measurement of distances 
(Di,j is the dipolar coupling constant). 45

With 120 μs of DQ recoupling time, the H1‒H1 and H3‒H3 
correlation peaks showed the expected odd-ordered DQ 
sidebands (Fig. 2b and c, respectively). The negligible even-
ordered DQ sidebands and centerband indicate that the DQ 
coherence involves relatively isolated spin pairs.44, 45 By fitting 
the recorded DQ sideband patterns using SIMPSON,47 the 
dipolar couplings were estimated to be 11.6 kHz for the H1‒H1 
pair (blue line in Fig. 2b) and 6.6 kHz for the H3‒H3 pair (green 
in Fig. 2c). Motions also lead to the appearance of a non-zero 
dipolar asymmetry, a fact that was included in the simulations 
through the incorporation of a dipolar asymmetry parameter ηD. 
Ignoring this effect leads to a slightly larger H1-H1 dipolar 
coupling constant (13.3 kHz), while it did not significantly affect 
the estimation of the other dipolar coupling strengths (see Fig. 
S3 in ESI for more details). Third-spin effects on the sideband 
manifolds were also found to be negligible (see Fig. S4 in ESI). 
The expected H1-H1 and H3-H3 distances are 0.181 and 0.187 
nm, respectively, corresponding dipolar coupling constants of 20 
and 18 kHz. As such, the dynamics of the AL groups are well 
evidenced by the low order parameters ( ) of 0.67 〈𝑆〉 = 〈𝐷〉/𝐷
and 0.37 for the H1 and H3 sites, respectively. The lower  〈𝑆〉

value measured for the H3-H3 pair agrees with the fact that this 
site is located farther from the surface and experiences 
composite rotations, consistent with observations made on other 
functional groups.28

To observe DQ sidebands from the H2‒H2 correlation it was 
necessary to perform an experiment with a longer recoupling 
time of 320 μs (Fig. 2d). The observed sideband pattern (Fig. 2e) 
could be simulated using an effective H2‒H2 dipolar coupling 
of 1.3 kHz; however, without knowing, , the H2‒H2 〈𝑆〉
internuclear distance cannot be determined.19 

Fig. 2 Non-rotor-synchronized 1H DQ/SQ correlation spectra of AL-MSN (a, d), 
and the resulting DQ sideband patterns for the self-correlation peaks (b, c, 
and e). Solid and dashed lines represent the best-fit simulations and the 
experimentally obtained spinning sidebands. Simulated spectra are shown in 
black. τrec was set to 120 μs (a-c) or 320 μs (d, e). The 2D spectra were 
acquired under 25 kHz MAS in 3200 t1 increment of 2.5 μs, 64 scans, and a 
recycle delay of 0.8 s. 

To reproduce the 1H–1H dipolar couplings observed 
experimentally, we applied DeePMD simulations to multiple 
models either based on the surfaces reported by Comas-Vives,48 
or created from β-cristobalite.49-51 Force fields were derived 
using a training data set consists of 141 individual DFT MD 
simulations, with each run consisting of 2000 times steps, with 
time step ranges from 0.5 to 5 fs, depending on the lightest 
element in the simulation. DFT MD simulations were performed 
using VASP (v5.4), with the PBE functional and 
recommended52, 53 projector augmented wave (PAW) 
potentials.54 Kinetic energy cutoffs of 400 eV were used for all 
elements with a 0.2 eV Gaussian smearing of the electron 
occupancy. More details of the methodology can be found 
elsewhere.55

Given that the majority of Tn sites ((≡SiO‒)nSiR(‒OH)3-n, n 
= 1, 2, 3) are connected to another Tn site through a siloxane 
bridge, or at an otherwise close distance to one,32, 34 models were 
created that incorporated two allyl groups on adjacent silica 
sites. These were built by either replacing the silanol hydroxyl 
group or a siloxane oxygen with the allyl moiety. Any resulting 
3-coordinate Si sites were terminated by a hydroxyl group. 
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Models were then optimized with damped MD for 1 ps using the 
DeePMD potential. After this, a sequence of 10 ps, 100 ps, and 
1 ns DeePMD simulations at 300 K were performed using the 
ASE package.56 Atomic trajectories were stored every 10 fs. The 
motionally-averaged intra- and intermolecular 1H‒1H dipolar 
couplings were calculated by extending the method introduced 
by Paterson et al.36 to take into account the variations in 
internuclear distances. Briefly, we calculate the lab frame 
Cartesian dipolar coupling tensor (DLAB) at each time step (i) and 
calculate a rolling average of the tensor ( , eqn. 1).  is then 〈𝐃〉 〈𝐃〉
diagonalized to determine the dynamically averaged dipolar 
coupling constant  and the asymmetry of the tensor. By 〈𝐷〉
plotting  as a function of the simulation time, we can follow 〈𝐷〉
its convergence and determine its steady-state value.

(1)〈𝐃〉 =
1
𝑁∑𝑵

i = 1𝐃LAB, i

Five separate models with the two AL moieties situated at 
different locations on the SiO2 surface were simulated. Fig. 3a 
shows the results obtained on one of these models which was in 
best agreement with the experiment. Fig. 3b shows the 
evolutions of computed  values as a function of the MD 〈𝐷〉
simulation time. In this model, neither AL group experience 
steric interactions with the surface, allowing them to move 
freely. These motions result in significant motional averaging of 
H1–H1 and H3–H3 intramolecular dipolar couplings to 14.1 
kHz and 6.3 kHz, respectively, which are close to those 
measured experimentally (11.6 kHz and 6.6 kHz). Interestingly, 
the predicted H2–H2 dipolar coupling appears to be an accurate 
measure of the average distance between the two sites. For 
instance, the simulation yielded an average H2-H2 distance of 
0.46 nm and a corresponding  value of 1.1 kHz. 1.1 kHz 〈𝐷〉
would equate to a static 1H–1H distance of 0.48 nm, 0.02 nm 
from the average value. We suspect that the losses in coupling 
from orientational changes were counterbalanced by the  〈𝑑 ―3〉
averaging emphasizing the brief moments when the H2–H2 
distance is shorter than the average. Intramolecular H1–H2 and 
H2–H3 dipolar couplings were extensively motionally averaged 
to ~2 kHz in the simulations. 

The four other models successfully reproduced the reduction 
in the intramolecular H1–H1 and H3–H3 dipolar couplings but 
not the intermolecular H2‒H2 dipolar coupling, which tended to 
be in the range of 350-550 Hz (see Fig. S1 in ESI). We suspect 
that the double-quantum filtering in the experiment selects for 
the closest spin pairs, giving us a view of the nearest AL-AL 
neighbors but not the average AL-AL distance. This is 
corroborated by the lower amplitude of the H2-H2 correlation in 
the DQ/SQ spectrum (Fig. 1).

The structure shown in Fig. 3a is the lowest energy structure 
from the DeePMD simulation at 300 K, further DFT-optimized 
at 0 K. In this 0 K structure the H2‒H2 distance increases to 0.65 
nm, which is considerably longer than the average H2‒H2 
distance of 0.46 nm. This result shows that ground state 
structures may fall prey to local potential energy minima that 
may not be representative of the true, dynamic, structure. 
Histograms of the H2-H2 distance, and the orientations of all 
three H-H vectors from the DeePMD simulation are given in Fig. 
4b-g. Orientations are described using polar angles θ and  (see 

Fig. 4). The presence of multiple peaks in the histograms 
indicates that the system jumps between local energy minima 
and accordingly suggests that: 1) the structure is temperature-
dependent and 2) the energy landscape sampled by the 
simulation requires sufficient time to overcome the energy 
barriers to move between conformers (see also Fig. S2 in ESI).

At simulation times below 100 ps, a practical limit for direct 
DFT MD simulations of amorphous silica systems,36 none of the 
motionally-averaged dipolar couplings in Fig. 3b had converged. 
After 1 ns of simulation, however, all three dipole couplings are 
in reasonable agreement with experiment. Ideally, we would 
want to average for tens of microseconds, the timescale of the 
interaction, but such timescales are still beyond reach for this 
level of theory.

Fig.3 Model of the AL groups on the silica surface (a), and the evolution of 
1H‒1H dipolar coupling as a function of the DeePMD simulation time (b). In 
(a), purple tetrahedra represents SiO4. Red, white, and grey spheres 
represent oxygen, hydrogen, and carbon atoms, respectively. Not all atoms 
used for the MD simulations are shown. In (b), the grey dashed lines 
represent the experimental dipolar coupling values.

Fig. 4. Histograms of d22 (a), θ (b-d), and  (e-g) observed during the DeePMD 
simulation from Fig. 3a. In (a), an asterisk indicates the average d22 value, 
while a number sign indicates the d22 value in the lowest energy structure.
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In summary, we studied the arrangement of mobile organic 
functionalities tethered to mesoporous silica using 
intermolecular 1H-1H distance measurements. Analysis of the 
data required an accurate treatment of the molecular motions, 
and how they average dipolar coupling tensors. This was 
achieved using a machine learning-accelerated MD simulation 
of periodic functionalized silica surface models. Due to the 
presence of local energy minima, relatively long simulation 
times are required to estimate motionally averaged dipolar 
interactions, and as such the implementation of the machine 
learning algorithm was key to the success of the simulations. 
Good agreement was obtained with one structure for which 
inter-functional group steric interactions were minimized and 
the two groups were able to maintain a short average distance. 
We expect that the DQ-filtering of the experiment is biased 
towards the detection of such pairs. Importantly, the 
dynamically-averaged intermolecular dipolar coupling constants 
were found to be representative of the average internuclear 
distance. This combination of solid-state NMR and a machine 
learning-accelerated MD can be a practical tool for studying the 
arrangements of mobile species on surfaces and cooperativity 
between sites, particularly in systems where conventional MD 
simulations are cost-prohibitive.
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