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Semiconductor superlattices have been extensively investigated for thermoelectric applications, to
explore the effects of compositions, interface structures, and lattice strain environments on the re-
duction of thermal conductivity, and improvement of efficiency. Most studies assumed that electronic
properties of superlattices remain unaffected compared to their bulk counterparts. However, recent
studies demonstrated that electronic properties of silicon (Si)/germanium (Ge) superlattices show
significant variations depending on compositions and growth substrates. These studies used a con-
stant relaxation time approximation, and ignored the effects of electron scattering processes. Here,
we consider electron scattering with phonons and ionized impurities, and report first-principles calcu-
lations of electronic transport properties including the scattering rates. We investigate two classes of
Si/Ge short-period superlattices: superlattices with varied compositions grown on identical substrates
and with identical compositions but grown on different substrates. We illustrate the relationship be-
tween the energy bands of the superlattices and the electron-phonon relaxation times. We model
the electron-ionized impurity interaction potentials by explicitly accounting for the in-plane and the
cross-plane structural anisotropy of the configurations. Our analysis reveals that the inclusion of
electron-phonon and electron-impurity scattering processes can lead to ∼ 1.56-fold improved peak
power-factor of superlattices, compared to that of bulk Si. We observe that superlattices can also
display dramatically reduced power-factors for certain lattice strain environments. Such reduction
could cancel out potential thermoelectric efficiency improvements due to reduced thermal conductiv-
ities. Our study provides insight to predict variation of electronic properties due to changes in lattice
strain environments, essential for designing superlattices with optimized electronic properties.

1 Introduction
Semiconductor nanostructures, in particular silicon
(Si)/germanium (Ge) based materials have risen to promi-
nence over the past few decades owing to their applications in
key technologies, including electronics1–4, optoelectronics5,6,
thermoelectrics7–10, spintronics11, and quantum applications12.
Nanostructuring approaches have opened remarkable possi-
bilities to design novel Si/Ge based materials, with tailored
electronic and thermal properties, to enable these applications. A
thermoelectric material operates at its peak efficiency when the
thermoelectric figure of merit, ZT= S2

σT/κ, is maximized. Here,
S is the Seebeck coefficient or thermopower, σ is the electrical
conductivity, κ is the electronic and the lattice thermal conductiv-
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ity, and T is the absolute temperature. Over the past two decades,
several nanostructuring strategies have been proposed to reduce
the thermal conductivity of Si based thermoelectric materials,
and thus, improve ZT. Some examples include two-dimensional
silicene13, Si-Ge nanomeshes14, layered-graded Si1−xGex/Si
superlattices (SL)15, and Si membranes with and without
surface nanostructures16–22. Si/Ge based SLs, in particular, have
been extensively studied to maximize the reduction of thermal
conductivity by varying layer compositions23–25, interface
structures26–28, and lattice strain environments26–28. Although
most studies focused on identifying strategies to reduce κ, there
has been an increasing interest in improving the electronic
power-factor (PF), S2σ . The combination of reduced thermal
conductivity and improved PF promises to greatly improve the
thermoelectric efficiency of a nanostructured material.

Prediction of electronic properties of materials, using first-
principles density functional theory (DFT)-based approaches, has
seen rapid progress in recent years. However, it still remains
a challenge to predict electronic transport properties of nanos-
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tructured materials using these approaches. The structural vari-
ability introduced by non-uniform strain environments, disloca-
tions and other growth dependent parameters is often too diffi-
cult to represent in first-principles models due to large compu-
tational expenses, making the prediction unreliable. As a con-
sequence, only a few first-principles studies analyzed the elec-
tronic structure29–32 or transport properties33–38 of even planar
Si/Ge SLs. Electronic transport properties of nonpolar semicon-
ductors are significantly affected by electron scattering due to
lattice vibrations, ionized impurities, neutral impurities, dislo-
cations, vacancies, and interstitials39–41. The effect of different
scattering mechanisms on the thermoelectric properties of bulk
Si has been investigated with first-principles studies42–44. The ef-
fect of various scattering mechanisms on electronic and thermal
properties of Si nanostructures has also been acknowledged in
previous studies45–47. However, most of these studies used car-
rier concentration-dependent electron relaxation times18,33,48,49,
parametrized by the experimental bulk Si mobility data50,51. The
effects of electron-phonon scattering on thermal conductivities
and the resultant ZT of bulk48 and nanocrystalline46 Si, Si nanos-
tructures45, SiGe alloys46,47, and SiGe compounds52, have been
investigated with first-principles approaches. In comparison, the
role of the different scattering processes on electronic transport
properties of Si/Ge based nanostructured materials have received
little attention53,54. In particular, the effects of different elec-
tron scattering processes on the electronic transport coefficients
of Si/Ge based superlattices, such as the Seebeck coefficients, the
electronic resistivities or the power-factors, are not established.

In this article, we illustrate the effects of electron-phonon (EPS)
and electron-ionized impurity scattering (IMS) processes on the
electronic transport properties of n-type [001]-Si/Ge based su-
perlattices. We investigate two classes of eight-atom Si/Ge SLs
with diverse lattice strain environments: SLs with varied layer
compositions grown on same substrate and SLs with identical
compositions but grown on different substrates. The role of lat-
tice strain and interface roughness on electronic properties of
p-type Ge/Si0.5Ge0.5

55,56 and n-type SiGe/Si SLs8,57 has been
highlighted by experimental studies. In our recent first-principles
studies35–38, we showed that the cross-plane electronic transport
properties of n-type [001]-Si/Ge SLs can be tuned by varying the
SL layer compositions, periods, and growth substrates. We noted
that such nanostructuring strategies positively impact the PF in
the high-doping regime. However, the past studies primarily em-
ployed the constant relaxation time approximation (CRTA) within
the BTE framework. Here, we calculate the electronic structure
properties of the Si/Ge SLs by performing DFT calculations, as
implemented in the Quantum Espresso package58. We compute
the EPS and IMS rates using a perturbative approach that fol-
lows Fermi’s golden rule. The electron-phonon matrix elements
are computed using the electron-phonon Wannier (EPW) pack-
age based on maximally localized Wannier functions59,60. This
approach provides accurate interpolation of the matrix elements
from coarse grids to dense grids61, and thus reduces computa-
tional expenses. We calculate the cross-plane electronic transport
properties (S, ρ, PF) of the Si/Ge SLs by incorporating the en-
ergy dependent electron scattering rates within the semi-classical

Boltzmann transport equation (BTE) framework. Our study es-
tablishes the role of the strain-modulated electronic density of
states, group velocities and energy-dependent scattering rates
on the electronic transport properties. We highlight the role of
different scattering processes, and how the predicted properties
change when different electron scattering rate approximations,
such as constant relaxation time and acoustic deformation poten-
tials scattering approximations, are used. The physical insights
demonstrated here not only are valuable to predict band move-
ment and electron relaxation in complex heterostructures, but es-
sential to develop strain engineering approaches to optimize elec-
tronic properties.

2 Methods
Figure 1 shows the representative configurations of the model
systems we investigate in this work: eight-atom SinGem SL unit
cells composed of n and m monolayers of Si and Ge, respectively
(n+m = 4). The configurations include atomically ordered elec-
tronic well (Si) and barrier (Ge) layers (Fig. 1(e)), similar to other
short-period SLs investigated in previous studies62,63. We con-
sider pristine SL models that are free of dislocations and other
defects. We investigate the electronic transport properties of SL

Si

Ge

(a) Bulk Si (b) Si1Ge3

(c) Si2Ge2 (d) Si3Ge1

(e) Si2Ge2 Superlattice

[001]

Fig. 1 Representative configurations investigated: (a) Eight-atom con-
ventional unit cell of bulk Si. Eight-atom unit cells of superlattices: (b)
Si1Ge3, (c) Si2Ge2, and (d) Si3Ge1. (e) Supercell of Si2Ge2 superlattice
with periodic replicas along the [001] direction, shown with light shade.
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models with carrier concentration between 1017 and 1021 cm−3

at 300 K. In this doping and temperature range, EPS and IMS
processes are the dominant mechanisms causing electron relax-
ation44,64,65.

2.1 Electronic Transport Coefficients

We calculate the Seebeck coefficient (S), and the resistivity (ρ)
of Si/Ge SLs following the BTE framework. We evaluate the inte-
grals66,67

L
(n)
‖,⊥(EF,T) =

∫
dE Ξ‖,⊥(E)(E−EF)

n
(
−∂ f (E,T)

∂E

)
, (1)

over the respective SL first Brillouin (BZ) zone. Here, ‖ and ⊥
refer to the in-plane and the cross-plane directions of the SLs,
respectively. The L -integrands depend on the transport distri-
bution function (TDF), Ξ(E), the nth power of energy difference
between energy, E, and the Fermi level, EF, and the derivative of
Fermi-Dirac distribution function f at temperature T. The TDF
is proportional to an energy dependent relaxation time, τ(E),
and an area integral, determined by the density of states (DOS)(

∝
∮
Ek=E

dA
|vk|

)
weighted by the group velocity squared, v2

k,(‖,⊥),

and given by:

Ξ‖,⊥(E) =
τ(E)

}(2π)3

∮
Ek=E

dA

|vk|
(vk,(‖,⊥))

2. (2)

We focus on the cross-plane (⊥) transport properties, and drop
the subscripts (‖,⊥) in the subsequent discussions. The cross-
plane transport coefficients are determined from the L -integrals,
and are given by:

σ = L 0, ρ = σ
−1, (3)

S =
1

eT
L 1/L 0, (4)

where e is electron charge. We compute τ(E)’s using first-
principles approach and include them to obtain the transport co-
efficients, following the BTE framework as implemented in the
BoltzTrap code67. We calculate the room temperature normal
(diffusive) transport coefficients68 of eight-atom Si/Ge SLs at sev-
eral carrier concentrations of interest.

2.2 Energy Dependent Electron Relaxation Times

We provide a brief summary of the current understanding of the
EPS and the IMS processes, and discuss our approach to calcu-
late the electron relaxation times in the SLs. We encourage the
interested reader to consult the extensive literature for further
study60,64,69. We ignore the effects of electron-electron interac-
tions, since past studies showed that these mechanisms do not
alter the bulk Si mobility predictions by more than a few percent,
at any doping level44,70.

2.2.1 Electron-Phonon Scattering

We compute the EPS rates employing different approximations,
and discuss the effect of these approximations on the predicted
rates and the electronic transport properties of the SLs. To ob-

tain the ab initio EPS rates, we evaluate the first order electron-
phonon matrix elements,

gν
mn(k,q) = 〈ψmk+q|∂qνU |ψnk〉. (5)

Here, ψnk is the electronic wave function of the Kohn-Sham state
with eigenenergy Enk corresponding to band n and wavevector k,
ωqν is the frequency of the phonon mode with wavevector q and
branch ν , and U is the Kohn-Sham self-consistent electron-ion po-
tential. We compute the electron and phonon eigenstates using
DFT and the electron-phonon matrix elements, gν

mn(k,q), using
DFPT60,69, on a coarse grid that samples the respective recip-
rocal spaces. We then obtain interpolated electron and phonon
eigenstates and gν

mn(k,q), on a dense grid, using maximally lo-
calized Wannier functions as implemented in the EPW package,
which provides accurate interpolation of electron-phonon matrix
elements from coarse grids to dense grids61. The Wannier90
package within EPW, which performs these interpolations, was
demonstrated to successfully predict the electron-phonon cou-
pling and superconducting properties of several solid state sys-
tems60,69. This approach, in conjunction with exact solution of
linearized BTE, has shown to accurately predict bulk Si’s resistiv-
ities and Seebeck coefficients matching measured data43. Using
the dense grid electron-phonon matrix elements, gν

mn(k,q), we
obtain the electron self energy (Σ):

Σnk =
1
} ∑

mν

∫ dq
ΩBZ
|gν

mn(k,q)|2

×
{[

n(ωqν ,T)+ f (Emk+q/},T)
Enk/}−Emk+q/}−ωqν + iη

]

+

[
n(ωqν ,T)+1− f (Emk+q/},T)
Enk/}−Emk+q/}+ωqν + iη

]}
. (6)

Here ΩBZ is the BZ volume, n(ωqν ,T) and f (Emk+q/},T) are the
Bose-Einstein and Fermi-Dirac occupation functions for phonons
and electrons at temperature T, respectively. The real and imag-
inary parts of self energy60,71 are given by Σ′nk and Σ′′nk, respec-
tively: Σnk =Σ′nk+ iΣ′′nk. We obtain the electron-phonon relaxation
times (τep-EPW) from the imaginary parts of the self energy:

1
τep-EPW,nk

=
2|Σ′′nk|
}

. (7)

The occupation functions in Eq. 6 introduce the effect of tem-
perature on electron relaxation times. However, we assume that
the lattice vibrations are in thermal equilibrium during the scat-
tering process. This assumption is not strictly valid when a tem-
perature gradient is present across a material. The tempera-
ture gradient could establish an additional electrical current in
the same direction as the heat flow, resulting in a phonon drag
contribution to the Seebeck effect that boosts the diffusive part.
The effect of such coupled electron-phonon dynamics on the ther-
moelectric properties of silicon recently received renewed atten-
tion43,68,72. Several phonon engineering strategies have been
proposed to improve S with nanostructuring43,73, however, con-
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tradictory results have been reported74,75. To accurately account
for the effect of phonon engineering approaches on electronic
transport properties, one needs to solve the coupled BTE’s for
electrons and phonons, which makes it especially challenging
for SL nanostructures, where phonons are strongly affected and
might deviate from bulk character. We believe that our predicted
trends of thermoelectric properties of SLs with diverse lattice
strain environment will persist after considering this effect. We
leave the discussion of phonon drag contributions to the SL ther-
moelectric properties for future study. We also did not include the
direct effect of doping on EPS rates, and assumed that electrons
are in their equilibrium energy states. Previous ab initio study of
SiGe compound showed that electron relaxation times are rela-
tively unaffected by change in carrier concentration, as opposed
to phonon relaxation times which can be significantly reduced by
electron–phonon coupling at high carrier concentrations52.

We compare the ab initio EPW predicted EPS rates with the
rates obtained considering acoustic deformation potential scat-
tering in the elastic limit. In this limit, the EPS rates in non-polar
semiconductors are assumed to generally follow the DOS76. We
refer to this concept as DOS scattering. We exploit the propor-
tionality to predict the relaxation times within the DOS scattering
approximation as τep-DOS: 1/τep-DOS(E) = Kel-ph×DOS(E). We ap-
ply the DOS scattering approximation near the conduction band
edge, the region of interest for transport properties of n-doped
SLs. We obtain the scaling constants, Kel-ph, by aligning DOS(E)
with the EPS-EPW rates. The proportionality constant, Kel-ph, is
related to the deformation potential squared. Recently, deforma-
tion potential based concepts have been utilized to develop com-
putationally efficient approaches (AMSET) to predict EPS rates77.
In bulk systems like Si (Ge), electron transport properties are
mainly determined by the ∆ (L) valley electrons, and the defor-
mation potentials can successfully describe the properties of the
states within these valleys. Subsequently, the DOS scattering ap-
proximation has been exploited to accurately predict the electron
and hole mobilities of bulk silicon78,79. In an earlier study, we
computed thermopower (S) of Si/Ge SLs employing DOS scatter-
ing approximation (see Fig. S2, in Ref. 36), and compared with
S obtained using CRTA. We noted that the trends of S obtained
with the two approximations match quite well, although the val-
ues differ from each other. However, we acknowledged that a
detailed analysis of the validity of the DOS scattering approxima-
tion would be highly beneficial since this approach could signifi-
cantly expedite the computation of EPS rates. In this article, we
discuss the applicability of DOS approximation to predict energy-
dependent EPS rates and resulting electronic transport properties
of Si/Ge SLs. We demonstrate that it is not straightforward to
apply such approximation, especially since the value of Kel-ph is
highly dependent on the fitting procedure. We include figures
demonstrating the variability of Kel-ph values and the effect on
the predicted electronic transport properties in the Supplemen-
tary Information (SI). We conclude that further work is required
to substitute the expensive EPS-EPW approach with the DOS scat-
tering approximation approach.

2.2.2 Electron-Ionized Impurity Scattering

In addition to electron-phonon coupling, electron relaxation in
Si/Ge SLs is strongly affected by scattering due to ionized im-
purities, which are ubiquitous in doped semiconductors80. We
employ a modified Brooks-Herring (BH) formulation to model
the electron-ionized impurity scattering mechanisms. In the BH
model, the ionized impurities are assumed to be static, randomly
spaced objects, and a spherically symmetric Yukawa potential is
used to model the screening effect on electrons. This model pro-
vides an improved representation of real systems by explicitly in-
cluding a long-range Coulomb tail for a screened ionized impu-
rity, which was missing in the bare Coulomb potential form of the
Conwell and Weisskopf’s model81. The impurities are assumed
to not have any internal excitations, so the electron scatters from
them elastically. The impurity concentration is assumed to be di-
lute, therefore, interference between successive scatterings is ne-
glected. We implement this simplifying assumption to reduce the
complexity of the problem, however, we acknowledge that this
assumption may not be strictly valid at higher carrier concentra-
tions. The electron states are Bloch waves except for occasional
scattering from isolated impurities. The impurity causes the elec-
tron in state k and band n to elastically scatter to state (k+q−G)

and band m, which has the same energy. Here, G is a reciprocal
lattice vector. We use Fermi’s golden rule to calculate the electron
relaxation time due to impurity scattering as44,64:

1
τim,nk

=
2πni
}

V 2

(2π)3 ∑
G

∑
m

∫
dq H2

nk,mk+q−G

×δ (Enk−Emk+q−G)(1− cosθ). (8)

Here, ni is the density of scattering centers. We assume that all
dopants in our models are ionized at T = 300K. Therefore, the
density of scattering centers (ni) is same as the carrier concentra-
tion (ne). V is the volume of the SL configurations, θ is the an-
gle between electron group velocities in state k and band n, vnk,
and in state k′ = k+q−G and band m, vk+q−G, before and after
scattering, respectively. The G = 0 terms correspond to normal
scattering and the G 6= 0 to umklapp scattering82, respectively.

The matrix element, Hnk,mk+q−G, represents the perturbation
term of the electron-ionized impurity interaction Hamiltonian.
We model the perturbation using an anisotropic impurity scat-
tering potential, φ(r). We derive the anisotropic potential, φ(r),
by solving the screened Poisson-Boltzmann equation, given by

∇ · (ε∇ −λ
−2
D )φ(r) =

−eδ 3(r)
ε0

, ε =

ε‖ 0 0
0 ε‖ 0
0 0 ε⊥

 . (9)

Here, λD is the modified Debye screen length, λD =
√

ε0kBT/e2ni,
kB is the Boltzmann constant and ε0 is the dielectric permittiv-
ity of vacuum. We consider an anisotropic dielectric tensor, ε,
consisting of different in-plane (x− y) (ε‖) and cross-plane (z)
(ε⊥) dielectric constants, to explicitly account for the in-plane
and cross-plane structural anisotropy of the SL configurations, re-
spectively. The in-plane SL structural symmetry further imposes,
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εxx = εyy = ε‖. We solve for φ(r) from Eq. 9, by taking Fourier
transform and performing a transformation of variables from (r
and k) to (r′ and k′), where (r′x,r

′
y,r
′
z) = (rx/

√
ε‖,ry/

√
ε‖,rz/

√
ε⊥)

and (k′x,k
′
y,k
′
z) = (kx

√
ε‖,ky

√
ε‖,kz

√
ε⊥). The solution, in the form

of a Yukawa potential, is given by

φ(r) =
e

4πr′ε0

√
ε2
‖ ε⊥

e−r′/λD , (10)

where r′ = |r′| =
√

(r2
x + r2

y )/ε‖+ r2
z /ε⊥. We obtain the dielec-

tric constants ε‖ and ε⊥ using first-principles calculations, as de-
scribed in the next subsection, and compute φ(r) numerically for
the subsequent analysis. We use the anisotropic potential, φ(r),
to obtain the perturbation matrix elements, Hnk,mk+q−G, from

Hnk,mk+q-G =
1
V

∫
drψ

∗
mk+q−G(r)φ(r)ψnk(r), (11)

where the electronic wave functions ψnk are given by, ψnk =

1/
√

V unk(r)e
ik·r. unk(r)’s are the periodic parts of the Bloch states.

Inserting the expression of φ(r) from Eq. 10 into Eq. 11 and per-
forming the Fourier integral over the crystal volume, we obtain

Hnk,mk+q-G =
e2λ 2

D
V ε0(1+ |q′|2λ 2

D)
ζnk,k+q−G, (12)

with ζnk,mk+q−G =
∫

dru∗mk+q−G(r)unk(r)e
iG·r, (13)

where q′=(
√

ε‖i+
√

ε‖j+
√

ε⊥k) ·q. Here, ζnk,mk+q−G is the over-

lap integral, which we assume to be unity43,83. We compute the
IMS rates using the matrix elements, Hnk,mk+q−G, following Eq. 8.

Below, we include a brief discussion about two of the approx-
imations we made to calculate the IMS rates. First is the ap-
proximation that considers the overlap integral to be unity. We
performed rigorous evaluations of the overlap integrals using the
Wannier functions and calculated the resultant scattering rates
and the electronic transport coefficients. We noted that the full
considerations of ζnk,mk+q−G do not significantly affect the elec-
tronic transport properties at most carrier concentrations of in-
terest. However, the computational cost increases by ∼ 3−4-fold
compared to the cases that assumed ζnk,mk+q−G = 1, for different
carrier concentrations. The predicted S is considerably less af-
fected due to the inclusion of the overlap factors compared to ρ.
For example, the two S predictions stay within 5% for Si1Ge3 for
all ne of interest and maximum deviation of S is about 15% above
ne = 1020 cm−3 (Si), and 7.5×1020 cm−3 (Si2Ge2). However, such
incorporation results in nonuniform variations of predicted re-
sistivities in the high carrier concentration regime. We did not
observe a definite trend of the deviations of SL transport coeffi-
cients by including the overlap factors. We acknowledge that this
aspect needs a thorough investigation, however, leave it for fu-
ture work and focus on the discussion of the trends of transport
properties of SL systems. Additionally, we only include contribu-
tions from the G = 0 normal scattering terms and ignore the G 6= 0
umklapp terms, due to the fact that Hnk,mk+q−G decreases with in-
creasing |q′|, as can be seen from Eq. 12. A number of umklapp
terms could contribute in principle, however, normal scattering

terms are expected to play a dominant role to determine the EMS
rates82. We acknowledge that umklapp terms may be comparable
to the normal terms for SL systems, however, further studies are
required to establish the relative importance of the two terms. We
do not include these terms to keep the computational expenses at
minimum.

We average the k-dependent scattering rates for each type of
scattering, I = ep, im, to obtain the energy-dependent electron
relaxation times. We numerically evaluate τI(E) from

1
τep-EPW(E)

=
1

DOS(E) ∑
n

∫
BZ

dk
ΩFBZ

1
τep−EPW,nk

δ (E−Enk),

1
τim(E)

=
1

DOS(E) ∑
n

∫
BZ

dk
ΩFBZ

1
τim,nk

δ (E−Enk), (14)

by averaging 1/τI,nk, corresponding to Enk in the energy window
E±∆ with ∆ = 5× 10−4 Ry. Here ΩFBZ is the FBZ volume. We
provide the relevant numerical details in the following Compu-
tational Details section. This numerical averaging procedure has
been demonstrated to successfully predict the energy-dependent
relaxation times in several studies83, including superconduct-
ing cuprates that have highly anisotropic cell-axes and conduc-
tion properties67,83–86. We calculate the total electron relaxation
times due to electron-phonon (ep) and electron-ionized impurity
(im) scattering processes, using Matthiessen’s rule83:

1
τ(E)

=
1

τep-EPW(E)
+

1
τim(E)

, and (15)

1
τ(E)

=
1

τep-DOS(E)
+

1
τim(E)

. (16)

2.3 Computational Details

2.3.1 Energy Dependent Electron Relaxation Times

We calculate the electronic structure properties of eight-atom
Si/Ge SLs by performing self-consistent field (SCF) and non
self-consistent field (NSCF) DFT calculations, as implemented in
the plane-waves code Quantum Espresso (QE)58. We use non-
relativistic norm-conserving pseudopotentials for Si and Ge where
the valence electrons (3s23p2) are treated with the Perdrew-
Zunger parametrization of the local-density approximation (LDA)
of the exchange–correlation energy functional87. Similar numer-
ical approach has been followed in previous DFT studies that
computed electron scattering rates in Si43,45,60. We use cutoff
energy of 45 Ry to expand the Kohn-Sham orbitals in terms of a
plane wave basis set for all calculations. A convergence threshold
of 10−9 Ry is chosen for self-consistency. We ignore the effects
of spin-orbit coupling on the energy bands in our calculations.
The LDA approximation is known to under-predict bulk Si and
Ge bandgaps. We compute the band gaps of the Si/Ge SLs sep-
arately using the Heyd-Scuseria-Ernzerhof (HSE06) hybrid func-
tionals88. We use a scissors operator to correct the LDA band
gaps using the HSE06 predictions, shown in Table 1. We provide
the details regarding geometry optimization and HSE06 band gap
calculations in SI.

We perform NSCF calculations to obtain electronic states and
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DFPT calculations to obtain phonon modes. We use a coarse
grid sampling of the respective Brillouin zones to compute elec-
tronic and phonon states and electron-phonon matrix elements,
gν

mn(k,q). We use Wannier functions to interpolate gν
mn(k,q) on

a fine grid using the EPW code Poncé et al. 60 . We compute the
EPS rates at T= 300 K using the interpolated gν

mn(k,q), by fol-
lowing the steps outlined in Eqs. 5−7 of the previous subsection.
We first calculate the EPS rates in two-atom primitive unit cell of
undoped bulk Si and compare with literature data60. This step
establishes confidence in our numerical approach to produce re-
sults consistent with published data. We perform SCF and NSCF
calculations to compute the electronic states and DFPT calcula-
tions to compute the phonon modes of bulk Si. We calculate the
electronic states, phonon modes, and electron-phonon matrix el-
ements on a 6× 6× 6 coarse Monkhorst-pack grid89. We then
obtain interpolated electron-phonon matrix elements on a fine
grid of 30,000/150,000 randomly selected k/q-points, using the
EPW code60. We choose these coarse and fine grid sizes to com-
pare our results with literature data, obtained with similar coarse
(fine) 6×6×6/6×6×6 (30,000/150,000) k/q-points grids60. We
average τnk over a ∼ 30,000 k-mesh to obtain energy dependent
electron relaxation times due to phonons, τep-EPW(E). We show
the resulting EPW-EPS rates in two-atom bulk Si models in Fig. 2
(grey circles). We use a Gaussian broadening of 10 meV, and the
HSE06 predicted bulk Si band gap of 1.08 eV to adjust the EPS-
EPW rates. The green circles in Fig. 2 represent the reported EPW
predicted scattering rates in two-atom bulk Si models, extracted
from Ref. 60. Note that the literature data are adjusted to dis-
play the Si band gap, 1.08 eV (HSE06), used for this article. The
red line corresponds to EPS rates obtained with the DOS scatter-
ing approximation, τep-DOS: 1/τep-DOS(E) = Kel-ph×DOS(E), with
Kel-ph = 4.2. We use a dense ∼ 200,000 k-mesh for NSCF calcula-
tions and an energy step of 0.001 Ry to obtain DOS(E). The DOS
has the units of number of states/Ryd/spin/unit cell, henceforth
referred to as DOS.u.. The comparison between the EPS-EPW and
EPS-DOS rates shows that the DOS approximation is quite effec-
tive to describe EPS near the conduction band edge. However, the
EPS-DOS predictions deviate as we move away from the edge.

To find the appropriate coarse and fine grid sizes for the SLs,
we perform extensive tests to compute EPS rates in a similar size
eight-atom bulk Si conventional unit cell, and compare these re-
sults with the reference two-atom Si EPS rates60. The use of
grid sizes, similar to the above mentioned 2-atom calculations,
to obtain the EPS rates in several eight-atom Si/Ge SLs, demands
unfeasible computational expenses. Additionally, such sampling
might not be necessary for the respective eight-atom BZs, which
is four times smaller than the primitive cell BZ. Figure 2 shows
the comparison between EPS rates in eight-atom bulk Si conven-
tional unit cell (blue), two-atom primitive cell, and the reference
data (green). The eight-atom EPS rates, obtained with coarse
(fine) 6×6×6/6×6×6 (15,000/50,000) k/q-points grids match
well with the two-atom results and the reference data, obtained
with coarse (fine) 6×6×6/6×6×6 (30,000/150,000) k/q-points
grids. We average τnk over a ∼ 15,000 k-mesh for eight-atom
bulk Si, to obtain energy dependent EPS rates. We then sys-
tematically vary the coarse and the fine BZ sampling grids to ob-

Fig. 2 Electron-phonon scattering rates in (i) two-atom primitive cell
(grey) and (ii) eight-atom conventional cell (blue) of bulk Si. (iii) Ref-
erence data (green) is extracted from Ref. 60. DOS scattering rates in
eight-atom conventional cell are shown with red line. We obtain iden-
tical EPS-DOS rates for two-atom primitive cell, confirming that DOS
scattering rates are independent of the unit cell sizes for bulk Si. We
use a scissors operator to correct the LDA band gaps using the HSE06
predictions. The literature data are adjusted to display the Si band gap,
1.08 eV, used for this article.

tain converged results for the eight-atom EPS rates. This aspect
is particularly important since BZ sampling significantly impacts
the computed transport properties. The importance of grid size
based convergence tests has been acknowledged in multiple stud-
ies90. We find that EPS rates obtained with 6× 6× 6/3× 3× 3
(15,000/50,000) coarse (fine) k/q-point grids match well with
6× 6× 6/6× 6× 6 (15,000/50,000) coarse (fine) k/q-point grid
results.

Such dense sampling proves to be expensive for calculating
EPS rates in SLs with a diverse lattice strain environments. We
check further to find an appropriate BZ sampling of SLs that pro-
duces converged EPS rates, and also helps to keep the compu-
tational costs manageable. We compute EPS rates in Si2Ge2 SL,
assumed to be grown on Si, with (coarse/fine) 4×4×4/4×4×4
(10,000/30,000) k/q-point grids. The rates match well with the
coarse (fine) 6× 6× 6/3× 3× 3 (15,000/50,000) k/q-points grid
results for Si2Ge2 SL on Si. We use the coarse (fine) 4×4×4/4×
4× 4 (10,000/30,000) BZ sampling to calculate all the Si/Ge SL
EPS rates presented in this article. We average τnk over a ∼ 10,000
k-mesh to obtain energy dependent electron-phonon relaxation
times in eight-atom SLs. We report the results from our exten-
sive convergence tests in SI for the benefit of the readers in-
terested in reproducing our results. In order to compute IMS
relaxation times, τim(E), we perform NSCF calculations using a
dense ∼ 200,000 k-mesh, and obtain dielectric constant tensors
using DFPT calculations as implemented in QE58. We imple-
ment the random phase approximation including local field ef-
fects (LRPA) to obtain the dielectric constants. We list the LRPA
calculated anisotropic dielectric constants and the HSE06 pre-
dicted band gaps of the Si/Ge SLs used in our calculations in Ta-

6 | 1–18Journal Name, [year], [vol.],

Page 6 of 18Journal of Materials Chemistry C



Table 1 In-plane and cross-plane diagonal components of the anisotropic
dielectric tensors and HSE06 computed band gaps of the Si/Ge SLs.

System Substrate ε‖ ε⊥ Band gap (HSE06)
Si1Ge3 Si 14.38 14.87 0.49 eV
Si2Ge2 Si 13.66 13.95 0.55 eV
Si3Ge1 Si 12.87 13.05 0.69 eV
Si2Ge2 Si0.5Ge0.5 14.11 13.83 0.80 eV
Si2Ge2 Ge 14.95 13.99 0.63 eV

ble 1. We find that the LRPA predicted dielectric constant of bulk
Si (12.66) is greater than that of the measured value of 11.991

by ∼ 6.4%, however, matches well with previous GW+BSE result
(12.7)92. We combine τep-EPW(E) and τim(E) to calculate τ(E)
using Matthiessen’s rule, (Eq. 16) as described in the previous
subsection.

Fig. 3 Comparison of predicted (a) Seebeck coefficient (S) and (b) resis-
tivity (ρ) of bulk Si and literature data. The dashed red and black lines
represent EPS-EPW and EPS-DOS results, respectively. The solid red
and black lines represent predictions made considering EPS-EPW+IMS
and EPS-DOS+IMS, respectively. The solid green line represent results
obtained using the CRTA approximation. The difference between the
lines show how S and ρ predictions vary for different scattering approxi-
mations. For CRTA calculations, τ is extracted from the measured bulk
Si mobility50. The black triangles represent measured data for diffusive
S, extracted from Refs. 93,94. The blue +’s (EPS-EPW) and blue circles
(EPS-EPW+IMS) represent past first-principles study predictions of dif-
fusive S, for comparison. These values are extracted from Ref. 43. The
measured data for ρ are extracted from Ref. 95 (inverted black triangles).

2.4 Electronic Transport Coefficients
We calculate the electronic transport coefficients at several carrier
concentrations of interest, by incorporating the energy dependent

relaxation times, τ(E). We consider different scattering approxi-
mations to obtain τ, and compare the resulting transport proper-
ties. We obtain TDFs using the BoltzTrap code which considers
τ(E) = 1 for all energies. With our in-house code, we incorporate
τ(E) with the TDFs, and compute S and ρ following steps outlined
in Eqs. 1-4. We use an energy step of 0.001 Ry to compute the BTE
integrals. We use the HSE06 corrected band gap for bulk Si (1.08
eV) for both S and ρ calculations, as opposed to the LDA predicted
band gap used in past research43. In an earlier publication37, we
presented a detailed discussion comparing thermoelectric prop-
erties predicted by PBE and HSE functionals, especially to high-
light what role incorrect band gap plays in predicted properties.
We find that the PBE-predictions closely follow the HSE-predicted
values for SLs. In addition, we tested that performing a scissors
operation and correcting the PBE bands using the HSE predicted
gaps, essentially leaves Seebeck results unchanged. This is be-
cause the carrier concentration of our interest falls in the high
doping regime and the valence bands have a negligible contri-
bution to the transport properties in this regime. Here, we use
HSE06 gap of Si here for consistency. Figure 3 shows the compar-
ison of the predicted (a) Seebeck coefficient (semi-log plot) and
(b) the resistivity (log-log plot) of eight-atom bulk Si with litera-
ture results. The Seebeck coefficients predicted with τep-EPW and
τep-DOS are shown with red and black dashed lines in Fig. 3(a),
respectively. The match between the two results suggests that the
DOS scattering approximation works well to describe the bulk Si
Seebeck coefficients. The blue pluses are previous first-principles
EPS-EPW results extracted from Ref. 43. The data represent diffu-
sive S predicted using a k-dependent scattering approach and ex-
act BTE formulation. We find that our S predictions made consid-
ering an energy-dependent electron relaxation time, τ(E), com-
pare well with exact BTE based predictions. The solid red and
black lines represent predictions made considering total electron
relaxation times due to EPS-EPW+IMS and EPS-DOS+IMS, re-
spectively. The corresponding literature results, extracted from
Ref.69, are shown with blue circles. The close match between
the two sets of results can be noted. Past studies reported that
the diffusive part of S does not depend strongly on the nature
of the scattering mechanisms and switching off phonon or impu-
rity scattering affects the S result by less than 8%43. We also
note that the predicted S results, including the IMS rates (solid
lines), do not show considerable deviations from the results with
only EPS rates included (dashed lines). The maximum deviation
of 18% between the two results can be observed at ne ∼ 1019

cm−3. The black triangles represent measured data for diffusive
contributions to S, and are extracted from Refs. 93,94. We find
that our results compare well with the measured data, especially
in the low doping regime. At high doping, for ne>1017cm−3,
our results are slightly higher than the experimental data. The
discrepancy between theoretical predictions and measured data
was attributed to possible electron-plasmon interactions42,43,96.
However, such discrepancy also exists in the results presented
in first-principles studies that includes electron-plasmon scatter-
ing mechanisms in their calculation42. We find that our results
match closely (SI Fig. 10) with the results presented in these stud-
ies42,43. Based on this comparison, we argue that it is question-
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able whether electron-plasmon interactions are solely responsible
for the overestimated Seebeck values. We acknowledge that it
would be important to consider this scattering mechanism in our
calculations, however, we leave it for future work and focus on
extensive discussions of the nature and role of EPS and IMS on
thermoelectric properties instead. The solid green line represent
results obtained using τ within the CRTA approximation. We cal-
culate the TDFs and consider doping-dependent relaxation times,
τ(ne), to calculate S. We use the τ(ne) of unstrained bulk Si,
parametrized by Ref.33 using the values first reported in Ref.50.
We find that CRTA predicted S is higher than the EPS-EPW+IMS
results by atmost 10%, indicating the relative independence of S
on scattering mechanisms. Similar observation can be made by
noting the match between Seebeck coefficients predicted using
EPW approach and the DOS approximation.

We show the bulk Si resistivity predicted using τep-EPW and
τep-DOS with red and black dashed lines in Fig. 3(b), respectively.
The τep-DOS resistivity follows the predicted τep-EPW, with the val-
ues slightly higher in the log scale. This result indicates that it
may be reasonable to use the DOS approximation (τep-DOS) to pre-
dict the trends of resistivities at low carrier concentrations. This
observation matches with our conclusion from a previous study as
well36. The inverted black triangles in Fig. 3(b) represent mea-
sured bulk Si resistivities reported in Ref. 95. The resistivity ob-
tained with τep-EPW, closely matches with the measured data95

for ne < 1017 cm−3. At high doping, for ne>1017cm−3, both the
τep-EPW and τep-DOS results are lower than the experimental data.
The consideration of IMS processes significantly influences the re-
sistivity predictions at higher carrier concentrations and improves
the match with the measured data. The solid red and black lines
represent ρ computed considering electron relaxation due to EPS-
EPW+IMS and EPS-DOS+IMS, respectively. The increase of car-
rier concentration leads to higher electron scattering rate due to
increased electron-impurity scattering. The inclusion of IMS pro-
cesses does not influence the predictions at lower concentrations,
as expected. The CRTA predicted ρ (green line) closely matches
the EPW+IMS predicted ρ at lower concentrations, however, is
higher than the EPW+IMS predictions at higher concentrations,
highlighting the strong effect of different scattering mechanisms
on ρ, especially in the high doping regime. The results shown
in Fig. 3 establishes that it is essential to consider the electron
relaxation times due to both EPS and IMS processes for accurate
prediction of the Seebeck coefficient (diffusive contribution) and
the resistivity of bulk Si at 300 K, especially at the high doping
regime.

3 Results and Discussion
We now turn to the main focus of this study, which is to demon-
strate the effect of the scattering processes on the electronic trans-
port properties of Si/Ge SLs, with diverse lattice strain environ-
ments. The strain environment in fabricated Si/Ge heterostruc-
tures is highly nonuniform: ∼ 3−4% strain values have been re-
ported in Si/Ge nanowire heterostructures with compositionally
abrupt interfaces, grown via the VLS process97. The lattice strain
environment in SLs is strongly dependent on growth substrates37

and layer compositions36. We illustrated in our previous publica-

tions that the layer compositions and external substrate induced
strains prompt non-uniform monolayer separations, and modu-
late the Seebeck coefficients of Si/Ge SLs, within the CRTA35–38.
Here, we highlight the effect of EPS and IMS processes on the See-
beck coefficients, resistivities, and power-factors of these Si/Ge
SLs with diverse strain environment. We also discuss how these
predictions compare with the DOS scattering approximation and
CRTA (SI Fig. 9) results. We compare the transport properties
with the corresponding bulk Si properties for a better apprecia-
tion of the modulation of electronic transport in the SLs.

3.1 Effect of EPS on Electronic Transport Properties
In the SLs with varied compositions and substrate induced strain
environments, the energy bands shift due to lattice strain35–37.
Here, we illustrate the effect of these band energy shifts on the
EPS processes and the resulting cross-plane transport properties
of the SLs. Alongside, we discuss the applicability of the DOS
scattering approximation by comparing the computed transport
properties with the EPW predictions.

3.1.1 Superlattices with Varied Compositions

We investigate three SLs with different compositions, namely
Si1Ge3, Si2Ge2, and Si3Ge1 SLs. The model SLs are assumed to
be grown on a Si substrate. Figure 1 shows the representative
configurations of the Si/Ge SLs investigated in the present study.
We define the in-plane strain in the monolayers, εSi‖, with respect
to bulk Si, as εSi‖ = (a‖/aSi−1). Here, a‖ is the effective in-plane

lattice constant of the SLs and aSi = 5.40 Å is the LDA predicted
bulk Si lattice constant. Using our definition, the in-plane lat-
tice strain in the Si region of the SLs measures to εSi‖ = 0%. We
show the EPW predicted EPS rates in (i) bulk Si (grey circles), (ii)
Si1Ge3 (red circles), (iii) Si2Ge2 (green circles) and (iv) Si3Ge1

(blue circles), in Fig. 4(a). We aligned the CBM of the different
SLs to compare electron relaxation due to phonons in different
systems. The E = 0 eV point in the y-axis refers to the common
conduction band minima (CBM) of the SLs. We show the EPS
rates for 0≤ E≤ 0.5 eV, because the Fermi levels of the three SLs,
with n-type doping of ∼ 1017 − 1021 cm−3, are on the range of
∼−0.14−0.45 eV at 300 K. In order to establish a qualitative un-
derstanding of the EPS rates, we discuss the relationship between
the imaginary part of the electron-phonon self energies, ImΣnk
and the SL band structures along symmetry directions. Although,
the EPS rates are calculated from ImΣnk, by sampling the entire
SL BZ, comparison of the electronic properties along SL symmetry
directions reveals physical insights regarding electron relaxation
in diverse SLs.

Figure 4(b) shows the SL band structures in the X−Γ−Z
symmetry directions, superimposed with ImΣnk. The panels in
Fig. 4(b) show the band structures of (i) bulk Si and (ii) Si1Ge3,
(iii) Si2Ge2 and (iv) Si3Ge1 SLs, respectively, along the in-plane
X−Γ and cross-plane Γ−Z SL symmetry directions. The bulk Si
bands are contributed from ∆ valleys (panel (i)). The SL bands,
shown in panels ((ii)-(iv)), are formed due to the combined effect
of zone folding of bulk bands (panel (i)) dictated by structural
symmetry, and periodic potential perturbation29,30,37,98,99. The
varied compositions of these SLs result in diverse lattice strain
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Fig. 4 Electronic properties of Si/Ge SLs with varied compositions: (ii) Si1Ge3, (iii) Si2Ge2, and (iv) Si3Ge1 SLs, grown on a fixed Si substrate.
(a) Electron-phonon scattering rates predicted by the EPW approach (circles) and the DOS scattering approximation (dashed lines with symbols)
(1/τep-DOS(E) =Kel-ph×DOS(E)). The proportionality constants, Kel-ph, are shown in respective legends. (b) Colormap of electronic band structures
of (i) bulk Si and (ii) Si1Ge3, (iii) Si2Ge2, and (iv) Si3Ge1 SLs, weighted by the imaginary part of electron self energy. (c) Seebeck coefficients, (d)
electronic resistivities and (e) power-factors of Si/Ge SLs incorporating EPS-EPW (solid) and EPS-DOS rates (dashed lines with circles).

environment, that regulates contributions from the valleys and
modifies the SL bands35,36. As we increase the number of Si
monolayers in the SLs, LSi = 1→ 3 (Si1Ge3 → Si2Ge2 → Si3Ge1),
for a fixed L (L = 4) and fixed a‖ = aSi, the average cross-plane
strain (∝ (1−LSi/L)) decreases. The cross-plane strain is high in
(ii) Si1Ge3 SL and decreases for (iii) Si2Ge2 and (iv) Si3Ge1 SLs.
The reduced cross-plane strain induces a shift of type 2 conduc-
tion minibands, contributed by ∆⊥ valleys, to low energies in the
Γ−Z direction. The minima of the type 2 Γ−Z conduction bands
shift from (ii) 0.45 eV to (iii) 0.35 eV to (iv) 0.28 eV. The inter-
play between strain environment and confinement is more com-
plex for the low energy type 1 and type 4 conduction bands in the
Γ−X direction, formed by ∆‖ valleys. The intersections of type
1 bands with the Γ point remain mostly same, however, the dis-
persive natures are significantly different. The colors in the band
structures plot (Fig. 4(b)) represent the corresponding imaginary
part of the self-energies, ImΣnk, with values as indicated by the
color bar at the side panel. The self-energies are small in the en-
tire low energy conduction zone of interest E = 0−0.5 eV, due to
the absence of states in the bandgap region and also, low DOS in
this energy range. However, color variations of the SL bands be-
tween panels ((ii)(green)→(iv)(blue)) can be noted, when com-
pared to the bulk bands of panel (i), that indicates change of the
self-energies. The electron self-energies are directly influenced by

the energy shifts and the dispersive nature of the SL bands, as we
illustrate in the following discussion. The decrease of ImΣnk of
type 2 SL bands ((ii) >(iii) >(iv)) is due to the energy shift of the
type 2 conduction minibands in the Γ−Z direction, induced by
the changes of the cross-plane lattice strain environment. The en-
ergy shift reduces the availability of lower energy states and thus,
lowers the probabilities of phonon-assisted transitions, resulting
in smaller electron self-energies (green → blue). Similarly, the
changes of self-energies associated with the type 4 bands ((ii),
(iv)>(iii)), are connected to the nature of type 1 bands. The
ImΣnk associated with the type 1 bands remain small in all three
SLs due to the absence of available lower energy states. How-
ever, the dispersive nature of these bands changes significantly
in different SLs. The altered type 1 band induces changes of the
electron self-energies in other SL bands, as shown in the band
structures of the three panels ((ii)-(iv)). The increase of available
density of states increases probabilities for phonon-assisted tran-
sitions, resulting in higher ImΣnk for type 4 bands in panels (ii)
and (iv).

We illustrate below that the EPS rates are strongly connected to
the nature of the SL bands and the self-energies, by highlighting
the relationship between the results shown in panels Fig. 4(a) and
Fig. 4(b). The EPS rates in the three SLs are shown in Fig. 4(a).
The EPS rates in all three SLs (red, green, blue) are lower than
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bulk Si (grey) for E & 0.2 eV due to low ImΣnk. At this energy
range, ImΣnk values in bulk Si are on the range ∼ 15-20 meV
(red-black), higher than the values in the SLs (green-yellow).
Comparing the EPS rates in (ii) Si1Ge3 SLs (red) and (iii) Si2Ge2

SLs (green), one can note that they match till E <0.1 eV. Above
this energy range, the rates in (ii) Si1Ge3 SLs (red) increase at a
faster rate. This increase could be attributed to the higher self-
energies of type 4 bands of (ii) Si1Ge3 SLs, compared to those in
(iii) Si2Ge2 SLs, in this energy range. As we discussed previously,
the higher self-energy of type 4 bands of (ii) Si1Ge3 SLs is influ-
enced by the nature of type 1 bands. The lowest EPS rates are
observed for (iv) Si3Ge1 SL at most energies (blue circles) due
to the small electron self-energies of (iv) Si3Ge1 SL bands. How-
ever, the results match the rates in (ii) Si1Ge3 SLs (red) at E &
0.4 eV, due to the increase of self-energies of electrons, especially
in type 4 bands (Fig. 4(b)-(iv)). At E & 0.4 eV, the electrons in
type 4 bands also participate in the scattering of process. The
above discussion illustrates that the EPS rates are controlled by
the nature of the SL bands. Consequently, the DOS scattering
approximation could be used to describe the electron relaxation
processes reasonably well. The EPS-DOS rates (1/τep-DOS), are
shown in Fig. 4(a) with (i) black solid line (bulk Si) and black
dashed lines with (ii) triangles (Si1Ge3), (iii) +’s (Si2Ge2) and
(iv) circles (Si3Ge1), respectively. As can be seen from Fig. 4(a),
the EPS-DOS rates follow the EPW predictions closely. The pro-
portionality constants, Kel-ph, are given by (ii) 6.8, (iii) 6.0 and
(iv) 7.8, respectively. The slight variations of Kel-ph are connected
to the varying DOS in the three SLs. The electronic DOS is low in
(iv) Si3Ge1 compared to the other SLs for the energy range of in-
terest. However, the EPS rates in the three SLs are mostly similar.
The lower DOS and similar EPS rates result in higher Kel-ph for
(iv) Si3Ge1 (1/τep(E) = Kel-ph ↑ ×DOS(E) ↓). We like to point out
that the determination of the scaling constants , Kel-ph, is highly
dependent on the fitting procedure. As we show in Fig. 4 of the
SI document, different values of the scaling constants could be
obtained for relaxed Si2Ge2 SL, depending on the numerical pro-
cedure. The variations of Kel-ph do not change the resulting S but
affect ρ (SI Fig. 5). This discussion highlights the importance of
exercising caution while using the DOS scattering rates to com-
pute electronic transport properties.

The electronic transport coefficients: Seebeck coefficients
(Eq. 4), resistivities (Eq. 3), and power-factors are obtained from
the L -integrals (Eq. 1). The strain-modulated DOS, electron
group velocities and electron scattering rates affect the energy-
dependence of the TDFs, as depicted in Eq. 2. The overlap of
the energy dependent TDFs with the Fermi window functions(
(E−EF)

n
(
− ∂ f

∂E

))
results in modulated L -integrals, and the

electronic transport coefficients. In Fig. 4(c) and (d), we show
the S and ρ of Si1Ge3 (red), Si2Ge2 (green), and Si3Ge1 SLs
(blue), respectively, computed incorporating τep-EPW (solid lines)
and τep-DOS (dashed lines with circles). The S of the Si1Ge3 and
the Si2Ge2 SLs follow the bulk Si values closely. The similar See-
beck coefficients of (ii) and (iii) SLs can be explained by not-
ing that these two systems share similar DOS, resulting in similar
Kel-ph values. The DOS in (iv) Si3Ge1 SLs is somewhat lower, re-

sulting in higher Kel-ph. The S of Si3Ge1 deviates from the bulk
Si values and displays reduced values at most carrier concentra-
tions, ne. We note that S of Si3Ge1 SL shows a non-monotonic
behavior with increase of ne. The oscillatory nature can be partic-
ularly visible in the inset figure, showing the S values in the high
doping regime. The S value is low compared to all other cases for
ne . 1020cm−3 (EF ∼ 2.5 eV) and matches them at high ne. The
behavior can be explained by discussing the band structure shown
in Fig. 4(b)(iv). The lattice strain in Si3Ge1 SL increases the en-
ergy separation between the type 1 and type 4 ∆‖ bands. The gap
between energy levels decreases the overlap between TDF and
the Fermi window, causing S to reduce at ne < 2× 1020cm−3 (EF

<0.25 eV). However, when the Fermi level (EF) is aligned close to
the edge of the ∆⊥ minibands (type 2), S increases at high doping
regime.

The effect of varied scattering rates or inversely the electron
relaxation times is more pronounced on the resistivities of the
SLs. The low EPS rates in Si3Ge1 SLs indicate high relaxation
times and consequentially, low resistivities. The ρ of Si3Ge1

SLs is lower than the bulk values at most carrier concentrations,
ne . ×1020 cm−3. The ρ of Si1Ge3 and Si2Ge2 SLs remain close
to the bulk values due to similar EPS rates. We include the inset
figure to emphasize the overlapping of ρ values in the high dop-
ing regime. The resistivities obtained with EPS-DOS rates deviate
slightly from the EPW predictions. The difference between the
electronic transport property predictions from the two approaches
become more apparent when S and ρ are combined together to
calculate PF (S2/ρ). The variations of S and ρ lead to consider-
able modulations of PF, especially at high ne. The PF of Si1Ge3 SL
is ∼ 1.4-fold larger than bulk Si at ne ∼ 2.7×1020 cm−3, while the
PF of Si3Ge1 PF remains lower than that of bulk Si for all ne. The
lowest PF (S2/ρ) of Si3Ge1 SL could be attributed to the strong re-
duction of S at most carrier concentrations. Overall, we note that
the peak PFs of the chosen Si/Ge SLs are not higher than that of
bulk Si. We like to point out that most studies of thermoelectric
properties of phonon engineered systems assume that electronic
properties remain unaffected. Here, we show that compositions
of SLs modulate the SL bands and their EPS processes. The mod-
ulations lead to strong reduction of PFs at most ne compared to
bulk Si. We like to point out that one needs to exercise caution
while performing the numerical evaluation of the L -integrals. In
Si Fig. 6 and Fig. 7, we show how different alignments between
EPS rates and DOS near the CB edge can affect the integrals and
impact both S and ρ (SI Fig. 7).

3.1.2 Superlattices with Lattice Strain Induced by Substrates

To model SLs with substrate induced strain environments, we
consider Si2Ge2 SLs grown on Si, Si0.5Ge0.5, and Ge substrates,
respectively. Due to the lattice mismatch, the substrates induce
in-plane strains of εSi‖ = 0%, 1.85%, and 3.98%, in the Si region
of the SL. In Fig. 5(a), we show the EPS rates in substrate strained
Si2Ge2 SLs, computed with two different approaches. The EPS-
EPW rates, 1/τep-EPW, are shown with (i) grey (bulk Si), (ii) red
(0%), (iii) green (1.85%) and (iv) blue (3.98%) circles. The EPS-
DOS rates are shown with (i) red solid line (bulk Si) and black
dashed lines with (ii) triangles (0%), (iii) +’s (1.85%) and (iv)
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Fig. 5 Electronic transport properties of (i) bulk Si and Si2Ge2 SLs with in-plane strain (ii) 0%, (iii) 1.85%, and (iv) 3.98%, induced by growth
substrates. The proportionality constants, Kel-ph, are shown in respective legends. (a) Electron-phonon scattering rates predicted by the EPW
approach (circles) and the DOS scattering approximation (dashed lines with symbols). (b) Colormap of electronic band structures of (i) bulk Si and
Si2Ge2 SLs with (i) 0%, (ii) 1.85%, and (iii) 3.98% in-plane strains, weighted by the imaginary part of electron self energy. (c) Seebeck coefficients,
(d) electronic resistivities and (e) power-factors of strained Si/Ge SLs incorporating EPS-EPW (solid) and EPS-DOS rates (dashed lines with circles).

circles (3.98%), respectively. Similar to the previous case, E = 0
eV point in the y-axis refers to the common CBM of the strained
SLs. We choose a similar x-axis range because the Fermi levels of
the three strained SLs with n-type doping of ∼ 1017− 1021 cm−3

are on the range ∼ −0.13− 0.44 at 300 K. In order to develop
a qualitative understanding of the trends of the EPS rates in the
strained SLs, we discuss the variations of the imaginary part of
the electron-phonon self energies, ImΣnk, in relation to the SL
band structures along different symmetry directions. As we have
demonstrated for the SLs with varied compositions grown on
fixed substrates, the comparison of the electronic properties along
different symmetry directions provides physical understanding re-
garding the EPS rates in SLs.

Figure 5(b) shows the SL band structures along the in-plane
X−Γ and cross-plane Γ−Z symmetry directions, superimposed
with ImΣnk. The panels in Fig. 5(b) shows the band structures
of (i) bulk Si and Si2Ge2 SLs with in-plane strain of (ii) 0%, (iii)
1.85% and (iv) 3.98%, respectively. The SL bands shown in pan-
els ((ii)-(iv)) are formed due to the combined effect of zone fold-
ing of bulk bands, and periodic potential perturbation. The sub-
strate induced lattice strain induces valley splittings and regulates
contributions from the split valleys to modify the SL bands35,37.
With the increase of εSi‖ ((ii)→(iv)), the low energy conduction
bands (type 1, type 4) in the Γ−X direction, formed by the ∆‖

valleys, move upward in energy. The strain-induced band shifts
can be particularly noted by considering the upward shift of the
conduction bands and downward shift of valence bands together.
It is good to keep in mind that we aligned the CBM of the differ-
ent SLs to E = 0 eV in these plots. The intersection of the lowest
Γ−X conduction band (type 1), with the Γ point shifts upward
from (ii) 0.01, (iii) 0.01 to (iv) 0.27. On the other hand, the low
energy conduction minibands (type 2) in the Γ−Z direction, con-
tributed by the ∆⊥ valleys, shift downward with the increase of
in-plane strain. The intersection of these bands with the Γ point
moves from (ii) 0.46 to (iii) 0.20 (iv) to 0.17 eV. The other set of
parabolic conduction bands (type 3) along Γ−Z direction, formed
due to the overlap of ∆‖ valleys at the Γ point, shifts upward in en-
ergy together with the type 1 bands. It can be noted that the CBM
shifts from the ∆‖ bands (type 1) to the ∆⊥ bands (type 2), along
cross-plane Γ−Z direction, with the increase of εSi‖. Similar en-
ergy shifts of the strain-split ∆ valley bands have been observed
in other short-period SLs (e.g., Si4Ge4)37.

The colors of the band structures plot (Fig. 5(b)) represent the
corresponding imaginary part of the self-energies. The self-energy
values are as indicated by the color bar at the side panel. The
self-energies are small in the entire low energy conduction zone
of interest 0−0.5 eV, due to the absence of states in the bandgap
region. The low self-energies are also due to the small density of
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CB states in this region, however, the density varies for different
strain cases leading to variations of the self-energies. We illustrate
in the following that the changes of the self-energies are related
to the strain induced energy shifts of the SL bands. As discussed
above, the energy of the type 2 ∆⊥ valley band lowers ((ii)→ (iv))
with the increase of in-plane strain, along the cross-plane Γ−Z
direction. The self-energy of the shifted ∆⊥ band decreases with
increase of strain (blue-green (ii)→ blue (iv)), due to the reduced
availability of lower energy states. Additionally, the energy gap
between the type 2 band and other bands (3, 4) increases due to
the energy shift, as can be noted from panel (iv) of Fig. 5(b). The
increase of the energy gap lowers the probabilities of phonon-
assisted energy transitions. As a result, the self-energies remain
low till E . 0.3 eV. For E >0.3 eV, the self-energy of the bands of
the (iv) 3.98% strained SL increases due to increased probabilities
for phonon-assisted transitions. We show the colormap of band
structures and ImΣnk of the region −2 to 2 eV, in SI Fig. 1, for a
broader perspective.

These variations of the self-energies with E directly influence
the EPS rates in 3.98% strained Si2Ge2 SL, as can be seen from
Fig. 5(a) (blue circles). The EPS rates are low till (E ∼ 0.3 eV)
and increase sharply afterwards. Similarly, one can relate the
EPS rates in the Si2Ge2 SLs with (ii) 0% (red) and (iii) 1.85 %
(green) in-plane strain environment, to the nature of the bands
of the two strained SLs. As can be seen from panels (ii) and (iii)
of Fig. 5(b), the band structures of type 1, 3, and 4 bands are
quite similar near the CB edge. As a consequence, the EPS rates
in these two SLs match for E . 0.1 eV. For E & 0.1 eV, the EPS
rates for case (iii) (green) are higher than those for case (ii). The
increased EPS rates for case (iii) SL are due to the following rea-
sons. The scattering rates of electrons in the type 2 ∆⊥ valley
band contribute to the EPS rates of case (iii) SL at approximately,
E ∼ 0.1 eV. The type 2 band of the (iii) 1.85% strained SL is
shifted to lower energy due to increased strain. Additionally, the
small energy gap between the bands increases probabilities for
phonon-assisted transitions, resulting in higher EPS rates for case
(iii) (green). The EPS rates for case (ii) SL (red) increases around
E & 0.4 eV once electrons in type 2 band participate in the scatter-
ing process. The DOS scattering rates follow the EPW predictions
closely, with proportionality constants, Kel-ph, given by (ii) 6.0,
(iii) 6.6 and (iv) 6.8, respectively. Overall, we note from Fig. 4(a)
and Fig. 5(a) that the DOS scattering approximation can describe
the trends of the EPS rates of short-period superlattices. However,
it is essential to determine Kel-ph accurately to predict electronic
transport properties. Kel-ph is determined by aligning DOS data
with the EPS-EPW rates. As we have discussed previously, Kel-ph
is highly dependent on the numerical fitting procedure (SI Fig. 4-
5). Therefore, it is difficult to solely rely on this approach to
predict the transport properties without the knowledge of higher
accuracy EPS rates (Fig. 4(e) and Fig. 5(e)).

Figure 5(c) and (d) show the S and ρ of Si2Ge2 SLs with in-
plane strain of εSi‖ = 0% (red), 1.85% (green), and 3.98% (blue),
respectively, computed incorporating τep-EPW (solid lines) and
τep-DOS (dashed lines with circles). We note that S of the 3.98%
strained Si2Ge2 SL (blue) shows a non-monotonic behavior with
increase of ne. The values shown in the inset figure particular dis-

play the oscillatory nature of S values in the high doping regime.
The Seebeck value peaks at high ne preceded by values lower than
those of bulk Si. Such results are uncommon since the Seebeck
coefficients of doped semiconductors and metals are expected to
decrease monotonically with increase of carrier concentration, in
agreement with the Pisarenko relation. The S modulations are
directly related to the nature of bands in the strained SLs, as can
be illustrated by discussing the band structure shown in panels of
Fig. 5(b). Comparing the band structures shown in panels (iii)
and (iv), it can be observed that the energy gap between type 2
(∆⊥) and type 1, 3, 4 (∆‖) bands increases due to the substrate-
strain induced shift of SL energy bands. The gap between energy
levels results in low DOS near CB edge and decreased overlap
between TDF and the Fermi window (Eq. 1). As a result, S is
reduced at ne < 2.6× 1020cm−3 (EF <0.25 eV) compared to that
of bulk Si. However, when the Fermi level (EF) is aligned close
to the edge of the ∆‖ minibands (type 1, 3, 4), the higher DOS
leads to a S-peak at high ne. Such substrate strain modulated
non-monotonic Seebeck coefficients have been observed in other
short-period SLs35–38,100.

The ρ of Si2Ge2 SLs with 3.98% in-plane strain also displays
nonmonotonic behavior, due to the nature of the ∆‖ and ∆⊥
bands in the strained SL (Fig. 5(d)). The resistivities of the
SLs are greater compared to that of bulk Si at most ne. ρ of
3.98% strained SL (iv, blue) are higher than those of (ii) (red)
and (iii) (green) SLs at all ne of interest, with a noticeable in-
crease at ne ∼ 2.2× 1020cm−3 (EF ∼ 0.25 eV). We show ρ val-
ues in the high doping regime in the inset figure to highlight
the oscillatory nature. The cross-plane electrical resistivity ρ

can be expressed as, ρ ∝ 1/
∫

τ(E)v2
z (E)DOS(E)(∂ f/dE)dE (Eq. 1-

3). As illustrated previously, the DOS scattering approximation
(1/τep-DOS(E) = Kel-ph×DOS(E)) could describe the EPS rates in
strained Si2Ge2 SLs reasonably well. As shown in Fig. 4 and
Fig. 5, S and ρ predicted using τep-DOS(E) (dashed lines with cir-
cles) follow the τep-EPW(E) (solid lines) predictions closely, for
carefully chosen values of Kel-ph. Inserting this approximation,
ρ can be simplified to, ρ ∝ 1/

∫
v2

z (E)(∂ f/dE)dE. This expres-
sion indicates that electron group velocities play a significant role
in determining ρ. We show a comparison between v2

z (E) in the
strained Si2Ge2 SLs in SI Fig. 8. The results show that v2

z (E) in
the 3.98% strained SL, lies below those of the other two SLs for
all energies of interest, resulting in high resistivities. Between
0 ≤ E . 0.14 eV, v2

z (E) increases fast with E, causing decrease of
ρ with ne up to ne ∼ 9.5×1019cm−3. For 0.14 <E <0.3 eV, v2

z (E)
remains comparatively ‘flat’ causing the ‘bump’ in the resistivity.
v2

z (E) increases again for E >0.3 eV. The product of Fermi win-
dow and v2

z (E), v2
z (E)(∂ f/dE), encompasses the fast increase of

v2
z (E) and results in the change of trend, followed by a steady de-

crease of ρ. The resistivity trend starts to change near E ∼ 0.22
eV (ne ∼ 1.97×1020cm−3).

The non-monotonic S and ρ lead to significant modulations in
the power-factors, as shown in Fig. 5(e). S and ρ predicted using
τep-DOS(E) (dashed lines with circles) match the τep-EPW(E) (solid
lines) predictions, however, the two PF predictions show consid-
erable differences. We note that the PFs for all strained Si2Ge2

SLs are low compared to bulk Si, for ne < 9.1×1019cm−3, with the
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Fig. 6 (i) Seebeck coefficients, (ii) electronic resistivities and (iii) power-factors of SLs with diverse strain environments: (a) Si/Ge SLs with varied
compositions, grown on identical substrates, (b) Si2Ge2 SLs grown on different substrates. Solid lines represent predictions made by considering
electron scattering due to phonons and ionized impurities. Dashed lines display results obtained by considering electron scattering due to phonons
only, for comparison. The arrows between the dashed lines represent the improvement of the peak PF of SLs compared to the bulk Si peak PF.

values decreasing with increase of substrate induced strain. How-
ever, some of the strained SLs show an increased PF at high dop-
ing regime, ne >1020cm−3. This follows from the band structure
physics of Si/Ge SLs grown on substrates inducing high strains.
The strain induces shift of ∆‖ valley minibands to higher ener-
gies, resulting in closely spaced minibands at high ne or high EF.
The dense miniband structures, the resultant electronic group ve-
locities and scattering rates directly result in a ∼1.8 fold improve-
ment of PF over bulk Si at ne ∼ 2.7×1020cm−3, for Si2Ge2 SL with
εSi‖ = 0% (red, grown on Si substrate). However, the peak PFs of
the SLs are not improved compared to bulk Si at most carrier con-
centrations, to prove beneficial for thermoelectric applications.

3.2 Effect of IMS on Electronic Transport Properties

In addition to electron scattering due to phonons, electronic
transport properties of heavily doped semiconductor superlattices
are strongly influenced by scattering due to impurities, which has
hardly been investigated using first-principles approaches. As out-
lined in the Methods section, we obtain the electron relaxation
times due to the IMS processes, τim and combine with those due
to the EPS processes, τep-EPW using Matthiessen’s rule, to calculate
the total τ(E). In Fig. 6, we show the electronic transport proper-
ties of (a) SLs of varied compositions, grown on Si substrates, and
(b) Si2Ge2 SLs grown on different substrates, respectively. The
solid lines represent predictions obtained by considering the to-

tal energy-dependent electron relaxation time, τ(E). The dashed
lines represent predictions obtained by considering the electron-
phonon relaxation time, τep-EPW(E), only. The dashed lines dis-
play the same results we have shown in Fig. 4 and 5, obtained
using the EPS-EPW rates. We include both the predictions in the
same figure to compare the effect of different scattering mecha-
nisms on the electronic transport properties of the SLs.

Figure 6(a-i) show the Seebeck coefficients of SLs of varied
compositions, grown on Si substrates. The comparison between
the solid lines and the dashed lines exhibit the change of S re-
sults, due to different scattering processes. This is unlike the re-
sults reported for bulk Si, that the diffusive part of S does not
depend strongly on the nature of the scattering mechanisms43. A
maximum 1.77-fold increase of S can be observed for Si3Ge1 SL
(blue) when considering both EPS and IMS processes, compared
to EPS only results: S(EPS+IMS)/S(EPS only) = 123.8/69.65
= 1.77, at ne ∼ 2.56× 1019cm−3. However, the trend of S for
the different SLs remains preserved. The Seebeck coefficients of
Si1Ge3 (red) and Si2Ge2 SLs (green) remain close to S of bulk Si
(black) at most ne, while S of Si3Ge1 SL (blue) is reduced at all ne

(Fig. 6(a-i)). Figure 6(b-i) shows the resistivities of SLs obtained
by considering electron scattering only due to phonons (dashed
lines) compared to those obtained by considering both EPS and
IMS processes (solid lines). Similar to S, the resistivities of Si3Ge1

SL (blue) are reduced, while Si1Ge3 (red) and Si2Ge2 SLs (green)
values are closer to bulk Si values (black) at most ne. The consid-
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eration of the IMS processes increases the resistivities at almost
all carrier concentrations, as expected. The effect is more pro-
nounced, as shown in the log scale. A maximum 4.3-fold increase
of ρ is observed for the Si3Ge1 SL (blue), when considering both
EPS and IMS processes, compared to EPS only results. Figure 6(a-
iii) shows the comparison between power-factors of SLs obtained
by considering only EPS processes (dashed lines) and both EPS
and IMS processes (solid lines). The consideration of IMS pro-
cesses significantly increase resistivities and reduce PFs for all sys-
tems. However, the variations of S and ρ lead to a peak PF of 4.60
for Si1Ge3 SL at ne ∼ 3.7×1019cm−3 (red solid line). The bulk Si
peak PF is 2.95 at ne ∼ 2.4× 1019cm−3 (black solid line). There-
fore, we observe an overall ∼ 1.56-fold (or 56%) improvement of
the peak PF of SLs over bulk Si peak PF. The pair of dashed lines
and the black arrow in Fig. 6(a-iii) indicate the ∼ 1.56-fold im-
provement of the peak PF of Si1Ge3 SL. The maximum increase
of PF over bulk Si value can be noted for ne ∼ 7.4× 1019cm−3.
The PF of Si1Ge3 SL is ∼ 1.62-times the bulk Si PF value at this
carrier concentration.

We make similar observations regarding the role of IMS pro-
cesses on the electronic transport properties of Si2Ge2 SLs, grown
on substrates that induce different in-plane strains. The S results
shown with solid lines in Fig. 6(b-i) are modified from the re-
sults shown with dashed lines, that only considers electron relax-
ation due to the EPS processes. A maximum 1.4-fold increase of
EPS+IMS S results is observed for Si2Ge2 SL on Si substrate (red).
Figure 6(b-ii), shows the resistivities obtained by considering EPS
only (dashed lines) compared to those obtained by considering
both EPS and IMS processes (solid lines). Similar to the SLs with
varied compositions, we note that the consideration of the IMS
processes increases the resistivities at almost all carrier concen-
trations. A maximum 3.7-fold increase of ρ is observed for the
Si2Ge2 SL on Si substrate (red). Consequentially, the PFs of these
SLs, as shown with solid lines in Fig. 6(b-iii), are significantly dif-
ferent from the EPS only results (dashed lines). The comparison
between the solid and the dashed lines shows that the incorpora-
tion of the combined τ(E) results in reduced PFs compared to the
EPS only results, for all systems. However, we find that the PF
of the SL grown on Si substrate (red) is higher than that of bulk
Si for ne ∼ 7.6× 1018− 5.2× 1020 cm−3. A maximum ∼ 1.9-fold
improvement is observed at ne ∼ 2.3× 1020cm−3. Peak to peak
comparisons between PFs of different systems show that peak PF
of the SL grown on Si substrate is 3.67 at ne ∼ 5.5× 1019cm−3.
This value is ∼ 1.24-fold (or 24%) greater than the bulk Si peak
PF of 2.95 at ne ∼ 2.4×1019cm−3.

Overall, we observe that the consideration of both the scat-
tering processes decreases PFs of bulk Si and Si/Ge SLs, com-
pared to the results, obtained by only including EPS processes.
However, the PFs of the SLs are comparatively less affected than
bulk Si, when the impurity scattering mechanisms are included.
This observation can be explained through a qualitative discus-
sion of electron mean free paths (MFPs) in bulk Si and Si/Ge
heterostructures, and the effect of IMS processes on the MFPs.
First-principles studies have reported that the electron MFPs can
go up to about 60 nm in bulk silicon at 300 K at low carrier con-
centration, 1016 cm−3. The MFPs in Si strongly depend on car-

rier concentrations, and decrease monotonically with increase of
carrier concentration, due to the electron-impurity scattering pro-
cesses. The MFPs reduce to about 20 nm in bulk Si with carrier
concentration of 1019 cm−3. In this doping regime, the dominant
contribution to the electrical conductivity comes from electrons
with MFPs less than 10 nm101. Such studies about electron MFPs
in Si/Ge heterostructures are limited, however, the profiles of
the chosen short-period SLs introduce potential perturbations at
length scales smaller than the electron MFPs contributing to elec-
tron transport102. Therefore, contribution from electrons with
lower MFPs can be expected to dominate, which are not consid-
erably affected by the IMS processes. This argument could be
used to explain the observation that the influence of IMS pro-
cesses on the electronic transport properties of short-period SLs is
less severe compared to bulk Si.

4 Summary and Discussion
Here we demonstrate the variation of electronic properties of
semiconductor SLs due to changes in the lattice strain environ-
ments. In particular, we consider electron relaxation in diverse
SLs due to scattering with phonons and ionized impurities, and
report first-principles calculations of electronic transport proper-
ties including the energy-dependent relaxation times. Previous
first-principles studies did not include the effect of energy depen-
dent electron relaxation times on electronic transport properties
of SLs33,36–38. We also discuss how these predictions change
when different scattering approximations, such as constant re-
laxation time and DOS scattering approximations, are used. We
investigate two classes of short-period Si/Ge SLs with diverse
lattice strain environments: SLs with varied layer compositions
grown on identical substrates and SLs with identical compositions
but grown on different substrates. We calculate the electronic
structure properties of the eight-atom Si/Ge SLs by perform-
ing DFT calculations, as implemented in the Quantum Espresso
package58. We consider electron relaxation due to scattering
with phonons and ionized impurities, and compute both the EPS
and IMS rates using a perturbative approach following Fermi’s
golden rule. We compute electron-phonon matrix elements using
the EPW package based on maximally localized Wannier func-
tions59,60, which provide accurate interpolation of the matrix el-
ements from coarse grids to dense grids61 and allows to reduce
computational expenses. We perform extensive tests to determine
the coarse and fine grid sizes that results in converged electronic
properties. We illustrate the physical mechanisms that influence
EPS processes and determine the electronic properties of the SLs.
Our analysis shows that the energy bands are highly sensitive to
the lattice strain environments of the SLs with diverse composi-
tions or SLs grown on different substrates. The layer composi-
tions and substrate induced strains result in non-uniform separa-
tions between SL monolayers. The non-uniform layer separations
modify the contributions from ∆⊥ and ∆‖ valleys, and induce en-
ergy shift of the SL bands. We illustrate that these energy shifts
strongly influence the electron-phonon self-energies. We obtain
the EPS rates from the imaginary part of the electron-phonon self-
energies. Our analysis establishes a direct relationship between
the energy bands and the EPS rates in the SLs with diverse lattice
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strain environments.
We model the electron-ionized impurity interaction potential

with a long-range Coulomb tail that represents a screened ionized
impurity. Past first-principles studies demonstrated that incorpo-
ration of such long-range Coulomb tail is essential to account for
the effect of ionized dopants on electronic transport properties
of bulk Si101. We show that the EPS processes determine the
resistivity of bulk Si at low ne, while the consideration of IMS
processes improves the resistivity predictions at high ne, match-
ing measured data95. Our study substantiates the observation
that the IMS processes play a significant role in determining elec-
tronic resistivities of bulk Si at high carrier concentrations43,60.
On the other hand, IMS processes do not significantly affect the
diffusive components of the Seebeck coefficients of bulk Si. We
further discuss the effect of IMS processes on electron transport
properties of Si/Ge SLs, which has not been explored using first-
principles approach. We explicitly account for the in-plane and
the cross-plane structural anisotropy of the SL configurations, to
model the electron-ionized impurity interaction potentials. We
obtain anisotropic dielectric tensors from first-principles calcu-
lations and use them to compute the electron-ionized impurity
perturbation matrix elements. Past studies of IMS rates in bulk
Si used isotropic dielectric tensor, and implemented the Brook-
Herring’s scattering equation43,64. We illustrate here a modified
Brooks-Herring formulation that explicitly considers the effects of
anisotropic potentials. However, we note that the % dielectric
anisotropy (defined here as, |(ε⊥− ε‖)|/ε‖× 100), of the chosen
SLs stays within 6.5% and can be considered weak. We report
here the values obtained by including the anisotropic dielectric
tensor (ε⊥ and ε‖), defined in Eq. 9 with ε⊥ and ε‖ shown in
Tab. 1. Separately, we compute the electronic transport proper-
ties using the isotropic BH formalism with an average dielectric
constant, ((ε⊥+2ε‖)/3). We find that the two sets of predictions
do not vary significantly. We do not include the calculations here
for brevity. Anisotropic impurity scattering potentials have not
been employed in past studies to model scattering rates and re-
sultant SL electronic transport properties. We anticipate that our
calculations considering the anisotropic dielectric tensors will en-
courage future studies of electron-impurity scattering rates in di-
verse anisotropic systems, going beyond bulk materials.

We demonstrate that the electronic transport coefficients of
short-period Si/Ge SLs show significant variations when energy
dependent relaxation times are taken into account. We find that
the inclusion of the EPS processes negatively impacts the power-
factor of the SLs at most ne, in comparison with the bulk Si val-
ues. Interestingly, when IMS processes are included along with
EPS, significant changes are exhibited by the transport proper-
ties. We find that Si2Ge2 and Si1Ge3 SLs grown on Si substrate
show ∼ 1.62-fold and ∼ 1.9-fold improvement over bulk Si at
ne ∼ 7.4×1019cm−3 and ne ∼ 2.3×1020cm−3, respectively. Their
overall peak PFs are ∼ 1.56-fold and ∼ 1.24-fold greater than
the bulk Si peak PF. We observe that the PFs can be drastically
reduced in SLs with certain lattice strain environments. In gen-
eral, the peak PF decreases with the decrease of cross-plane strain
ior the increase of in-plane strain in the SLs. The peak PFs ap-
pears at high carrier concentrations due to minimand formation

in the SLs. We illustrate that the electronic and therefore, ther-
moelectric properties can be tuned by varying the compositions
and substrate induced strains of Si/Ge SLs. Although this concept
has been previously discussed using analytical and first-principles
based CRTA-BTE approaches35–37,103,104, the energy dependent
scattering effects were not considered. Nanostructured Si/Ge SLs
are being extensively studied to reduce the thermal conductivity
of Si based thermoelectric materials. Additionally, significant re-
duction of thermal conductivity of Si has been reported at the
high doping regime, owing to phonon scattering due to elec-
trons48. The power-factor improvements at high ne predicted
by our study, could provide promising avenues for thermoelec-
tric applications, when combined with low thermal conductivi-
ties. We hope that our results will encourage experimental stud-
ies to validate this promising physical phenomenon, illustrated
by taking into account the effect of different energy dependent
scattering processes. Our results establish the role of the strain-
modulated DOS, electron group velocities and energy-dependent
electron scattering rates on the electronic transport properties.
The physical insights demonstrated in this analysis not only are
valuable to predict band movement and electron relaxation in
complex heterostructures, but essential to develop strain engi-
neering approaches to optimize electronic properties. For exam-
ple, understanding of the interactions of electrons with real and
quasiparticles is crucial to optimize the electronic properties of
thermoelectric and other technology enabling materials.
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