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Atomistic Simulation of Volumetric Properties of Epoxy
Networks: Effect of Monomer Length†

Ketan S. Khare, a and Cameron F. Abrams ∗a

Properties of epoxy thermosets can be varied broadly to suit design requirements by altering the
chemistry of the component agents. Atomistically-detailed molecular dynamics simulations are well-
suited for molecular insight into the structure-property relationship for a rational tailoring of the
chemistry. Since the macroscopic properties of interest for applications emerge hierarchically from
molecular-scale chemical interactions, seamless integration of experiment, computation, and theory
is of great interest. Recently, a Specific Volume–Cooling Rate analysis protocol was successfully
developed to quantitatively compare the volumetric properties of an epoxy network model with
experimental results in the literature, in spite of the nine orders of magnitude mismatch in the
accessible time-scales. Here, we extend the application of the method for two epoxy networks in the
same class of chemistry but whose monomers have a higher number of repeating units compared to
the previous one for validating the generality of our approach. We observed that atomistic simulations
are able to predict the experimental temperature trend of the specific volume within 0.4% for both
these networks. Using the William-Landel-Ferry equation to account for rate differences, we also
see good agreement between the computational and experimental values of the glass transition
temperature.

1 Introduction
The ability to alter the chemistry of the components enables
a great versatility in the properties of thermosetting polymeric
epoxy networks.1 Such alterations can be made to either of the
two components of the network: the epoxy monomer and the
cross-linker. Relatively small changes in chemical details can have
a drastic effect on the thermo-mechanical properties of the net-
work.2 Due to the ability to account for the effect of chemical in-
teractions and topology explicitly, atomistically detailed molecu-
lar dynamics (MD) simulations together with experiments can be
used to obtain and integrate a molecular-scale perspective with
bulk thermo-mechanical properties.3–6 However, the inclusion
of atomistic details is computationally expensive and limits the
accessible time- and length-scales compared to typical thermo-
mechanical analysis in experiments, and any mismatch in these
scales need to be considered for comparison and integration.

Here, we are interested in the glass transition of such networks,
which is commonly calculated from the temperature trend of spe-
cific volume during cooling from a high to a low temperature;
i.e., from the rubbery to the glassy state. Due to the accessi-
ble time-scales, the typical computational cooling rates (q̇c’s) are
∼ 109 K s−1 greater than experimental rates. As a result, the val-
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ues of both the glassy specific volume (vsp) and the glass transi-
tion temperature (Tg) obtained computationally are significantly
higher than those obtained experimentally. Additionally, the com-
putational glass transition is far broader than experiments, which
complicates the identification of the rubbery and the glassy re-
gions.7,8

Recently, the Specific Volume—Cooling Rate analysis strategy
was proposed to help overcome this obstacle.5 In that work, the
chemistry of the epoxy network (Figure 1) was chosen based
on the availability of extensive experimental data.9–12 In that
work, we were able to objectively identify the rubbery state, since
vsp −T trends would be q̇c-independent state points. Due to the
vast mismatch in the rates, the lowest temperature with rubbery
behavior in simulations was more than 150 K greater than the
highest reported temperature for the vsp −T experimental trends.
Nevertheless, a rubbery equation of state was obtained from the
simulations and the experimental vsp − T trend was predicted
within 0.3 %. Values of Tg as a function of q̇c were then cal-
culated, and successfully compared with experimental behavior
by involving the time—temperature superposition (TTS) princi-
ple.5 Unlike the comparison of Tg values, the extrapolation of the
rubbery vsp −T trend is significantly more straightforward, which
increases the confidence in the extent of agreement.

The need to test the generality of this approach has motivated
us to pursue the study of epoxy networks composed of longer
epoxy monomers with the same goal– the quantitative compar-
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Fig. 1 Chemical Structure of (a) Monomer (EPX) units and (b) Cross-linker (DDS) units after network formation. As shown, each EPX unit is
connected to two DDS units (blue), and each DDS unit is connected to four EPX units (red). For EPX, the number of repeating units (n) is 2, 5,
and 11 for EP1, EP4, and EP7, respectively. EP1/DDS network was studied in the previous work.5

ison and integration of experiments9–12 and atomistic simula-
tions. The length of the epoxy monomer (Figure 1) can be varied
by altering the number of repeating units (n). As this value of n
is increased, the cross-link density, the value of Tg and the density
of the network show a decrease, as has been observed in experi-
ments.9–12

In this work, our goal is to quantitatively compare the computa-
tionally and experimentally obtained volumetric behavior directly
by simulating atomistically detailed models of two additional net-
works, using the Specific Volume—Cooling Rate analysis strat-
egy5 and experimental data from the literature.9–12 The remain-
der of this paper is organized as follows: In Section 2, we have
discussed the the details of the network chemistry, the model, the
simulation details, and the analysis strategy. In Section 3, we
have discussed our simulation results and compared them with
experiments from the literature. And in the final section, we have
summarized our findings.

2 Methods
The computational methods used here closely follow the previ-
ous work,5 but we have summarized them here for the sake of
completeness. Furthermore, the methods used here are similar
overall to those used to study various epoxy networks.5,6,8,13

2.1 Chemistry

Two epoxy networks formed by the polycondensation of the
oligomers of the diglycidyl ether of bisphenol-A (EPX) and 4,4’-
diaminodiphenylsulfone (DDS) were studied here. In Figure 1,
the chemical structure of the component units is shown after the
formation of the EPX/DDS network. The number of repeating
units n of EPX can be varied to modify the properties of the final
cross-linked network. In previous work,5,6 we studied the model
network formed by EPX with n = 2 and DDS using atomistic sim-
ulations. Based on those results, as discussed in the introduction,
networks formed by EPX with n = 5 and n = 11 were of interest
in this work. In the remainder of the text, EPX with n = 2, 5,
and 11 is referred to EP1, EP4, and EP7, respectively. And cor-
respondingly, the networks formed by these monomers and DDS
are referred to as EP1/DDS, EP4/DDS, and EP7/DDS.

These values for n were specifically chosen due to the avail-
ability of relevant experimental data for equivalent systems in
the literature9–12 . Specifically, EP1, EP4, and EP7 used in the
EPX/DDS model networks are roughly equivalent respectively to
Epon 1001F,14 Epon 1004F,15 and Epon 1007F,16 monomers in
the EPON Resins17 product line. The experimental samples of
the monomer are known to be polydisperse.9,10,14–16,18 However,
since the polydispersity of the monomer has been shown to have

an insignificant effect on the properties of interest,18 the clos-
est integer to the average value of n was used to model the EPX
monomers for simplicity during structure preparation and analy-
sis.

2.2 Simulation Details

All results reported in this work were obtained using all-atom
atomistically detailed MD simulations. We used the general AM-
BER force field19–21 (GAFF) to describe the molecular interac-
tions among atoms in the models. Partial charges in the atoms
were calculated using the Austin Model 1—Bond Charge Cor-
rection22–24 (AM1-BCC) method. Both the GAFF and AM1-
BCC method have been extensively used for cross-linked epoxy
successfully.5,6,8,13,25–28 All simulations were performed using
the Large-scale Atomic/Molecular Massively Parallel Simulator29

(LAMMPS) simulation package. The van der Waals (vdW) inter-
actions were calculated to a pairwise distance of 9 Å and then
truncated. The residual effect on energy and pressure was calcu-
lated using tail corrections.30 Coulombic interactions were calcu-
lated in the real-space up to a distance of 9 Å, beyond which the
particle—particle particle—mesh31 (pppm) method was used.
The Nosé-Hoover thermostat and barostat were used to maintain
isothermal-isobaric conditions for the constant number of par-
ticles, pressure, temperature (NPT) simulations.32–34 All bonds
and angles between atoms that included hydrogen atoms were
constrained using the SHAKE35 algorithm. A timestep of 1 fs
was used for all the simulations. As was the case for the exper-
iments,10 a pressure of 5 MPa was used. Additional details are
available in our previous work.5

2.3 Structure Preparation

For creating the atomistic models of cross-linked epoxy, a liquid
mixture of the monomer and cross-linker molecules was first sim-
ulated. An optimal connectivity sequence between the reacting
atoms in this mixture was then identified. Using a multi-stage
procedure, the monomers and the cross-linkers were then allowed
to diffuse at an accelerated pace. Finally, after altering the local
topology, MD simulation was used to relax the models of the poly-
mer networks. These steps will be discussed in the subsequent
paragraphs in greater detail.

Molecules of the monomer (EP4 or EP7) and the cross-linker
(DDS) were added to a cubic simulation box in the stoichiometric
ratio (Table 1). Based on our previous experience with reducing
the effect of pressure fluctuations on the analysis of the volumet-
ric properties in such systems,5,8 we have used a system size of
about 200 000 atoms. Given that the EP4 and EP7 molecules are
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Table 1 Details of the model networks for the different systems

System
No. of

Monomers
Molecules

No. of
Cross-linkers

Molecules

No. of
Atoms

EP1/DDS 5 1458 729 212 139
EP4/DDS 784 392 210 504
EP7/DDS 420 210 216 090

longer than the EP1 molecules used in the previous work,5 the
monomers were randomly oriented and sampled from the avail-
able conformational space in the initial box to ensure that the
model was isometric. MD simulation was then performed to equi-
librate the model of the mixture at a temperature of 800 K for a
duration of 10 ns. Five independent replicas were obtained by
using different seeds for the generation of the initial velocities
of the atoms and also by using different initial conformations for
the EP4 or EP7 molecules. All subsequent simulation and analysis
steps were repeated for these five replicas of both systems.

As with the previous work,5 the connectivity sequence of the
reacting atoms was identified from the mixture of the components
in a single step, and then the network was gradually relaxed to
obtain complete conversion. The relationship between the ex-
tent of conversion (or the degree of cure) and the viscoelasticity
of cross-linked epoxy networks has been experimentally investi-
gated in many works in the literature.36–41,41 We used the simu-
lated annealing42 optimization algorithm to identify an optimal
connectivity sequence between the terminal carbon atoms of the
monomer and the nitrogen atoms of the cross-linkers with the ob-
jective of minimizing the sum of the square of the lengths between
the connections.8,43,44 As with the previous work,5 while the vast
majority of the proposed connections were less than 1 nm, a few
proposed connections were as long as 2 nm. This distribution of
the proposed connections reflects the highly cross-linked nature
of the network, and in experiments the curing process at higher
conversions is diffusion limited and required multiple hours to
complete at temperatures above Tg. While accessible timescales
in MD preclude an emulation of this process using natural diffu-
sion, the ability (1) to perform simulations at exceptionally high
temperatures and (2) to add biasing forces to the atoms in the
network has been successfully exploited13 for creating the net-
work as we have described below.

Using the optimized connectivity sequence, weak harmonic re-
straints were applied between the connecting atoms and the re-
sulting model was simulated at a temperature of 800 K for a du-
ration of 100 ps. From previous work, it is known that such a
simulation is adequate for the molecular units to diffuse in re-
sponse to the harmonic restraints without causing unphysical dis-
tortions of the topological and conformational integrity of the
units. This process was then repeated in a series of 12 stages,
where the harmonic restraints were progressively strengthened
to the final values corresponding to the bond parameters for the
monomer carbon atom and the cross-linker nitrogen atom accord-
ing to the GAFF force field.19–21 This strategy of using progres-
sively stronger harmonic restraints is called Directed Diffusion,13

and is conceptually analogous to advanced sampling techniques,
which permit the MD simulation of thermodynamic processes that

would otherwise require timescales that are inaccessible. Indeed,
a procedure conceptually similar to Directed Diffusion was re-
cently devised for simulating a polymer network model for which
the minimization of perturbations of the single-chain structural
quantities when approaching complete conversion was especially
important.45 The specific schedule (i.e., the harmonic constant
and the equilibrium length at each of the 12 stages) of the Di-
rected Diffusion strategy that we used is identical to that used in
the previous work.5

The stage-wise strengthening of these biasing forces has to be
performed gently, because the restraints at each stage have the
effect of tugging the connecting atoms and thus the components
toward each other, and thus potentially stretching the individual
molecular components. At each stage, the biasing forces are dis-
sipated over the course of the simulation by the diffusion and
conformational sampling of the components. Especially for flexi-
ble monomers, it is important to ensure that physically unrealistic
stretching does not persist in the network and the network is able
to relax. Hence, as a precaution, we used a somewhat higher
temperature (800 K) and a longer simulation duration (100 ps) at
each of the 12 stages than the previous work, where the those
values for each stage were 700 K and 37.5 ps, respectively. While
a discussion of the local dynamics of the networks is outside the
scope of the present work and will be discussed in subsequent
papers, the local dynamics of the networks6 at 800 K over a dura-
tion of 100 ps is ample for an efficient sampling of the system at
each stage for the relaxation of the models.

After these 12 stages of simulation, all pairs of atoms sub-
jected to harmonic forces in the connectivity sequence were sep-
arated roughly by the bond distance. The network was then
“cross-linked” by altering the local topology (bonds, angles, di-
hedrals, and impropers) as specified by the force field.19–21 The
partial charges of the atoms in the network were also adjusted
to the final values calculated using the AM1-BCC method.22–24

The necessary alterations and adjustments were determined us-
ing a representative molecular model of the cross-link formed by
the monomer and the cross-linker. This cross-linked model was
then subjected to relaxation using MD simulation at a tempera-
ture of 820 K for a duration of 10 ns. No additional simulation
was performed to achieve a target density. At the elevated tem-
perature of 820 K, the model was observed to rapidly relax to a
thermodynamic state point. These steps were performed for the
five independent replicas for both systems.

The relaxation of the network models during this high tempera-
ture simulation was validated by the following additional checks:
(1) the average value and fluctuations of the energy of the newly
created internals (bonds, angles, dihedrals, and impropers) near
the cross-linked sites were found to be consistent with the force
field parameters; (2) the various thermodynamic quantities of the
model reached a steady state over the course of the simulation;
and (3) the five independent replicas for each system showed
thermodynamic behavior that was statistically indistinguishable
from that of the others.
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2.4 Specific Volume—Cooling Rate Analysis
We then used the Specific Volume—Cooling Rate Analysis5 for
the two systems. The key feature of this analysis is the use of dif-
ferent cooling rates to cool the model structures from the rubbery
to the glassy state followed by a comparison of the resulting vsp-
T trends. Based on the previous work5 and experiments in the
literature12, the resulting vsp-T trends are expected to show the
following features while cooling: (1) cooling-rate independence
at high temperatures (the rubbery region); (2) divergence from
rubbery behavior (the transition region); and (3) cooling-rate in-
dependence of the slope of vsp-T trends (the glassy region).

At high temperatures, the temperature trend of the specific vol-
ume is cooling rate-independent, since the trend corresponds to
rubbery behavior. As the temperature decreases, the time re-
quired to reach equilibrium in response to a temperature change
increases. At a temperature of T1, this time becomes insufficient
and the vsp diverges from the rubbery trend, i.e., the equation of
state. Specifically, the vsp will be higher than that expected from
rubbery behavior. The values of T1 decrease with a decrease in
the cooling rate. As the temperature decreases, the vsp-T trends
undergo the glass transition and reach a temperature T2, below
which the slope of the vsp-T remains constant (thus, the coeffi-
cient of volumetric thermal expansion (αv) is cooling-rate inde-
pendent). Unlike T1 values, the value of T2 has been found to be
cooling-rate independent for a given network.5,12

Table 2 Cooling Rates used for Specific Volume—Cooling Rate
Analysis. Experimental rate shown for comparison.

Designation Cooling Rate
(K s−1)

Simulation
duration at each

T step (ps)

1× 5.56×109 900
3× 1.67×1010 300
9× 5.00×1010 100
30× 1.67×1011 30
Expt. 11 (ref.) 5 N/A

Here, the two systems were cooled from a temperature of 820 K
to 220 K at four different cooling rates in temperature steps of
5 K. The details about the four cooling rates are shown in Table
2. The final snapshots at temperatures of 400 K and 800 K from
the 1× cooling rate simulations were then simulated for a dura-
tion of 50 ns to study the end-to-end distances (re) of the epoxy
monomers and the cross-linkers. Although re calculations were
performed after the Specific Volume—Cooling Rate analysis, we
find it useful to begin the next section with a discussion on the re-
lationship between re and n, since the only difference in the three
networks is in the latter quantity.

3 Results and Discussion
3.1 End-to-End Distances of the Components in the Net-

works
Since the number of repeating units (n) was increased to vary the
length of the epoxy monomer units, we were interested in the dis-
tribution of the end-to-end distance (re) of the epoxy monomers
and the cross-linker units in the cross-linked network. After cross-
linking/curing, the entire network is one single large molecule;

Fig. 2 Probability Density of the End-to-End distance (re) versus dis-
tance (r) of (a) epoxy monomers and (b) cross-linkers for the three net-
works at a temperature 400 K (glassy state) and 800 K (rubbery state).
Uncertainty has been shown with shading.

however, it is convenient to analyze the differences in the epoxy
monomer and cross-linker molecular units of the network because
of their differing contributions to properties of the system. For
the three systems, while the length of the monomer is varied, the
cross-linker used is identical.

The re distributions were calculated for the three systems and
are shown in Figure 2. As can be seen in part (a), the re distribu-
tion of the monomers for the three systems at 800 K is smooth and
the five replicas are statistically indistinguishable from each other.
There is a single peak. At a given temperature, as n increases, the
peak value of the re of the monomer units increases and the dis-
tribution is broader. Compared to the distributions at the higher
temperature (800 K), the distributions at the lower temperature
show peaks at slightly shorter distances. More noticeable, how-
ever, is that the averaged distributions at the lower temperatures
are not smooth compared to the higher temperature. This differ-
ence can be attributed to the absence of ergodicity at the lower
temperature, which is a characteristic of the glassy state. Specif-
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ically, the end-to-end distance of each monomer is invariant dur-
ing the duration of the simulation below the glass transition.

From the chemical structures shown in Figure 1, it can be seen
that unlike the relatively flexible epoxy monomers, the cross-
linkers are short and rigid. The effect of this difference can be
discerned by comparing parts (a) and (b) of Figure 2. While the
re’s of the monomer units can vary by about 40 Å to 100 Å depend-
ing on the system, the re’s of the cross-linker units are narrowly
distributed with a range of about 3 Å. For the cross-linkers, the
distributions of re for the three systems at a given temperature is
almost indistinguishable from each other. However, as expected,
the distributions at a temperature of 400 K are slightly narrower
than that at a higher temperature.

3.2 Specific Volume—Cooling Rate Trends

In Figure 3, the vsp − T trends at four different computational
cooling rates for the EP4/DDS and EP7/DDS is shown in parts
(a) and (b), respectively. The experimental vsp −T trends for the
two networks obtained from the literature11 are also shown in the
corresponding parts of the same figure. The cooling rate used in
the experiments (5 K s−1) is more than nine orders of magnitude
slower than the computational ones.(2)

The following observations are common for both networks.
The simulation vsp − T trends remain cooling rate independent
at the highest temperatures. Such independence is indicative of
the state of thermodynamic equilibrium. At a cooling-rate depen-
dent temperature designated T1, each vsp −T trend diverges from
the slower ones. This divergence is seen to be modest initially, but
becomes increasingly obvious as the temperature decreases. Con-
sistently, the computational vsp values obtained at a faster cooling
rate deviate and are higher than slower ones. At a temperature of
T2, the extent of divergence becomes constant. All of these obser-
vations for both networks are consistent with those of EP1/DDS
studied computationally5 and experimentally.12 For now, the spe-
cific values of T1’s, T2’s, and Tg’s are indicated in Figure 3 for facil-
itating this discussion. The criteria to calculate these values will
be discussed subsequently.

Given the vastly faster computational cooling rates compared
to experiments, the computational vsp values are significantly
higher than the experimental ones over the available range of
the experimental data. The range of temperature of rubbery be-
havior for experiments is significantly below the corresponding
range for the simulations. Thus, the rubbery vsp −T from exper-
iments and simulations cannot be directly compared despite the
expected rate-independence. However, by assuming a constant αv

above T1, a vsp−T equation of state can be calculated and extrap-
olated to lower temperatures. As can be seen for both networks,
despite the need to extrapolate by 100 K due to the more than
nine orders of magnitude difference in the cooling rates, we see
excellent agreement between simulations and experiments. For
both networks, the extrapolated vsp values in the rubbery state
are within 0.4 % of the experimental ones.

Fig. 3 Specific Volume (vsp) versus temperature (T ) of (a) EP4/DDS
and (b) EP7/DDS. Trends were obtained for four different cooling rates
using simulations, and the experimental trend was obtained from the lit-
erature.11 Although the temperature range for the simulation was 820 K
to 220 K, the range is truncated in the figure to focus on a specific range
of interest. Uncertainty is less than the thickness of the lines.

3.3 Volumetric Thermal Expansion

From the vsp −T trends, the αv can be calculated as αv =
1

vsp

∂vsp
∂T .

For each of the four simulation trends, we used a tenth-order
polynomial fit46,47 for each of the five replicas and obtain an av-
erage αv −T trend. The resulting trend was compared with that
obtained from a finite difference approximation of the derivative
to check against numerical artifacts due to smoothing. The exper-
imental αv −T was obtained from the central difference approxi-
mation applied to the experimental dataset.11 The trends for the
two networks are shown in Figure 4.

The following observations are applicable for both networks. At
the highest values of temperature (above T1), the αv −T trends
are converged and are only very weakly dependent on tempera-
ture. The simulation trends are not sufficiently accurate to char-
acterize the nature of the weak dependence, and we assume that
the rubbery αv − T trend is constant in the rubbery state. At
T ≤ T1, the αv −T trend begins to decay to a lower value. As
expected, the transition begins at a lower temperature with a de-
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Fig. 4 Coefficient of volumetric thermal expansion (αv) versus temper-
ature (T ) of (a) EP4/DDS and (b) EP7/DDS. This curves with open
symbols are extracted from the work of Plazek.11 Uncertainty has been
shown with shading.

crease in the cooling rate. Compared to the simulation trends,
the experimental trend shows a very sharp transition as would
be expected given the vastly lower cooling rate. Below T2, the
experimental and the four computational trends appear to con-
verge. All these findings are consistent with the previous work on
EP1/DDS.5

3.4 Determination of T1, T2, and Tg values
To calculate the values of Tg, it is necessary to find specific values
of T1 and T2 for each of the vsp −T trends. In previous work,5 the
onset of deviation in the vsp − T trends at a faster cooling rates
from a slowest one was plotted and then the values of T1 and T2

were visually determined. Here, we have chosen to reduce the
degree of subjectivity in the analysis by defining criteria based on
αv −T trends.

For both the model systems, we have calculated the average
value of αv between 650 K and 750 K using the trend obtained
for 1× cooling rate. This temperature range is chosen because
the αv −T trends for both systems of the different cooling rates
appear to converge in this range. For a given cooling rate, the

Table 3 T1, T2, and Tg values for EP4/DDS and EP7/DDS

Cooling Rate T1 (K) T2 (K) Tg (K)

EP4/DDS
1× 575 370 472.2 ± 0.88
3× 585 370 476.2 ± 1.44
9× 615 370 485.8 ± 1.53
30× 635 370 502.0 ± 2.1
Expt. 11 408 370 389.04

EP7/DDS
1× 550 360 456.7 ± 1.04
3× 570 360 463.7 ± 0.69
9× 590 360 475.9 ± 0.78
30× 610 360 481.4 ± 1.42
Expt. 11 398 360 378.67

temperature at which the value of αv reaches 0.95×αv is desig-
nated as T1. At this threshold, the decay of the αv −T trends ac-
celerate as can be seen in Figure 4. The value of T2 is designated
when all the αv −T trends of the simulations and the experiment
converge. Unlike T1, T2 values are cooling rate independent, as
discussed previously.5,12

The value of Tg was calculated from the vsp −T trend of each
of the five replicas as in the previous work.5 Linear fits to vsp −
T trend were obtained in the rubbery (temperature range: T1 ≤
T ≤ T1 + 100) and in the glassy state (temperature range: T2 −
100 ≤ T ≤ T2). The value of Tg of each replica was designated
to be the temperature at which the rubbery and glassy linear fits
intersected. The average value for a system was calculated from
the five replicas. All relevant values (T1’s, T2’s, and Tg’s) for both
the systems are shown in Table 3, and also marked in Figures 3
and 4.

As the cooling rate increases, the networks have a shorter time
to sample the conformational space. Accordingly, the values of
T1 increase with an increase in the cooling rate for both systems.
On the other hand, the value of T2 for each system appears to be
cooling rate independent. This observation has been previously
reported in experiments12 and simulations.5 Accordingly, the val-
ues of Tg for each system consistently increase with an increase
in the cooling rate. Finally, in Figure 5, we show the departure
of the specific volume (δvsp) as a function of temperature for the
two systems. The δvsp value at a given temperature above or be-
low the Tg is the difference between the vsp and the linear fit to
the rubbery or the glassy vsp-T trend. As can be seen in Figure 5,
the breadth of the glass transition increases with an increase in
the cooling rate. Interestingly, the peak value of the δvsp, which
occurs at Tg, appears to be similar for a given cooling rate for all
three systems.5 Additionally, for each system the trends appear to
be self-similar. Similar observations can be made for the EP1/DDS
published previously.5 We acknowledge that different criteria can
be employed to designate the values of T1 and T2, but the result-
ing differences in the value of Tg will be modest. Our focus here is
not to define universal criteria for T1 or T2, but to propose useful
criteria that can be applied consistently for the systems studied
here. With further progress in computational work, it may be
possible to refine such criteria.
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Fig. 5 Departure of specific volume (δvsp) versus temperature (T ) of
(a) EP4/DDS and (b) EP7/DDS for the four simulation cooling rates.
This curves with open symbols are extracted from the work of Plazek.11

Uncertainty has been shown with shading.

3.5 Comparison of the Three Networks

In Figure 6(a), the computational and experimental vsp−T trends
of the three networks are compared. For visual simplicity, we
only used the slowest computational cooling rate (1×) trend. In
the same figure, we show the rubbery prediction as well. As ex-
pected, the values of vsp of the network composed of the longer
monomer are consistently higher at a given temperature for both
experiments and simulations. The computational and experimen-
tal trends diverge from the rubbery line at a lower temperature as
the monomer length increases. And correspondingly, the values
of Tg are lower as the monomer length increases.

In Figure 6(b), the αv − T trends of the three networks are
shown corresponding to the vsp − T trends in part (a). For the
simulation trends, it can be seen clearly that the value of αv at
a given temperature is higher as the monomer length increases.
This is also evident for the experimental trends and discussed is
in the literature.11

Fig. 6 EP1/DDS,5 EP4/DDS, and EP7/DDS networks (n = 2, 5, and
11, respectively). (a) vsp versus T (b) αv versus T . For simulations, only
the slowest cooling rate (1×) trend is shown.

3.6 Time—Temperature Superposition
The quantitative application of the TTS principle is accomplished
by the calculation of the time-shift factor (aT ) at some tempera-
ture (T ) with respect to some convenient reference temperature
(Tre f ). The aT −T trend is often used to parameterize the William-
Landel-Ferry (WLF) equation:48,49

log10 aT = log10
q̇re f

q̇T
=

−C1(T −Tre f )

C2 +(T −Tre f )
, (1)

where q̇re f and q̇T are the cooling rates such that Tg = Tre f and
Tg = T respectively; C1 and C2 are system-specific WLF parame-
ters. The experimental time-shift factors and the WLF parameters
(Table 4) were obtained from the literature.10–12.

Table 4 WLF Parameters for the Three Networks10–12

System C1 C2 Tre f (K)

EP1/DDS 19.26 50 403.2
EP4/DDS 21.02 50 384.0
EP7/DDS 20.50 50 373.9

While the WLF equation is an empirical relationship, the equa-
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tion has been successfully used to extrapolate and bridge the large
gap between the shortest time-scales investigated by experiments
and the longest time-scales that can be accessed via simulations
for polymers, in general,50 and for epoxy networks, in particu-
lar.5,6 In Figure 7, the values of aT of experiments and the WLF
relationship for the three networks, are compared with the values
of Tg calculated from simulations in this work. As can be seen in
the figure, the aT values of EP4/DDS and EP7/DDS from simula-
tions show good agreement with the WLF extrapolation. As can
be seen in the figure, there is a gap in the temperature range of
more than 100 K, which corresponds to the vast mismatch in the
accessible timescales of experiments and simulations. This gap is
bridged using the WLF equation. Thus, given the context of the
quantitative comparison, the agreement between the simulations
and the experiments is highly satisfactory.

Fig. 7 Time-shift factors (aT ) versus temperature (T ) for the three
networks are shown. Experimental values (circles) and WLF parameters
(dashed lines) were obtained from the literature.11,12 EP1/DDS was
studied previously.5 Three colors are used to correspond to each of the
three networks.

3.7 Comparison of Experiments and Simulations

In Table 5, the density (ρ = v−1
sp ) for the three systems from exper-

iments10–12 and simulations are compared for both the rubbery
(T = 450K) and the (T = 330K) glassy states. Conceptually, the
equilibrium density obtained via experiments and simulations in
the rubbery state should be identical, since rate effects are irrele-
vant. As discussed in section 3.2, the rubbery vs p−T trend from
simulations was extrapolated to lower temperatures. As can be
seen in the table for the rubbery state, the difference in the ρ val-
ues between the experiments and simulations for the EP1/DDS,
EP4/DDS, and EP7/DDS is −0.3%,−0.1%, and −0.4%, respec-
tively. This difference compares very favorably with a study51 re-
porting the application of GAFF19–21 for molecular property pre-
diction of 65 organic compounds, where the average unsigned er-
ror in the ρ values from simulations compared to the experiments
was found to be 3.43%. Similarly, a more recent work52 on ionic
liquids using GAFF19–21 for simulations was found to predict the

density within 1% to 4% of the experimental values. Thus, we
conclude that excellent agreement is seen between the prediction
from simulations and the experiments for all three systems.10–12

Furthermore, since this prediction involved the use of extrapola-
tion, it can be concluded that our simulations also successfully
captured the temperature dependence of the density.

In the glassy state, the rates used to cool the network from the
rubbery to the glassy state will affect the density. The density from
the experiments is expected to be higher due to the vastly higher
cooling rates used in simulations. As can be seen in the table, the
difference in the glassy state density between the experiments
and simulations (1× cooling rate) for the EP1/DDS, EP4/DDS,
and EP7/DDS is 2.0%, 2.6%, and 2.3%, respectively. These values
are comparable to the difference (1.9% to 3.3%) seen for other
cross-linked epoxy networks.8,13,44. Furthermore, as can be in-
ferred from Figure 3, this difference in the glassy state density
of the experiments and the simulations increases consistently for
the three systems as the difference in the cooling rate increases to
about 5%. Unlike the case in the rubbery state, this difference in
density between experiments and simulations is the result of the
rate effect on the properties of polymer networks, and must not
be classified as an error. As the cooling rate increases, the glassy
state density is expected to be lower. The ability to successfully
capture this dependence is crucial for obtaining the cooling rate
dependence of the Tg that was discussed in section 3.6.

Table 5 Comparison of Experiments10–12 and Simulations (1× cooling
rate) for the three systems. Temperature T = 450K for the rubbery state,
T = 330K for the glassy state. Simulation vsp values were extrapolated
as discussed in section 3.2. Uncertainty from simulations is less than
0.001 g cm−3

System
ρrubbery ρglassy

(g cm−3) (g cm−3)

Exp. Sim.
EoS Exp. Sim.

EP1/DDS 5 1.148 1.1511 1.197 1.1725
EP4/DDS 1.130 1.1310 1.186 1.1550
EP7/DDS 1.114 1.1191 1.176 1.1494

Potentially, there are several sources of errors or discrepan-
cies that could adversely affect the agreement between experi-
ments and simulations. Other than the approximations underly-
ing GAFF19–21, the AM1-BCC method22–24, and other simulation
details, some factors are peculiar to polymer networks. Experi-
mental materials may have measurable impurities or may be poly-
disperse.10 The network formation in experiments could also be
affected by diffusion limitation, side reactions, or thermal degra-
dation.10 The network topology created in the experiments may
deviate from the the computational model. However, these fac-
tors do not appear to hamper the comparison of experiments and
simulations in our work. Overall, we conclude that the volumet-
ric properties studied via simulations show excellent agreement
with the experiments for the three systems.

4 Conclusions
Atomistic MD simulation of cross-linked epoxy has continued to
be a vigorous area of research.3,53–61 Additionally, there has been
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considerable interest in performing coarse-grained as well as hier-
archical simulations of cross-linked epoxy to model longer length-
and time-scales.3,62,63 In this work, we have prepared atom-
istic models of two epoxy networks composed of EP4/DDS and
EP7/DDS. For improving the certainty of the calculations, we
have used five independent replicas and a large system size for
the models of the networks.4,5,8 We have studied the volumetric
properties using MD simulations and compared our results with
experiments in the literature.10–12 This work extends our pre-
vious work5 on EP1/DDS in which a Specific Volume—Cooling
Rate analysis was proposed to successfully compare atomistic sim-
ulations and experiments despite the vast mismatch in the acces-
sible time-scales.

Here, we have validated our previously developed analysis
strategy for two more networks. We have successfully compared
the computational and experimental vsp −T trends as well as the
values of Tg. The advantage of successfully comparing the vsp −T
trends is that such comparison significantly reduces any impact of
interpretation of the simulation data. Nevertheless, the successful
comparison of Tg’s captures the relationships among the confor-
mational entropy, the network topology, cohesive intermolecular
forces, and available time-scale for relaxation. We are currently
working on studying the local translation dynamics for these net-
works using simulations and integrating our calculations with ex-
perimentally obtain creep compliance, in a similar manner as was
done for EP1/DDS.6
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