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A simple simulation model for complex coacervates

Sai Vineeth Bobbili,a and Scott T. Milner∗a

When oppositely charged polyelectrolytes mix in an aqueous solution, associative phase separation
gives rise to coacervates. Experiments reveal the phase diagram for such coacervates, and determine
the impact of charge density, chain length and added salt. Simulations often use hybrid MC-MD
methods to produce such phase diagrams, in support of experimental observations. We propose
an idealized model and a simple simulation technique to investigate coacervate phase behavior. We
model coacervate systems by charged bead-spring chains and counterions with short-range repulsions,
of size equal to the Bjerrum length. We determine phase behavior by equilibrating a slab of concen-
trated coacervate with respect to swelling into a dilute phase of counterions. At salt concentrations
below the critical point, the counterion concentration in the coacervate and dilute phases are nearly
the same. At high salt concentrations, we find a one-phase region. Along the phase boundary, the
total concentration of beads in the coacervate phase is nearly constant, corresponding to a “Bjerrum
liquid”. This result can be extended to experimental phase diagrams by assigning appropriate volumes
to monomers and salts.

1 Introduction
Mixing oppositely charged polymers in an aqueous solution re-
sults in an associative phase separation with a polymer rich coac-
ervate phase and a dilute phase. In such solutions, the coacervate
phase contains both types of polymers, while the coexisting dilute
phase contains very low concentrations of each polymer. Such
coacervates have wide range of applications including protein en-
capsulation1,2, underwater adhesives,3 and functional materials
in the food industry4,5. These applications depend on the phase
behavior of these complex materials formed using specific oppo-
sitely charged polyelectrolytes, understanding of which is critical
for optimal design of functional materials6.

Coacervate solutions exhibit two-phase coexistence, with a
phase diagram describing the salt and polymer concentrations in
each phase. With addition of salt, the polymer concentration in
the complex phase decreases. When enough salt is added, the
polymer concentration in both phases is equal, resulting in a sin-
gle phase. The critical salt concentration is the minimum salt
concentration above which we observe no phase separation. This
phase behavior is influenced by electrostatic attractions, salt con-
centration, and to some extent chain length7–9.

Voorn and Overbeek10 provided one of the first theoretical de-
scriptions of complex coacervation. They argued that the salt
concentration in the coacervate phase must be greater than in
the dilute phase, because salt ions will have a lower electrostatic
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free energy in the coacervate with its higher charge concentra-
tion. However, Kudlay and Olvera de la Cruz11,12 in their theo-
retical modeling of polyelectrolyte complexation argued that this
holds only for hydrophillic polyelectrolytes, for hydrophobic poly-
electrolytes, the coacervate is depleted of salt.

Spruijt et al.7 reported one of the first experimental phase di-
agrams. They measured coexisting compositions for polyelec-
trolyte complexes of strongly charged poly(acrylic acid) (PAA)
and poly(N,N-dimethylaminoethyl methacrylate) (PDMAEMA)
for different molecular weights using fluorescently labeled poly-
mers. They comment that the added salt weakens the cohesion
of the coacervate phase and the critical point is observed when
the salt concentration is comparable to the concentration of poly-
meric charges in the complex phase. Following this pioneering
work by Spruijt et al., several experimental studies focused on
understanding the underlying physics as well as factors affect-
ing the phase behavior13–16, rheological behavior17–19, interfa-
cial tension20,21, chain conformations22 and critical point22,23.

The slope of tie lines in a phase diagram reflects the parti-
tion of salt between the two phases9,24–27. Li et al.9 studied the
phase behavior of coacervates using oppositely charged polypep-
tides. They report comprehensive phase diagrams, including re-
gion near the critical point, showing the effects of salt addition
and chain length. They observe a negative slope of tie lines in
the phase diagram, indicating a greater salt concentration in the
supernatant phase. They also report that “salt resistance”, i.e.,
the excess salt concentration required to produce a single phase,
decreases with increasing polymer concentration. Qualitatively
similar observations were made by Radhakrishna et al.24. in their
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Gibbs ensemble Monte Carlo simulations. Zhang et al.25,26 exam-
ined the salt partition in coacervates using thermodynamic anal-
ysis of Voorn-Overbeek and liquid state theories. They point out
one of the main differences between these two theories to be the
opposite sign of the slope of tie line. They attribute this to the
Voorn-Overbeek theory ignoring the intrinsic asymmetry in ex-
cess chemical potential between polymers and mobile ions that
arises due to chain connectivity.

Polymer chain length has only a moderate influence on the
coacervate density. Li et al.9 show that longer polymers form
denser complexes and are more resistant towards salt. They ar-
gue such trends are expected, as longer polymers have weaker
mixing entropy per monomer, leading to larger relative entropy
gains from counterion release and thus a stronger propensity for
complexation. Spruijt et al.7 showed that the limiting concentra-
tion of polymers in the coacervate phase at very low salt concen-
trations depends weakly on chain length.

Coacervate phase behavior depends on the choice of added
salt28–31. Most notably, Schlenoff31 used different salt ions to
show the salt to polymer ratio in the coacervate phase and the
partition of salt between the two phases follows the Hofmeister
series, which orders ions based on increasing solubility. As we
move towards ‘hydrophilic’ anions (ClO−

4 and I−), added salt con-
centration in the coacervate phase was found to be higher than
that in the solution. Alternately, ions such as Cl− and acetate re-
sulted in lower salt concentration in the coacervate phase than in
the solution.

The charge density of polyelectrolytes likewise influences the
phase behavior. Huang et al.19 use a large set of polymer com-
binations prepared by post-polymerization functionalization to
show that as the polymer charge density decreases, the salt con-
centration required to produce a single phase also decreases.
Morin et al.32 developed a method to vary the salt concentra-
tion of a coacervate at fixed polymer concentration, by decanting
the supernatant and then adding salt directly to the coacervate.
In this way, the sample composition moved off the binodal into
the single phase region, enabling a study of coacervate viscosity
versus added salt.

Recent theoretical approaches have improved on the Voorn-
Overbeek theory to model coacervate systems. Qin and de
Pablo33 derive a free energy including mixing entropy, mean-field
electrostatic interactions, and fluctuation corrections that depend
on molecular architecture. They predict the polymer concentra-
tion in the coacervate phase with and without added salt, and
find a ternary phase diagram, which varies with charge density
and chain length. Additional theoretical advancements include
a scaling theory by Rumyantsev et al.34 for complex coacervates
of weakly charged polyelectrolytes that shows the effect of sol-
vent quality and salt concentration. This theory reveals differ-
ent scaling regimes and boundaries corresponding to crossover
between low-high salt concentrations and poor-theta-good sol-
vent conditions. Rubinstein et al.35 proposed a scaling theory
for conformations of polyelectrolytes of different charge densi-
ties. They present a phase diagram that shows the impact of salt
on such a mixture of unevenly charged polyelectrolytes. Delaney
and Fredrickson36 provide a comparison between the predictions

from field theoretic simulations and those from the random phase
approximation. Larson et al.37,38 developed a model to account
for charge association-dissociation and pH effects using a closed
form free energy expression. This model is used to explain coacer-
vation as a competition between counterion condensation, cross-
chain ion-pair formation and charge dissociation. Lou et al.16

showed that an extension of this model agrees with the exper-
imental observations of oppositely charged polyelectrolytes that
have identical structures except for charged groups.

Recently, simulations have been used to predict coacervate
phase behavior24,39–42. Andreev et al.39 performed hybrid MC-
MD Gibbs ensemble simulations, which reproduce experimental
observations on influence of chain length on the phase diagram.
In their work, they use a theoretically informed coarse-grained
model, parameterized to reproduce the experimental data. Lytle
et al.40 use self consistent field theory (SCFT) and MD simula-
tions to generate the phase diagram and measure interfacial ten-
sion. They use a strategy to study the phase boundary, using inter-
facial density profiles to visualize and obtain the phase diagram.
We adapt and extend their strategy in this paper. Similar slab
simulations have been previously used to study glassy polymer
films43, polymer-nanoparticle interfaces44, and the phase behav-
ior of protein assemblies45.

In this work, we present a simulation model in which all ions,
both bonded monomers and mobile counterions, are represented
as Lennard-Jones spheres, with a diameter equal to the Bjerrum
length and a unit charge on every bead. This choice of diameter
avoids Manning condensation46 in our simulations. That is, it is
possible for simulations to represent a large number of counte-
rions that condense into closely associated pairs with oppositely
charged ions on chains. Instead, our coarse grained simulations
average such effects in terms of effective charges which interact
weakly enough that ions do not significantly condense on to the
beads. Added salt is modeled as pairs of cation and anion beads,
with properties identical to the counterions. We do not include
explicit solvent; instead, all beads interact with purely repulsive
Lennard-Jones potentials, which corresponds to good solvent con-
ditions.

Without any added salt, the oppositely charged polyelectrolytes
with excess solvent form a coacervate phase. The density of this
phase is determined by a balance largely between short range re-
pulsion and electrostatic attractions. With addition of salt, we
expect the newly added ions to be distributed nearly uniformly
through both the coacervate and dilute phases, because in our
simulations the electrostatic interaction of each ion in the coac-
ervate is only of the order of kT. Hence added salt swells the
coacervate in coexistence with excess solvent, but only by the av-
erage volume fraction of mobile ions throughout the system. We
expect the total density of chains plus mobile ions in the coacer-
vate to remain roughly constant as salt is added until the critical
point, at which the dilute phase and coacervate become identical
in composition.

Below, we explore the validity of our physical picture, using
molecular dynamics to simulate phase-separated configurations.
We obtain a phase diagram using density profiles of polymers and
counterions that is qualitatively similar to previous experiments.
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We also explore the impact on the phase diagram of increased
attractions between polymers as a proxy for changes in solvent
quality. Finally, we show that data from experimental phase dia-
grams exhibit a constant total ion concentration in the coacervate
phase, consistent with our physical expectations and simulation
results.

2 Methods
In our molecular dynamics simulations, we employ a bead-spring
model of oppositely charged chains in which all polymer beads
and mobile counterions interact with repulsive Lennard-Jones in-
teractions (eqn. 1)

ULJ(r) =

{
4ε((σ

r )
12 − (σ

r )
6)+ ε r ≤ rc

0 r ≥ rc
(1)

Here ε = kT (2.49 kJ/mol at 300K). We represent the potential
between bonded beads with a stiff harmonic spring, given by:

Ubond(r) = (1/2)kb(r− r0)
2 (2)

where, r0 = 21/6σ . We use a spring constant kb equal to 400
kT/σ2. Likewise, each bead carries a unit charge, with a Coulomb
interaction between beads given by

UCoul(r) = kT lB
z1z2

r
(3)

Here lB is the Bjerrum length, z1 and z2 are the valencies (±1)
and r is the separation distance. We take effective bead diameter
21/6σ equal to the Bjerrum length. This choice avoids complica-
tions associated with Manning condensation. In effect, we have
coarse-grained our system to a scale at which whatever ion con-
densation would occur, happens at a length scale over which we
have averaged. Because of the importance of the coulomb inter-
actions in this system, we use Particle-Mesh Ewald evaluations of
coulomb interactions throughout.

We vary the polymer concentration in the simulation box
in such a way that the number density of monomer beads is
0.7φp/σ3, where φp varies between 0.05 to 0.2. In a two-phase
system, the concentration of the polymers in the coacervate will
be higher than the average concentration. For reference, charge-
neutral polymer melts are represented with a bead concentration
of φm = 0.7/σ3. In this work, φ is the volume fraction relative to
φm.

We simulate oppositely charged polymer chains of length N =

100 beads each. Our system consists of 50 polycations and 50
polyanions. We generate initial configurations as random walks
near the center of the simulation box. With no added salt, our
system includes free counterions equal to the total number of
monomers on all the polymers. We add salt by increasing the
number of oppositely charged free ion pairs, maintaining charge
neutrality.

We start our simulations from a phase-separated configuration.
We restrain the polymer center of mass to the center of the simu-
lation box with an umbrella potential with a spring constant of 16
kT/σ2, in the direction normal to the phase boundary. This po-
tential is sufficient to hold the coacervate phase center of mass to

Fig. 1 Simulation snapshots: top, two-phase region with no added salt
(φp = 0.05); middle, two-phase region with low concentration of added
salt (φsalt = 0.15); bottom, one-phase region above the critical point (φsalt
= 0.5). Pink and blue beads are polycations and polyanions respectively,
free ions are glassy.

within σ/4 of the box center. This restraint makes it convenient
to visually observe the phase boundary and measure the density
profiles of polymers and counterions. This potential is very weak
from the point of view of phase behavior and has no effect on the
formation or stability of phases. It only acts on the center of mass
of all the polymers, which does not cause them to phase separate.

For computational efficiency in our bead spring model, we
use implicit solvent. That is, we do not include explicit solvent
beads. Our polymers and mobile ions move through the appar-
ently empty space. Because of this, the local friction and random
forces that would have arisen due to collisions with solvent beads
are absent. This makes conventional molecular dynamics prob-
lematic, since beads can move only in straight lines between col-
lisions. Hence, we use stochastic dynamics in our simulations in
which random forces are added to the velocities of all particles
causing them to diffuse even in the empty space.

After an initial energy minimization, we run NVT simulations
for 108 time steps. Our time step is 0.00228τ, where τ is the
Lennard-Jones time σ(m/ε)1/2. The phases equilibrate in less
than 107 time steps. We measure symmetrized density profiles
of polymers and counterions over the final 8 x 107 time steps,
from which we can infer the phase boundary. Correspondingly,
the density profile of free ions provides information about the
partition of salt between the two phases. We use these density
profiles to create a phase diagram and locate the critical point.

3 Results and discussion
Molecular dynamics simulations can effectively reveal the phase
behavior of polyelectrolyte complex coacervates. To accomplish
this, we equilibrate a slab of polymer-rich coacervate phase in the
center of a dilute system of counterions. Adding salt (pairs of
counterions) leads to lower concentration of polymer, and higher

Journal Name, [year], [vol.],1–8 | 3

Page 3 of 8 Soft Matter



�� ������ ����

ϕ� = ����

ϕ� = ���

ϕ� = ����

ϕ� = ���

ϕ� = ����

ϕ� = ���

ϕ� = ���

-�� -�� -�� -�� � �� �� �� ��
����

����

����

����

����

����

����

� / σ

ϕ
�

-�� -�� -�� -�� � �� �� �� ��
���

���

���

���

���

���

� / σ

ϕ
��
�
�

Fig. 2 Density profile of polyelectrolyte chains (top) and counterions
(bottom).

counterion concentration in the coacervate, and thus increased
coacervate volume. Adding sufficient salt results in a one-phase
liquid (see fig. 1).

Partitioning of polymers and free ions between the phases can
be inferred from the density profiles for each species. Because we
place the polymer center of mass in an umbrella potential, the
coacervate phase appears in the center and the dilute phase at
the boundaries. Adding salt swells the coacervate. Except very
near the critical point, essentially all the polymers are found in
the coacervate phase (see fig. 2 (top)).

Salt is partitioned between the coacervate and the dilute phase.
At low salt concentrations, the free ion concentration is slightly
higher in the dilute phase. At moderate concentrations of added
salt, free ions distribute almost evenly between the two phases.
This behavior is evident in fig. 2.

The phase diagram obtained from the density profiles of poly-
mer and free ions (fig. 3) is very asymmetric, with nearly all poly-
mers in the coacervate. The critical point is located near φp = 0.05
and φ f ree = 0.3 (i.e., φs = 0.25).

We note in fig. 3 that the total ion concentration in complex
phase (φp +φ f ree) with no added salt is essentially the same as at
the critical point. That is, the sum of the ordinate and abcissa of
each red data point representing the coacervate phase in fig. 3 is
almost the same, equal to about φtotal ∼ 0.35.

The tie lines have a slightly negative slope, indicating a parti-
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Fig. 3 Coacervate phase diagram. At high enough salt concentration,
we observe a one-phase region. Here, the overall polymer volume fraction
φp = 0.05.

tioning of free ions slightly favoring the dilute phase. This ob-
servation has been reported in experiments by Li et al.9 , and
in Monte-Carlo based simulations by Radhakrishna et al.24 and
Andreev et al.39.

Below the critical point, we observe a constant total ion con-
centration in the coacervate at all polymer and salt concentra-
tions (see fig. 4). This is in agreement with our hypothesis that
below the critical point, the coacervate phase can be treated as
a liquid of Bjerrum sized ions, whether from polymer or mobile
ions. (Above the critical point, the total ion concentration in the
single phase evidently equals the system average.)

Spruijt et al.7 comment on the salt concentration at the criti-
cal point. There is a competition between the salt ions and the
ionic monomers to form ion pairs. At the critical salt concentra-
tion, free ions weaken the cohesion of the complex sufficient for
the translational entropy of the polymers to take over. They claim
that this happens when the salt concentration is comparable to
that of polymeric charges. In our results, we observe a polymer
concentration of φp = 0.32 in the coacervate phase when there is
no additional salt added. We needed to add about φs = 0.25 salt to
reach the critical point, which is comparable to polymer concen-
tration in the coacervate phase, given that all the monomers on
the simulations are charged. Hence, observations from our phase
diagram are similar to those from Spruijt’s experiments.

For real polymers, the total ion concentration in the coacervate
depends on several factors including the chemical structure of
monomers, salt, mixing ratio and pH. One way to explore such
structural variations in our idealized simulation model is to tune
the interactions between the polymers. Until this point, we have
assumed purely repulsive Lennard-Jones interactions between all
beads. Now, we introduce the attraction between the polymer
beads by decreasing σ , while adjusting ε, such that the repulsive
strength εσ12 is constant. This increases the attractive strength
εσ6 (see fig. 5).

The coacervate phase becomes denser when attractions are in-
creased between chains. Fig. 6 shows the impact of reducing σ in
eqn. 1 to 0.95σ . This small change in σ increases the attractive
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Fig. 4 Overall ion concentration in the coacervate phase remains con-
stant, until the added salt is concentrated enough to produce a single
phase. (top) φtotal at x = 0 is constant in the two phase region for
φp = 0.05. (bottom) This is observed for a range of total polymer con-
centrations. Dashed line has slope = 1.
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Fig. 5 Polymer-polymer interactions are made more attractive by reduc-
ing σ .
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Fig. 6 Polyelectrolytes with increased attractions form a denser coacer-
vate phase as evident from the polymer density profiles (top). The salt
partition (bottom) changes only slightly.

term εσ6 by about 36 percent. Correspondingly, the coacervate
phase boundary shifts to higher concentration (see fig. 7). The
salt partition is affected only slightly, which is expected since we
increased attractions only between polymer beads.

Increased attractions between chains make the complex phase
more salt-resistant. Not only is the two-phase region extended to
higher concentration, but also the critical point shifts to higher
salt concentration in fig. 7.

Even with increased attractions, the ion concentration in the
coacervate phase remains constant with addition of salt below
the critical point (fig. 8). As expected, this ion concentration for
this system is higher than that shown in fig. 4.

We validate our simulation results by comparing them with ex-
perimental observations. Here, we are interested in calculating
the total ion concentration in the coacervate phase with varying
amounts of added salt. We extract data from phase diagrams in
the literature from refs. 7,9,32,40, converting reported data into
total ion concentration (number of charged ions per unit volume).
In our conversions, we assume the polyelectrolytes are completely
ionized. Thus the total ion concentration, Ccoac is sum of charged
ions per unit volume on polymers and free ions in the coacervate
phase:

Ccoac =
φ coac

p

Vmonomer
+2

φ coac
salt

Vsalt
(4)
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Fig. 7 When attractive forces between polymer beads are increased,
the two-phase region broadens, and the coacervate exhibits higher salt
resistance. Here, overall polymer volume fraction φp = 0.05.
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Fig. 8 With increase in attractions between polyelectrolytes, we observe
a constant but higher ion concentration in the coacervate phase. Dashed
line has slope = 1.
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Fig. 9 A compilation of literature data shows that the ion concentration
in the coacervate remains constant with addition of salt below the critical
point. Dashed line has slope = 1.

Here Vmonomer and Vsalt are the molecular volumes of the
monomer and salt respectively, φ coac

p and φ coac
salt are the polymer

and salt volume fractions in the coacervate. In this expression,
the first term is the contribution of ions from the polymers and
the second term reflects ions from salt.

We find a constant total ion concentration in the coacervate
phase with addition of salt below the critical point in all previ-
ous experiments (see fig. 9). The constant value depends on the
specific choice of polyelectrolytes and counterions. This striking
trend is in agreement with our simulation results (fig. 4).

4 Conclusion
We presented an idealized simulation model for polyelectrolyte
complex coacervates. In this bead-spring model all the ions,
whether they come from polymers, counterions, or added salt, are
represented by beads of unit charge, with diameter equal to the
Bjerrum length. This choice avoids counterion condensation as
well as long equilibration times associated with binding and un-
binding of strongly interacting ions. Salt is represented by pairs of
oppositely charged ions. We do not explicitly include solvent, but
instead represent good solvent conditions with purely repulsive
Lennard-Jones potential.

We started our simulations with a slab of concentrated coacer-
vate phase in the center and free counterions evenly distributed
in the simulation box. With no added salt, the oppositely charged
chains are well mixed in the coacervate phase and the dilute
phase is depleted of polymers. We observed a distinct phase
boundary between the two phases.

We used the density profiles of polymers and free ions to con-
struct the phase diagram. At low added salt concentrations, we
observed a small negative slope for the tie lines connecting the
concentrations in the two phases. This indicates a slight prefer-
ence of free ions towards the dilute phase.

The coacervate phase swells with addition of salt, but only
by the average volume fraction of the mobile ions. Added salt
distributes uniformly, because intimately mixed and oppositely
charged chains do not provide particularly favorable sites for the
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incoming mobile ions, and the electrostatic interactions of near-
neighbor pairs are only of order kT. This implies that the total ion
concentration in the coacervate phase remains constant for the
two phase system, as observed in fig. 4.

In other words, the coacervate phase at all polymer concen-
trations, consists of an ionic solution at roughly the critical salt
concentration. In terms of our bead-spring model, the coacervate
phase is always a dense liquid of Bjerrum length sized ions, which
may either be from polymers or from the mobile ions. We find
the same behavior in data extracted from published experimental
phase diagrams.

To investigate effects of solvent quality on coacervate phase be-
havior, we introduced modest attractions between polymer beads.
Increased attractions led to formation of denser coacervates, and
the critical point was found at higher salt concentration. This
finding suggests that hydrophobic effects may explain the varia-
tion of salt resistance of real coacervates in which polymers with
large hydrophobic segments would qualitatively correspond to
our systems in which there is more attraction between beads.
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