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7 Abstract

8 Calibration free–laser induced breakdown spectroscopy (CF-LIBS) approaches are promising for 

9 the analysis of radioactive materials; however, a lack of reported fundamental properties for these 

10 materials is an obstacle to implementation. Spectra of laser induced plasmas containing Np and 

11 Sr, along with Saha–Boltzmann methods, were used to estimate the first reported transition 

12 probabilities (TPs) of Np. These TPs enabled the first attempt at CF-LIBS analysis of radioactive 

13 samples to predict Np/Sr ratios with a mean error of 3.86%. The presented methodology of TP 

14 estimation will be applied to the study of other actinides and allow broader applications of CF-

15 LIBS in the nuclear field. 

16 Keywords: laser induced breakdown spectroscopy (LIBS), calibration free laser induced 

17 breakdown spectroscopy (CF-LIBS), transition probability, neptunium, strontium, Saha–

18 Boltzmann, laser induced plasma, actinide

19 I. INTRODUCTION

20 Optical spectroscopy techniques frequently offer analytical benefits including being 

21 completely or nearly nondestructive, highly sensitive to multiple elemental or molecular signatures 

22 simultaneously, and being capable of rapid in-situ analysis in hazardous environments [1]. Laser 

23 induced breakdown spectroscopy (LIBS) is a form of optical spectroscopy performed by focusing 
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24 a nanosecond pulsed laser onto a sample surface. The laser energy rapidly heats the sample surface, 

25 resulting in the ablation of a few nanograms of material and subsequent formation of a plasma 

26 plume. Light characteristic of electronic transitions occurring in the plasma as it cools is emitted 

27 and can be analyzed with a spectrometer. The resulting spectrum is rich in elemental information 

28 as LIBS can be used to analyze for the presence and concentration of nearly all elements in the 

29 periodic table [1–3]. The robustness of LIBS makes it ideal for rapid analysis in field deployed 

30 applications as well as in hazardous environments because of its ability to be performed remotely 

31 using long-range optics or optical fibers [1,4].

32 Traditional LIBS relies on matrix matched calibration models that can be laborious and, in 

33 some cases, difficult to develop when there is a lack of available materials [3,5]. To overcome this 

34 weakness, calibration free–LIBS (CF-LIBS) procedures have been developed, which rely on 

35 fundamental physics–based plasma relationships to correlate relative concentration to peak 

36 intensities [5]. These methods can overcome matrix effects and provide rapid analysis without the 

37 need for a traditional calibration model. Although there is not a need for a calibration model, 

38 certain characteristics of any given electronic transition need to be defined, including upper energy 

39 level, upper-level degeneracy, and the transition probability (TP). The former two are generally 

40 available, but many heavy elements lack reported TPs because of the expensive experimental 

41 systems needed to perform the measurements or a lack of available analyte, which is also a 

42 difficulty for traditional LIBS. A common method to determine TPs is to use a constant light 

43 source, such as a hollow-cathode lamp which is a particular issue for actinide materials [6]. For 

44 actinides, most in the series have few-to-no reported TPs relevant to laser induced plasmas [7,8].

45 This is concerning because CF-LIBS would be a valuable tool for analysis in many process 

46 applications found in radioisotope production from used nuclear fuel. These applications would 
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47 benefit from rapid elemental analysis without the need for calibration. The ability to perform LIBS 

48 via fiber optics makes it ideal for monitoring hot cell processes. One example includes producing 

49 238Pu for NASA’s radioisotope thermoelectric generators, which is used to provide power for deep 

50 space missions [9]. This production stream includes irradiating 237Np targets at Oak Ridge National 

51 Laboratory’s (ORNL) High Flux Isotope Reactor. The 237Np absorbs a neutron and then goes 

52 through a beta decay to transmutate to 238Pu. These targets are then processed in radiochemical hot 

53 cells at ORNL’s Radiological Engineering Development Center to separate the 238Pu from the 

54 237Np. The efficiency of this process is dependent on the purity of the 237Np targets, so there is an 

55 opportunity for CF-LIBS to aid in impurity analysis throughout this process.

56 Therefore, the goal of this study was to measure the TPs of Np from spectra of laser induced 

57 plasmas and to demonstrate the capability to perform CF-LIBS with small quantities of actinide 

58 materials. Typically, CF-LIBS is performed with nanosecond exposure times; however, the 

59 equipment available for this study is only capable of microsecond level exposure times [10, 11]. 

60 Therefore, this study sets out to investigate if an effective version of CF-LIBS can be applied 

61 despite this discrepancy. Mixtures of Np and Sr were measured with typical LIBS methods. Here, 

62 Sr was chosen to serve as an internal reference analyte because of the large number of spectral 

63 lines with well-defined properties (e.g., TPs with high accuracies). The resultant spectra were 

64 analyzed using Saha–Boltzmann relationships to determine the first reported TPs of neutral and 

65 singly ionized Np.

66 II. EXPERIMENTAL

67 Three samples were prepared in a radiological hood by pipetting 0.10 M Np and 0.05 M Sr 

68 stock solutions onto the surface of an Al puck with a 0.16-in. divot in the center to help the droplet 

69 remain centered. A 10 µL droplet of a mixed stock solution was dried onto the surface of the puck 
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70 before another droplet was placed in the same location. This was repeated three times per sample 

71 to ensure an adequate amount of material was layered at the measuring point. The final three 

72 samples had Np/Sr molar ratios of 8.0, 2.0, and 1.0, respectively. Again, here Sr is used as an 

73 internal reference for calculating the Np TPs. It was selected due to the large number of available 

74 peaks with accurate TPs, but other elements could be used in future cases where Sr is an interferent. 

75 These samples were inserted into 3D-printed containers, which were sealed by threading a lid 

76 down onto a Thorlabs wedged window (WW42012-C) with an O-ring between the window and 

77 the container body. An illustration of the sample preparation procedure and radiological sample 

78 enclosure is shown in Fig. 1.

79

80 Fig. 1. Illustration of sample preparation involving the following steps: (1) a droplet is placed on 

81 the center spot of an aluminum puck; (2) the droplet is dried, depositing the analyte onto the 

82 surface; (3) the sample is inserted into a sealed radiological enclosure and excited using an 

83 incident pulsed laser; and (3) a microplasma is formed and subsequent atomic emissions are 

84 collected for measurement.

85 The sealed sample containers were then placed into the laser enclosure of an Applied 

86 Photonics LIBSCAN 150 laser system for analysis. This system uses a 1064 nm, 161 ± 2.25 mJ, 
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87 ~5 ns pulsed Nd:YAG laser to perform laser ablation [12]. The sample enclosure contains mounted 

88 collimating optics at a small angle to the impending laser pulse. Through fiber optics, the collected 

89 light was routed to a Catalina Scientific Instruments EMU-120/65 echelle spectrometer equipped 

90 with a Raptor Falcon Blue EMCCD camera (λ/FWHM ≈ 12,000) for analysis. This setup relies on 

91 a Quantum Composers pulse generator to control the delay time between lasing and initiating light 

92 collection. Additionally, a Hg(Ar) lamp (SL2) and a certified W halogen lamp (SL1-CAL) from 

93 StellarNet were used for wavelength calibration and relative efficiency correction. 

94 The samples were positioned at the laser focal point via a motorized XYZ translation stage, 

95 which allowed the analysis of nine locations to help account for variations in the deposited 

96 material. Each spot was shot five times before the deposited sample was consumed. The 

97 measurements were taken with a delay time of 0.1 μs and an integration time of 100 μs. All spectral 

98 analysis was completed using Python 3 [13].

99 III. RESULTS AND DISCUSSION

100 A. Spectral preprocessing

101 The first step in the analysis of the collected spectra was to account for wavelength 

102 variations in measurement efficiency. This relative efficiency curve was calculated by comparing 

103 the certified spectrum of the W halogen lamp to the spectrum measured by the echelle spectrometer 

104 with all optical components inline. This included the wedged window, the collimating optics, and 

105 the fiber optics. The resultant relative efficiency curve is shown in Fig. 2(a). Wavelengths <350 

106 nm were not included in this analysis because of the lack of signal from the calibrated light source 

107 and the inability to calculate the spectrometer efficiency of this region.
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108 Approximately 3 min elapsed for each sample measurement. Each set of five sequential 

109 spectra were averaged to provide one spectrum per shot location and nine spectra per sample. This 

110 helped account for small variations in laser energy and variations of material in each shot as the 

111 deposited material was consumed by ablation. Next, the spectra were background corrected using 

112 an algorithm, similar to the one offered by Yaroshchyk and Eberhardt [14]. The minimum spectral 

113 intensity of every 50 data points in the spectra (comprising 1 nm) were recorded in a list. A line 

114 was then fit to this list of points and smoothed using a Savitzky–Golay filter with a window of 11 

115 nm and a polynomial order of five. The resultant baseline was then subtracted from the 

116 corresponding spectrum. The last preprocessing step was to normalize the spectra to the 383 nm 

117 Al I peak to adjust for any variations in shot-to-shot laser energy. An example spectrum for sample 

118 1 (8.0 Np/Sr) after preprocessing is shown in Fig. 2(b)-(d).
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119
120 Fig. 2. (a) The calculated relative efficiency curve and (b) an example spectrum from sample 1 

121 (8.0 Np/Sr) after preprocessing. Zoomed plots showing neutral Np and Sr peaks are shown in (c) 

122 and (d).

123 The processed spectra were investigated to identify Sr peaks with TPs reported in the 

124 National Institute for Standards and Technology (NIST) Atomic Spectra Database [7]. Several Sr 

125 peaks were found, but many suffered from apparent self-absorption and were discounted from the 

126 analysis. It is important to note that there are many studies on how to correct for self-absorption 
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127 effects; the reader is pointed to a paper by Borges et al. for further discussion [11]. A decision to 

128 not correct the lines suffering from self-absorption was made for two main reasons. First, the Stark 

129 coefficients for these Sr lines were not reported. Second, other correction methods such as using 

130 the ratio of intensities, degeneracies, and TPs force the Saha-Boltzmann line to a near perfect fit 

131 [11]. While this is very useful for CF-LIBS, in this study the Sr Saha-Boltzmann fit was used to 

132 estimate the Np TPs and these correction methods may have artificially reduced the uncertainty of 

133 these calculated values.

134 Information on the selected seven Sr peaks is presented in Table I. To identify Np peaks, 

135 first, all potential transition wavelengths were calculated by taking the difference between all 

136 neutral and singly ionized energy levels from the NIST Basic Atomic Spectroscopic Database [7]. 

137 Then spectra with varying Np/Sr ratios were scanned to find peaks that showed both an intensity 

138 correlation with this ratio and matched the calculated wavelengths, such as the peaks seen in Fig. 

139 2(c) and 2(d). Information on the identified Np peaks is also shown in Table I. The identified Np 

140 peaks match emission lines reported by DeKalb and Edelson from a Np inductively coupled 

141 plasma [15]. The two Np peaks reported from the LIBS spectrum of a mixed actinide sample were 

142 not seen in this study’s spectra; however, this may be due to their proximity to the lower efficiency 

143 wavelength region (~350 nm) [16].

144

145

146

147

148 Table I. List of identified Sr and Np peaks with relevant parameters [7].
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Element Ion Wavelength 
(nm)

Lower E 
(eV)

Upper E
(eV)

Lower 
g

Upper 
g

TP
(s-1)

Accuracya

Sr II 407.77 0 3.03968 2 4 1.41 × 108 AA
Sr I 474.19 1.77514 4.38905 1 3 3.90 × 107 B+
Sr I 552.18 2.25143 4.49618 3 3 6.30 × 107 A'
Sr I 640.85 2.27130 4.20546 7 9 2.40 × 107 C+
Sr I 650.40 2.25884 4.16459 5 7 2.00 × 107 C+
Sr I 687.83 1.79831 3.60035 3 3 2.70 × 107 B+
Sr I 707.01 1.84719 3.60035 5 3 4.20 × 107 B
Np I 456.34 0.82369 3.53988 10 14 — —
Np II 538.10 0.67594 2.97941 9 9 — —
Np I 607.39 0 2.04070 12 10 — —
Np I 612.05 0 2.02516 12 14 — —
Np I 697.21 0 1.77780 12 12 — —

149 aNIST TP accuracy definitions: AA ≤ 1%, A ≤ 3%, B+ ≤ 7%, B ≤ 10%, C+ ≤ 18% [7].

150 B. Saha–Boltzmann analysis

151 Peaks were fit with Voigt functions in Python using the lmfit library to calculate the integral 

152 intensity [17]. In addition to the Sr and Np peaks, the 656.28 nm Hα peak was fit to calculate the 

153 electron density (Ne) of the plasma according to the relationship in Eq. (1) where FWHMHα is the 

154 full width half maximum of the Hα peak [18].

𝑁𝑒 = 1017 × (𝐹𝑊𝐻𝑀𝐻𝛼

0.549 )
1.4713

 
(1)

155 The electron density for the first sample was calculated to be 2.88 ± 0.310 ×1017 cm-3, which is a 

156 value on par with the expected levels for a laser induced plasma [18-20]. The next step to define 

157 the plasma was to calculate the plasma temperature. This can be performed by employing a Saha–

158 Boltzmann plot, which relates the neutral and ionized peak areas to a combination of the transition 

159 parameters. The Saha–Boltzmann plotting relationship is defined as

𝑦 =  
―1
𝑇 𝑥 + 𝑙𝑛( 𝐶𝑠,1

𝑈𝑠,1(𝑇)),
(2)
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where

𝑦 = 𝑙𝑛( 𝐼
𝐴𝑛𝑚𝑔𝑛) + 𝐵 × ln (2(2π𝑚𝑒𝑇)3 2

ℎ3𝑁𝑒 ),

  𝑥 = 𝐸𝑛 + 𝐵 × 𝐸𝑖𝑜𝑛,

  𝑎𝑛𝑑 𝐵 = {0 𝑓𝑜𝑟 𝑛𝑒𝑢𝑡𝑟𝑎𝑙
1 𝑓𝑜𝑟 𝑖𝑜𝑛𝑖𝑧𝑒𝑑

(3)

160 where T is the plasma temperature (eV), Cs,1 is the number density of neutral species, Us,1(T) is the 

161 neutral species partition function at the plasma temperature, Anm is the TP (s-1), gn is the upper-

162 level degeneracy, me is the rest mass of an electron, h is Plank’s constant, En is the upper energy 

163 level (eV), and Eion is the ionization potential (eV) [11]. Since the y-coordinate for ionized species 

164 is dependent upon the plasma temperature, an iterative fitting procedure must be completed until 

165 the temperature from the slope of the fitted Saha–Boltzmann plot and the temperature input for the 

166 ionized species y-coordinate converges. A temperature of 0.600 eV was used to start the iterative 

167 fitting and the temperature quickly converged. The resultant temperature for the sample 1 was 

168 0.570 ± 0.016 eV; again, this value agreed with reported laser induced plasmas [18-20]. The final 

169 Saha–Boltzmann plot for sample 1 is shown in Fig. 3.

170 To apply the Saha–Boltzmann methods, the plasma must be in a state of local 

171 thermodynamic equilibrium (LTE). As mentioned previously, typical CF-LIBS studies use 

172 nanosecond gating to truly measure the signal during the period of LTE. A laser induced plasma 

173 would not be in a state of LTE during its creation and expansion, nor later in its lifetime while 

174 rapidly cooling [2, 10]. The echelle spectrometer available for this study utilized an EMCCD 

175 which is unable to take measurements on this time scale. Previous studies have applied CF-LIBS 

176 procedures to spectra collected with similar exposure times with levels of success [18, 21-23]. 

177 Grifoni et al. investigated deriving the time resolved (TR) signal from the time integrated (TI) – 
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178 LIBS signal to compare their use in plasma analysis [10]. The study found the plasma temperature 

179 and electron density calculated from both TR and TI signals to be effectively equivalent. Colgan 

180 et al. also showed that the model calculated spectrum from an iron plasma in LTE and non-LTE at 

181 sufficiently high densities (>1016 cm-3) are quiet close [23]. Based on this, the assumptions of LTE 

182 were used in this study to investigate the effectiveness of the CF-LIBS methods given the 

183 experimental equipment available. 

184  The McWhirter’s criterion is often used to determine if the plasma could be in a state of 

185 LTE. The McWhirter’s criterion compares the electron density to the plasma temperature and the 

186 largest energy transition as shown in Eq. (4), if it is true, then the assumption of LTE may be 

187 appropriate [19]. 

𝑁𝑒(𝑐𝑚 ―3) ≥ 1.6 × 1012𝑇𝑒
1/2(∆𝐸)3 (4)

188 It is important to note that fulfillment of the McWhirter criterion is necessary, but not 

189 sufficient for assessing the validity of LTE in LIBS plasmas [24]. Based on the electron density 

190 and temperature calculated above, the McWhirter’s criterion is satisfied. The current study 

191 assumes that the measured spectra reflect an effective LTE. By delaying the spectrometer, the 

192 beginning of the plasma lifetime when the system is not in LTE was not measured. The remaining 

193 of light emitted during the plasma lifetime was collected; however, given that plasmas cool 

194 exponentially an assumption that most of the collected signal was emitted during a state of LTE 

195 was made. 

196

197 C. Transition probability calculation
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198 With the Saha–Boltzmann line for Sr now established, the concepts typically used for CF-

199 LIBS were used to determine the theoretical Saha–Boltzmann line for Np [18-20]. First, the 

200 number density of neutral Sr species was determined from the intercept of the Sr line (Eq. 2). The 

201 singly ionized number density was then calculated using the Saha equation:

𝐶𝑠,2

𝐶𝑠,1
=

6.04 × 1021𝑇3/2

𝑁𝑒

𝑈𝑠,2

𝑈𝑠,1
𝑒

( ― 𝐸𝑖𝑜𝑛
𝑇)

,
(5)

202 where 1 and 2 refer to the neutral and singly ionized species [11]. With this, the total number 

203 density (sum of neutral and ionized number densities) of Sr was calculated. Knowing the ratio of 

204 Np to Sr, the total number density of Np was calculated, and using the Saha equation, the ratio of 

205 neutral to singly ionized Np species was defined. The number densities of neutral and singly 

206 ionized Np species were then individually determined with these two relationships. The intercept 

207 of the Saha–Boltzmann line for Np was calculated next. The slope of both Saha–Boltzmann lines 

208 must be equal because the temperature of the plasma, regardless of species, is equal under the LTE 

209 assumptions. This provided a fully defined Saha–Boltzmann line for the Np in sample 1, which 

210 would be used to estimate the previously unreported TPs. The Saha–Boltzmann line for Np in 

211 sample 1 is shown parallel to the Sr line in Fig. 3.
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212

213 Fig. 3. The Saha–Boltzmann plot for sample 1 where the Sr line is shown in blue (upper line), 

214 and the Np line is shown in red (lower line). The Sr line was iteratively fit by adjusting the 

215 plasma temperature until convergence was achieved. The Np line is derived from the Sr trend 

216 based on the relations found in plasmas during an effective state of LTE.

217 For each Np peak, Eq. (2) was solved for the TP using the y-coordinates from the calculated 

218 Saha–Boltzmann line and the transition information detailed in Table I. The same procedure was 

219 applied to sample 2, and the electron density was calculated to be 3.29 ± 0.395 × 1017 cm-3, the Sr 

220 Saha–Boltzmann line was defined, and the plasma temperature was calculated as 0.548 ± 

221 0.016 eV. Again, the McWhirter’s criterion was satisfied. The TPs calculated from sample 1 and 

222 2 are shown in Table II. The values calculated from each sample agreed with one another and 

223 passed a two-tailed t-test for correlation at a confidence of 99%.

224

225
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226 Table II. Calculated neutral and singly ionized Np TPs.

 TP (s-1)Element Wavelength 
(nm) Sample 1 Sample 2 Average

Np I 456.34 1.25 ± 0.357 × 107 1.67 ± 0.452 × 107 1.46 ± 0.461× 107

Np II 538.10 3.47 ± 0.990 × 107 9.49 ± 0.305 × 107 6.48 ± 3.78 × 107

Np I 607.39 9.08 ± 2.57 × 105 1.16 ± 0.398 × 106 1.04 ± 0.359 × 106

Np I 612.05 6.77 ± 2.05 × 105 8.60 ± 3.90 × 105 7.69 ± 3.23 × 105

Np I 697.21 9.23 ± 2.70 × 105 1.14 ± 0.346 × 106 1.03 ± 0.323 × 106

227 D. Evaluating Np transition probabilities

228 The calculated Np TPs were validated by using those calculated from sample 1 to perform CF-

229 LIBS on sample 2 to calculate the Np/Sr molar ratios and vice versa. Likewise, we can also use 

230 the averaged TPs for these calculations.

231 A Saha–Boltzmann line was built for each element, and the temperature is calculated 

232 through manual iterative fitting. The temperature fitting was completed two ways; first, the average 

233 slope of the two lines was iteratively fit and second, only the slope of Sr line was iteratively fit. 

234 The assumption of effective LTE that the temperature of the plasma is homogonous is used in the 

235 first case. The second case was also performed because Sr has more peaks, and the TPs have lower 

236 uncertainty (≤18%). Since the Np TPs were derived from those of Sr, they inherently have a greater 

237 uncertainty. 

238 Once a convergent temperature was reached, the partition functions for neutral and singly 

239 ionized species of both elements were calculated. Using these values with the Saha–Boltzmann 

240 intercepts and the Saha equation (Eq. 5), the number density of the neutral and singly ionized 

241 species of both elements was calculated. The molar ratios were then calculated by dividing the 

242 total number density for each element. The resultant molar ratios for both samples calculated with 

243 these various TPs and temperature calculation methods are detailed in Table III. All molar ratios 
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244 calculated were within 10% of the known value; however, the average error is much lower at 

245 3.86%.

246

247

248

249 Table III. Molar ratios of Np to Sr measured using CF-LIBS and calculated Np TPs.

TP from opposite sample Average TPSample Known 
Np/Sr 
Ratio

Using average 
T

Using Sr T Using average 
T

Using Sr T

1 8.0 8.695 7.996 8.698 8.230
2 2.0 1.855 2.001 2.007 2.058

250

251 The third sample did not contain Sr, but the calculated TPs can still be used to determine 

252 the plasma temperature. The electron density was calculated from the Hα peak, the Saha–

253 Boltzmann plot for Np was constructed (shown in Fig. 4), and the temperature was iteratively fit. 

254 The electron density was calculated to be 3.37 ± 0.396 × 1017 cm-3, and the plasma temperature 

255 was calculated as 0.544 ± 0.003 eV. This sample also satisfied the McWhirter’s criterion indicating 

256 the potential of LTE. Lastly, from the Saha–Boltzmann line and Saha equation, the total number 

257 density of Np was determined to be 2.64 × 10-6. This value is greater than both the total number 

258 densities of Np calculated for samples 1 and 2, which were 1.40 × 10-6 and 8.96 × 10-7, respectively. 

259 These values correlate with the increase in relative Np concentration and serve as another 

260 verification that CF-LIBS may be employed for analysis of Np in radiological hot cells or glove 

261 boxes. 
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262

263 Fig. 4. The Saha–Boltzmann plot of sample 3 containing only Np calculated using newly 

264 determined TPs shows a strong linear fit (R2 = 0.999).

265 IV. CONCLUSIONS

266 TPs are crucial pieces of fundamental knowledge necessary for CF-LIBS and other plasma 

267 analytical methods. Typically, the determination of these parameters requires sizable amounts of 

268 material and complex experimental systems [6]. By determining the first reported Np TPs, this 

269 study has reiterated that laser induced plasmas can be used to estimate TPs using only minor 

270 amounts of materials and using the same equipment required for later LIBS measurements. This 

271 opens the door to calculating the TPs of other actinide elements with little to no reported values. 

272 using the sample enclosure and analytical methods described here. Benefits of this technique 

273 include minimal sample preparation, small sample quantities, and the opportunity for remote 

274 analysis in restrictive glove box and hot cell environments. 

275 The timeliness of the CF-LIBS analysis offers a large advantage compared to ICP-OES 

276 analysis (e.g., ~10 min vs ~60 min). Therefore, CF-LIBS may provide several operational and 
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277 scientific benefits for measuring actinide elements, many of which are rare, expensive, and highly 

278 radioactive. The methods shown in this study permit the future expanded use of CF-LIBS for 

279 applications within the nuclear fuel cycle and within medical isotope production.

280 The success of the calculated molar ratios also demonstrate that the assumption of effective 

281 LTE may be appropriate in some cases. Following the success of this study, future work should 

282 involve comparing results using time integrated EMCCD measurements and time resolved ICCD 

283 measurements, as well as how these different measurements impact the uncertainty of the 

284 calculated TPs.
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