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Broad context statement for EE-ART-05-2021-001509.R1 “Fast Na Diffusion and Anharmonic Phonon 
Dynamics in Superionic Na3PS4”

As part of the growing interest in renewable energy, the push for vehicle electrification motivates 
developing battery technologies based on safer and more abundant materials. While the dominant battery 
technology is currently Li-based, Li is a relatively rare element, present in large quantities in only few 
natural locations, potentially posing a challenge for future growth in demand. Na constitutes a promising 
alternative as it is a low-cost and abundant chemical element worldwide. However, few materials exhibit 
sufficient Na-ion conductivity for battery applications. Hence, it is important to accelerate the discovery of 
new Na solid electrolytes (SEs), which requires a better fundamental microscopic understanding and the 
identification of descriptors relevant for fast Na-ion diffusion. Our investigation of atomic dynamics in 
Na3PS4, combining neutron scattering experiments and first-principles modeling, considers both the effects 
of Na vacancies and of the phonon modes of the host crystal. We identified anharmonic soft-modes that 
greatly facilitate the Na diffusion process in Na3PS4. Such anharmonic soft-modes could constitute a useful 
descriptor for designing new SEs. These results provide a microscopic understanding of how atomic 
vibrations facilitate the diffusion of Na ions through the material.
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Fast Na Diffusion and Anharmonic Phonon Dynamics
in Superionic Na3PS4

Mayanak K Gupta1¶∗, Jingxuan Ding1, Naresh C Osti2, Douglas L. Abernathy2, William
Arnold3, Hui Wang3, Zachary Hood4 and Olivier Delaire1,5,6‡

The design of new solid electrolytes (SEs) hinges on identifying and tuning relevant descriptors.
Phonons describe the atomic dynamics in crystalline materials and provide a basis to encode
possible minimum energy pathways for ion migration but anharmonic effects can be large in SEs.
Identifying and controlling the pertinent phonon modes coupled most strongly with ionic conduc-
tivity, and assessing the role of anharmonicity, could therefore pave the way for discovering and
designing new SEs via phonon engineering. Here, we investigate phonons in Na3PS4 and their
coupling to fast Na diffusion, using a combination of neutron scattering, ab-initio molecular dynam-
ics (AIMD), and extended molecular dynamics based on machine-learned potentials. We identify
that anharmonic soft-modes at the Brillouin zone boundary of the anharmonically stabilized cubic
phase constitute key phonon modes that control the Na diffusion process in Na3PS4. We demon-
strate how these strongly anharmonic phonon modes enable Na-ions to hop along the minimum
energy pathways. Further, the quasi-elastic neutron scattering (QENS) measurements, supple-
mented with large-scale molecular dynamics simulation, provide the Na diffusion constant and
the diffusion characteristics. These results offer detailed microscopic insights into the dynamic
mechanism of fast Na diffusion and provide an avenue to search for further Na solid electrolytes.

1 Introduction
The current push for safer rechargeable batteries with higher
power densities is driving the search for solutions beyond the
current Li-ion battery technology based on liquid or gel elec-
trolytes, prompting investigations of all-solid designs leveraging
solid-state electrolytes1–7. Besides safety concerns and perfor-
mance limitations of liquid electrolytes, the high cost and limited
availability of lithium are motivating research into batteries based
on more abundant sodium8. However, traditional Na-based solid
electrolytes (SEs), such as β -alumina and NASICON compounds
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have achieved only limited ionic conductivity at room tempera-
ture. More recently, the thiophosphate Na ion conductor Na3PS4

and related compounds reached promising ionic conductivities
near room temperature9–15. These Na superionic conductors
(SICs) further offer promising tunability in their operating tem-
perature by varying the host lattice composition. The atomistic
mechanisms underlying fast ion conduction in solid electrolytes
are currently the subject of intense scrutiny. In particular, a cen-
tral question is how the vibrational properties of the crystal lat-
tice, together with the presence of defects, may increase ionic
diffusivity. The influence of the time-averaged structure and va-
cancies on the diffusion behavior has been studied in a range
of SEs5,14–23. Studies of lattice dynamics in Na3PS4−xSex, Li-
argyrodites, and Li-ionic conductors from LISICON and olivines
families investigated the correlation between average phonon fre-
quencies of mobile species and the hopping activation energy as
well as the attempt frequency, and proposed that such an average
phonon frequency could be a useful descriptor in the search for
new SEs24–27.

Yet, the characteristics of the host lattice that control Na or
Li diffusion, in particular the influence of the flexibility of the
lattice and of its large anharmonicity on the associated phonons,
remain insufficiently understood to achieve predictive materials
design27–30.
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Fig. 1 The crystal structure of (a) low temperature tetragonal phase
(P-421c) and (b) high temperature superionic cubic (I4-3m) phase of
Na3PS4.

Previous phonon studies in SEs drew useful correlations be-
tween lattice dynamics and diffusion, but remained largely lim-
ited to considerations of harmonic phonons, for example the aver-
age phonon frequency or density of states (DOS), thereby missing
important considerations of mode-resolved dynamics and of the
strong anharmonicity characterizing SICs31–33. In the harmonic
picture of phonon theory, a Taylor expansion of the free energy
surface is truncated at the second-order (harmonic), which re-
sults in independent phonon quasiparticles with well-defined en-
ergies34. However, this harmonic phonon picture is unable to
account for properties such as diffusion, thermal expansion, ther-
mal conductivity, or soft-mode phase transitions35. Higher-order
anharmonic terms in the free energy need to be considered, and
result in energy shifts and linewidth broadening of phonon spec-
tra35. Because of their large-amplitude atomic motions and shal-
low potentials, superionic conductors tend to exhibit strong an-
harmonic effects31–33. Strong anharmonicity, as for example in
the case of double-well potentials, may result in imaginary (un-
physical) phonon frequencies within the harmonic approxima-
tion. Properly including higher-order anharmonic terms and fi-
nite temperature effects renormalizes phonon spectra, which can
then be compared with experiments32,33,36,37.

The relatively simple structure of Na3PS4 provides an opportu-
nity to identify the structural and dynamical descriptors underly-
ing its superionic behavior. The system crystallizes in a tetragonal
phase (P-421c, α-Na3PS4) at low temperature and transforms to
a superionic cubic phase (I4-3m, β -Na3PS4) at 530 K9,11 (Fig. 1).

Further, Na3PS4 exhibits a high-temperature polymorph (γ-
Na3PS4) for T ≥ 800 K, with an order-of-magnitude jump in ionic
conductivity across the transition19. The closely related com-
pound Na11Sn2PS12 (NSPS) also exhibits very high ionic con-
ductivity38,39. Combining diffraction, impedance spectroscopy,
and ab-initio or classical molecular dynamics simulations, previ-
ous studies suggested that the underlying host dynamics in these
materials play an important role in enabling the high Na mo-
bility19,39,40. In γ-Na3PS4, the reorientational dynamics of PS4

units (rotational jumps between symmetrically allowed PS4 ori-
entations) was proposed to be a key factor enabling high ionic
conductivity19. A classical MD study of Na3PS4 based on sim-
ple parameterized interatomic potentials also found a correlation
between Na hopping and polyanion reorientations in the high-T

γ phase, and a jump in Na-conductivity across the β − γ phase
transition, but did not discuss phonons40. AIMD simulations of
NSPS also suggested that the large Na conductivity is facilitated
by PS4 reorientation dynamics39. References 19, 39 and 40 all
invoked a “paddle wheel” mechanism (involving reorientation dy-
namics of structural subunits favoring diffusion). Yet, a funda-
mental understanding of the diffusion mechanism in terms of the
mode-resolved phonons of the parent structure (wave-vector and
branch- resolved eigenvectors), and of the importance of lattice
potential anharmonicity, remains elusive.

Both NSPS and γ-Na3PS4 possess an open framework structure
with a large volume per atom, in comparison to conventional
solid ionic conductors19,39. However, few materials (such as
Na11Sb2PS12 and Li6PS5I) with larger volumes still exhibit limited
diffusion coefficients compared to other family members39,41,42.
Thus, an open-structure with large volume could be a necessary
but non-sufficient condition to facilitate fast diffusion. Apart from
the structure of the host lattice, its dynamics may also contribute
to cation diffusion. In particular, the presence of low-energy
modes (combining wiggling and librational motions of structural
subunits) and their coupling with the diffusing ions may facilitate
the diffusion process19,39,40,43,44.

Such low-energy phonons could be an important descriptor of
ionic conductivity and need to be investigated thoroughly. Fur-
ther, the traditional quasiharmonic phonon picture of conven-
tional crystalline materials breaks down in superionic materi-
als, owing to very strong anharmonic effects and dynamic disor-
der31–33. Thus, temperature-dependent measurements and sim-
ulations investigating phonon anharmonicity in superionic con-
ductors are critical, yet remain scarce24,25,27.

In this article, we report our investigations of atomic dynam-
ics in Na3PS4 across a wide temperature range, considering on
an equal footing the effect of Na vacancies and the phonons of
the overall crystal structure, and their coupling, on the diffusive
dynamics of Na ions. We use a combination of inelastic neutron
scattering (INS) and quasi-elastic neutron scattering (QENS) ex-
periments to obtain a full picture of the atomic dynamics. QENS
probes the time and length scales characteristic of the diffusion
process, while INS provides access to the phonon dynamics of
the crystal lattice over a wide energy range and across the en-
tire Brillouin zone (BZ). We performed temperature-dependent
QENS and INS measurements of Na3PS4 across the phase transi-
tions (100 K to 600 K) to probe the Na diffusion and the role of
low-energy (E) phonons in the fast diffusion process. To ratio-
nalize our measurements and gain atomistic insights, we further
performed ab-initio molecular dynamics (AIMD) simulations, and
extended these simulations to long time scales using machine-
learned neural-network potentials. AIMD simulations are known
for their high accuracy in predicting the thermodynamics proper-
ties but remain constrained by their high computational cost. Us-
ing machine-learning, we trained the surrogate potential against
AIMD trajectories, which was then used to extend MD simula-
tions to length and time scales several orders of magnitude larger
than possible with AIMD while retaining high accuracy (“machine
learned molecular dynamics”, MLMD).

Our experiments and simulations show that strongly anhar-
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monic low-E phonon modes are already present in the normal
phase and facilitate the Na-ion diffusion in the superionic phase.
Specifically, facile Na jumps are enabled by the large amplitudes
of low-E floppy dynamics of PS4 subunits coupled with Na trans-
lations in 1D channels. We trace the key dynamic mechanism
to zone-boundary soft modes (anharmonic low-energy modes) in
the anharmonically stabilized cubic phase, which enable the fast
ion conduction. These insights provide a potential new type of
dynamic descriptor in screening for future solid electrolyte candi-
dates, and highlight the importance of anharmonic effects in the
lattice dynamics.

2 Methodology

2.1 Neutron Scattering

We performed the INS measurements using the high-flux ARCS
time-of-flight45 spectrometer at the Spallation Neutron Source
(SNS) at Oak Ridge National Laboratory (ORNL). A polycrys-
talline sample of Na3PS4 (mass ∼ 6 grams) was encased in a
3/8” cylindrical aluminum sample holder and mounted in a high-
temperature cryostat.

The INS data were collected using three incident neutron
energies, Ei =20 , 40, and 100 meV. The measurements with
Ei =20 meV provide high resolution to resolve low-E peaks and
accurately determine their energy shift with temperature, while
the higher Ei data enable a survey covering the whole phonon
spectrum, extending up to about 70 meV. The background from
the empty aluminum holder was measured with the same settings
at each temperature and subtracted from the measurement of the
sample. The Mantid software was used for data reduction46.

The dynamical structure factor, S(Q,E), contains comprehen-
sive information on atomic dynamics. The neutron-weighted
phonon DOS (g(n)(E)) in the incoherent approximation was ob-
tained from measured S(Q,E) as described in47, after corrections
for multiphonon and multiple scattering:

g(n)(E) = A⟨e2W (Q)

Q2
E

n(E,T )+ 1
2 ±

1
2

S(Q,E)⟩ (1)

where Q and E is the momentum and energy transfer between
neutron and sample, while + or - sign corresponds to the energy
loss or gain of the scattered neutrons, respectively. T , kB and A
represent temperature, Boltzmann’s constant, and a normaliza-
tion constant respectively. The quantity between ⟨. . .⟩ represents
a suitable average over Q values at a given energy, and 2W (Q) is
the Debye-Waller factor averaged over all atoms.

The calculated g(n)(E) was obtained from the partial DOS
(g j(E)) as:

g(n)(E) = ∑
j

4πb2
j

m j
g j(E) (2)

The weighting factors 4πb2
j/m j (in units of barns/amu) are:

0.143, 0.107, and 0.032 for Na, P, and S, respectively, using
neutron scattering lengths from reference48. The partial DOS,
g j(E) were obtained from MLMD simulation using equation (6)
described in the next section.

The QENS measurements were performed on the same pow-

der sample as the INS experiment, using the BASIS backscatter-
ing spectrometer49 at the SNS, ORNL. We used Si (111) analyz-
ers with neutron wavelength of 6.4 Å and a chopper frequency of
60 Hz. In this configuration, the spectrometer provides an energy
transfer range of −100<E < 100 µeV with an energy resolution of
3.4 µeV, and momentum transfer coverage of 0.2 < Q < 2.0 Å−1.
The data were normalized and corrected for detector efficiency
using a vanadium standard. A top-loading closed-cycle refrigera-
tor with hot stage was used to measure at temperature T =100 K,
300 K, 400 K, 500 K, and 600 K. The 100 K data do not show any
broadening beyond the instrumental intrinsic width, as the Na
dynamics are slow enough to be considered frozen, which were
thus used as a resolution function for the analysis of QENS spec-
tra at higher temperatures. The data from various detectors were
grouped into Q bins of width 0.2 Å−1. The data reduction and
analysis were performed using the software packages Mantid46

and Dave50. We fit the S(Q,E) from QENS using the following
model:

S(Q,E) = [Aδ (E)+B
πΓ(Q)

Γ(Q)2 +E2 ]⊛R(Q,E)+C(Q,E) (3)

where δ (E) in the square bracket represents the elastic signal, and
the second term is the Lorentzian corresponding to quasi-elastic
contribution with a half-width at half maximum Γ(Q), and R(Q,E)
is the resolution function, for which we used the 100 K data. For
each Q bin, the background function C(Q,E) is chosen to be a
linear function in energy to reproduce the flat background from
the sample environment and instrument. A and B are adjustable
amplitudes of the elastic and quasi-elastic signals.

The Q dependence of Γ was analyzed using the Chudley-Elliot
(CE) model for jump-diffusion [31]:

Γ(Q,E) =
1
τ
(1− sin(Qd)

Qd
) (4)

where d and τ are the average jump-length and residence time,
respectively. Further, in the low-Q limit, the diffusion constant D
is given by:

D = d2/6τ (5)

2.2 Computational Modeling

Lattice Dynamics – We performed first-principles lattice dynam-
ics and AIMD simulations within the framework of plane-wave
density functional theory (DFT), as implemented in the Vienna
ab-initio simulation package (VASP)51. The calculations used
the projected augmented wave (PAW)52 with generalized gradi-
ent approximation (GGA) parametrized under the Perdew, Becke,
and Ernzerhof (PBE) scheme53. Harmonic phonon calculations
were performed in both the tetragonal and cubic phases within
the small displacement approach implemented in Phonopy54. We
used 2× 2× 2 supercells (128 atoms) and displacements ampli-
tudes of 0.01 Å. The total energy and atomic forces were cal-
culated on 14 (4) distinct displacement configurations in the
tetragonal (cubic) phase. We used a plane-wave kinetic energy
cutoff of 400 eV and on a 4 × 4 × 4 k-point grid generated by
the Monkhorst-Pack55 method. The self-consistent convergence
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threshold for electronic minimization was set to 10−8 eV. The
anharmonic phonon dispersions at 600 K were calculated using
renormalized force-constants derived from AIMD forces at 600 K
using the software ALAMODE56. A second-order force constant
cutoff of 7 Å was used.
Molecular dynamics – AIMD simulations were performed using a
2×2×2 supercell of the conventional cubic cell (128 atoms). Sin-
gle k-points at Γ point and an energy convergence of 10−6 eV were
used. We employed the NVT ensemble and ran the AIMD simula-
tion for 12 ps with a time step of 2 fs. The temperature of the sys-
tem was controlled by a Nosé-Hoover thermostat with a time con-
stant of 0.1 ps. We equilibrated the system for 2 ps and the next
10 ps data for the production run. The DEEP-MD code57 was used
to train a surrogate neural-network force-field based on machine
learning. Subsequently, long MLMD simulations were performed
with this surrogate force-field using LAMMPS58. The surrogate
force-field was benchmarked against AIMD results (pair distri-
bution function, phonon DOS, and mean squared displacement
(MSD)), showing excellent agreement (Fig. S9). The MLMD sim-
ulations were performed on a 3× 3× 3 supercell (432 atoms) in
pure and Na- vacant configurations with NVT (NVT-MLMD) and
NPT (NPT-MLMD) ensembles. Temperature and pressure were
controlled by a Nosé-Hoover thermostat and barostat with time
constants of 0.1 ps and 1 ps, respectively. The trajectories were
computed up to ∼1000 ps (using 1 fs time steps). These sim-
ulations provide momentum and energy resolutions of 0.2 Å−1

and 1 µeV, respectively, essential to access the QENS spectrum
through simulations. Further, to check the role of different host
dynamics (e.g. rotation and wiggling of PS4) on Na diffusion,
we performed additional MLMD simulations with PS4 units as
rigid bodies. We investigated the effect of wiggling dynamics
on Na diffusion by restricting the rotational degree of freedom
of PS4 tetrahedral units. In constrained MLMD simulations, we
used a smaller supercell of dimension 2×2×2, due to the restric-
tion of the maximum allowed numbers of rigid bodies (PS4) in
LAMMPS58. The choice of Na- vacancy concentrations (0.6% and
2%) is based on the minimum allowed Na vacancy concentration
in the respective supercell dimensions. Our constrained-MLMD
and NEB simulations on a 2×2×2 supercell allow a minimum of
2% Na vacancy concentration, while QENS and other simulations
on a 3×3×3 supercell were performed with 0.6% and higher Na
vacancy concentrations.

The partial (g j(E)) and total phonon DOS (g(E)) were obtained
from MD simulations via the Fourier transform of the velocity
auto-correlation function as:

g j(E) =
∫ ⟨v j(t)v j(0)⟩

⟨v j(0)v j(0)⟩
eiEt/ℏdt (6)

g(E) = ∑
j

g j(E) (7)

where v j(t) is the instantaneous atomic velocity of element j at
time t and ⟨...⟩ indicates an ensemble average over atoms.

The MSD(< u2
j(t)>) of element j at time t is given by:

⟨u2
j(t)⟩=

1
N j

N j

∑
i=1

⟨|r j(t)− r j(0)|2⟩ (8)

where N j is the total number of atoms of element j in the simu-
lation cell, r j(t) is the position of jth atom at time t and ⟨...⟩ rep-
resent the ensemble average. The isotropic diffusion coefficient
of jth species at temperature T was estimated using the Einstein
relation, i.e., from the time dependence of MSD over a period of
τ:

D j(T ) =
⟨u2

j(τ)⟩
6τ

(9)

We also computed the angular autocorrelation function, ς(t) of
PS4 tetrahedra, defined as40:

ς(t ′) = ⟨r̂(t) · r̂(t + t ′)⟩ (10)

where r̂(t) is a unit vector connecting P and S within a tetrahedron
at time t ′, and ⟨...⟩ representing an average over multiple time
origins.

3 Results and discussion

3.1 Phonon DOS and low-energy modes.

Figure 2 (b) shows the resulting g(n)(E) and its temperature evo-
lution, focusing on the low-E range. The DOS measured over a
wider E range is shown in Fig. S1. As can be seen in Fig. 2(b),
g(n)(E) exhibits peaks at very low energies E ∼ 6 meV at 100 K,
which is surprising considering the low mass of the atoms in
the compound. From our MLMD simulations, we extracted the
species-decomposed partial DOS (Fig. S2). We can see that the
Na dynamics dominate g(n)(E) contributions below 30 meV, while
the P and S contribute to the entire spectral range. It is unusual
for a very light atomic species to exhibit such low-frequency vi-
brations (ω = (K/M)1/2) with M the mass and K a characteristic
force-constant), revealing the extremely soft bonding of the Na
ions. The low-E peaks are also seen to soften (shift to lower en-
ergy) and broaden drastically on warming, revealing the strong
anharmonicity of the interatomic potential, both in INS and MD
simulations (Fig. 2(b-c)). We also observe some softening and
more moderate broadening of other high energy peaks in the DOS
on warming, indicating an overall softness and anharmonicity of
the structure. The softening and broadening of low-E modes on
warming is even clearer in the measured S(E) (Fig. 2(a)). We can
also see that the low-E modes in Na3PS4 become strongly damped
at high T , extending towards the elastic line in a quasielastic fash-
ion (Lorentzian peak centered at E = 0). The large softening and
broadening of these modes reflects that Na vibrations occur in
strongly anharmonic potential wells and that the vibrational dy-
namics are strongly perturbed and overdamped when the rate of
Na diffusion hops increases at higher temperatures, leading to a
breakdown of phonon quasiparticles for Na-dominated modes, as
detailed below.

Recently, Famprikris et al. reported temperature-dependent
inelastic neutron scattering (INS) spectra, Raman spectra, and
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Fig. 2 (a) Temperature-dependent INS measurements of the Q-integrated (1.0 Å−1≤Q≤4.0 Å−1) dynamical structure factor (S(E)) of Na3PS4, mea-
suring the ARCS spectrometer with Ei= 20 meV. (b) Temperature-dependent neutron-weighted DOS derived from the INS measurement of S(Q,E).
(c) Simulated neutron-weighted DOS obtained from the NVT-MLMD simulations at different temperatures. The measured and simulated DOS are
normalized to unity over the energy range 0-15 meV.

diffraction measurements above room temperature in Na3PS4.
Their study focused on the nature of phase transitions, the lo-
cal structure in different Na3PS4 polymorphs, and thermal expan-
sion23. They suggested that low-energy modes below E ∼25 meV
contribute to Na-hopping, but did not present spectra resolved
to very low-energies. While our INS spectra agree well with INS
measurements reported by Famprikris et al., our measurements
with lower incident neutron energy (Ei=20 meV) enabled us to
critically resolve the key low-energy phonons below ∼ 7 meV that
evolve into the quasielastic signal at high-T . Our QENS measure-
ments of very low energy dynamics (E < 0.5meV) further probe
the Na hopping process. Combined with our anharmonic lattice
dynamics simulations, the INS and QENS reveal the coupling of
Na hoping with specific soft anharmonic phonons of the parent
structure.

3.2 Diffusion pathway and phonon projection

To further investigate the role of phonons in Na diffusion, we
performed nudged elastic band (NEB) simulations and projected
these onto phonon eigenvectors. We start by considering the
phonon dispersions in both cubic and tetragonal phases of Na3PS4

computed within the quasi-harmonic approximation (QHA), see
Figs. 3-a and S5. We observe stable phonon modes in the tetrago-
nal phase, while the cubic phase exhibits unstable phonons (imag-
inary frequencies represented as negative values) revealing that it
is dynamically unstable at T = 0 K in the harmonic approximation.

The maximum instability is observed at the H point, at
(1/2,1/2,1/2) in reciprocal lattice units (rlu). The eigenvector
of this mode, shown in Fig. 3(b), clearly exhibits librations of
PS4 units combined with Na translation along ⟨100⟩ channels.
From an amplitude mode analysis59, we find that this H-point
instability is the primary order parameter for the cubic-tetragonal
phase transition. The unstable mode corresponds to a double-well
potential for the potential energy along this eigenvector, charac-
teristic of soft-mode instabilities (Fig. 3(d)). This indicates that
symmetric PS4 libration dynamics in the cubic phase freeze in
with a finite amplitude in the tetragonal phase below Tc. The en-

ergy required to unlock these libration dynamics corresponds to
the energy barrier between minima of the double-well (50 meV ≃
580 K), which is fairly close to the observed transition tempera-
ture in Na3PS4

11. On warming above Tc, anharmonic renormal-
ization stabilizes phonons in the cubic phase, as shown in our
finite-T phonon dispersion simulations (solid red lines in (Fig. 3
(a)). The kinetic energy gain above Tc enables PS4 units to os-
cillate between double-well minima and stabilizes the symmetric
H-point mode, but its energy remains low, just a few meV.

At high T , such low-energy modes lead to large vibrational am-
plitudes, particularly Na translations and PS4 librations and wig-
gling. This is shown by the decomposed MSD of individual ele-
ments as a function of phonon energy in Fig. 3-c. The MSD of
atom j contributed by phonon of energy E was obtained as:

⟨u2
j(E)⟩=

(n+ 1
2 )ℏg j(E)
m jE

(11)

where g j(E) and m j are the partial DOS and mass of atom j. As
can be seen in Fig. 3(c), the modes below 7 meV are dominated
by Na dynamics. We also observed significantly larger MSD for S
than for P, confirming the librational dynamics of PS4 tetrahedra
at low-E, although the P MSD also indicate wiggling motions of
PS4 units. At elevated T , the large population of these modes
enhances the Na hopping probability from site to site along the
[100] channels.

Importantly, the motions of PS4 units widen the gateway for
Na hopping, as we now detail. We have identified the minimum
(near 12d site) and maximum diameters (near 6b) along the Na
diffusion channels and their dependence on PS4 motions (table-
1). We find that PS4 motions indeed increase the channel diam-
eter thus facilitating Na migration. This effect is similar to prior
findings in the related compound NSPS38. Hence, cooperative ef-
fects between Na translation and PS4 dynamics, captured in the
anharmonic low-E phonon modes at the H-point, are critical for
the fast Na hopping.

Our MD simulations further confirm that Na diffuses via jumps
between 6b Wyckoff sites along the interconnected 1D channels.
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Fig. 3 (a) Calculated phonon dispersions at T=0 K under QHA (dotted blue lines) and at 600 K using anharmonically renormalized force-constants
(solid red lines) in the cubic phase of Na3PS4. (b) The eigenvector of the lowest unstable phonon mode at H-point (1/2 1/2 1/2) in cubic-Na3PS4.
(c) Calculated ⟨u2⟩ as a function of phonon energy E averaged over entire Brillouin zone at 530 K in the cubic phase of Na3PS4. The modes below
10 meV significantly contributed to Na vibrations and PS4 librations. (d) The calculated energy profile of the lowest unstable phonon mode at H-point
(1/2 1/2 1/2) in cubic-Na3PS4. The vertical dashed line represent the configuration where all the Na atoms are at 6b sites (e) NEB calculation of energy
barrier profile for Na migration between 6b crystallographic sites in stoichiometric phase (solid blue line) and 2 % Na-vacant (dotted orange lines). The
lowest phonon energy profile near 6b shown in (d) closely follows the stoichiometric NEB profile near 6b. (f) The calculated Na phonon DOS from
NVT-MLMD in unconstrained, frozen-host (with only Na atomic degree of freedom) and frozen-rotation (PS4 rotational degree are frozen, while PS4
translations are allowed) simulation environment at 600 K. Constraining PS4 dynamics results in suppression of low-E modes around ∼ 3-5 meV.
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Table 1 The calculated minimum (Rmin) and maximum (Rmax) channel
diameter and channel volume for Na- diffusion in Na3PS4 at equilibrium
and saddle point configurations of NEB images 60

(Rmin)/(Rmax)(Å) Channel Volume (Å3)
At equilibrium 1.63/2.13 146.2
At saddle point 1.68/2.22 146.6

Hence, the most probable minimum energy pathway (MEP) is
across 6b sites via the intermediate 12d sites (halfway between
6b sites along [100]). NEB calculations provide an estimated
Eb ∼ 0.3 eV. In addition, we also find that the presence of Na-
vacancies (∼ 2.0%) significantly lowers Eb, to ∼ 0.2 eV. By decom-
posing the NEB path onto the phonon eigenvector basis (ζNEB),
we find that for small distortion amplitudes around 6b sites, the
NEB profile and ζ 6b

NEB closely follow the H-point phonon potential
and eigenvector (ζ H

phonon) (Fig. 3(d-e) and table-S1). However,

the NEB path near the 12d site( ζ 12d
NEB) deviates significantly from

ζ H
phonon, indicating either that: (i) at higher distortion amplitude

ζ H
phonon changes significantly, and/or (ii) ζ 12d

NEB (Na pathways) can-

not be represented by ζ H
phonon. To understand this further, we per-

formed calculations including the large distortion amplitude cor-
responding to the saddle-point configuration (moving 3 Na atoms
from 6b site to 12d in a conventional unit cell). Strikingly, the
phonon eigenvector with saddle-point configuration ζ ′H

phonon fol-

lows the ζ 12d
NEB (table-S1). This further confirms that these low-E

phonons indeed constitute precursors of the Na-hopping motions.

3.3 Hopping dynamics and diffusion mechanism

The temperature evolution of experimental QENS spectra at

Q=1.4 Å
−1

is shown in Fig. 4(a). A characteristic broadening
is seen upon warming, which can be attributed to Na diffusion, as
supported by our simulations. In particular, we find a negligible
contribution of PS4 dynamics to the QENS signal, see below. The
Q dependence of QENS width contains rich information about the
hopping process. The fits of QENS spectra are shown in Fig. S6.
The fitting was performed over a Q range of 0.2 to 1.5 Å−1. The
results for Γ vs Q at 600 K is shown in Fig. 4 (b). The Q depen-
dence of Γ follows the CE model well, and the estimated jump
length is 3.6 Å. The estimated diffusion coefficient D is on the
order of ∼ 10−6 cm2/s at 600 K, typical of superionic conductors
(table-2).

We performed the AIMD simulations at 100 K to 1000 K us-
ing an NVT ensemble. The calculated MSD for the stoichiomet-
ric compositions Na3PS4 did not show any signs of Na diffusion,
as seen in Fig. S8, in agreement with previous investigations14.
Upon introducing Na vacancies in simulations, fast diffusion oc-
curs in Na3−xPS4 (Fig. S8). This result is intuitive, since fully filled
1D channels are expected to block the diffusion path. Hence,
some vacant Na sites are needed to enable diffusion. To analyze
the QENS spectra, we employed MLMD to reach sufficient long
simulation times (see details in Methodology section). This en-
ables us to achieve the required energy and Q resolution to sim-
ulate the QENS spectra, which was impractical with AIMD simu-
lations. We also note that AIMD trajectories of limited duration

can result in significant errors in estimates of diffusion coefficients
due to limited statistics of jump events, especially at low T 61.

Further, we use MLMD simulations to assess the contributions
to the QENS signal and resolve the element-specific coherent and
incoherent contributions. While separating these components
based on measurements alone is not practical. We identified that
mobile Na atoms mainly contribute to the QENS spectra. The
measured intensity in neutron scattering experiments is the sum
of coherent and incoherent components62:

I(Q,E) ∝ ∑
i, j

bi
cohb j

coh Si j
coh(Q,E)+∑

j
b j2

inc S j
inc(Q,E) (12)

where bi
coh and bi

inc are the coherent and incoherent scattering
length of ith element and summation index i and j runs over dif-
ferent elements in the unit cell. For Na, σNa

coh(= 4π b2
coh) = 1.66b

(barns) and σNa
inc (= 4π b2

inc) = 1.62b, so both contributions need to
be considered. The coherent component is sensitive to two-body
correlations, such as in a correlated diffusion process, while the
incoherent term reflects the time-correlations of the position of
a single atom, or self-diffusion process. Hence, one can quantify
the coherent (correlated) and incoherent (independent) contri-
bution of Na diffusion to QENS spectra by simulating SNa

inc(Q,E)
and SNa−Na

coh (Q,E) given by Eqs. (13) and (14) from MD:

SNa
inc(Q,E) =

1
2π

∫
∞

0
∑

i
e−iQ.(Ri(0)−Ri(t))eiEt/ℏdt (13)

SNa−Na
coh (Q,E) =

1
2π

∫
∞

0
∑
i, j

e−iQ.(Ri(0)−R j(t))eiEt/ℏdt (14)

where summation indices i and j run over all Na atom in the
simulation cell.

We computed SNa
inc(Q,E) and SNa−Na

coh (Q,E) in Na3PS4 with
0.6% Na-vacancy from our NVT-MLMD simulations (Fig. (S7)).
Our calculated SP

inc(Q,E) and SS
inc(Q,E) do not show any sig-

nificant quasi-elastic contribution, confirming that Na dynamics
dominate the QENS (Fig. S13). This can be understood as fol-
lows. At elevated temperatures (∼600 K ), the large vibrational
amplitude of anharmonic low-energy modes (involving Na vi-
brations and PS4 librations) results in intermittent stochastic Na
hopping along (100) channels, which generates the QENS sig-
nal. However, the PS4 units do not undergo stochastic reorienta-
tions at 600 K. Thus, they do not contribute to QENS (from low-
frequency stochastic dynamics), but rather to the inelastic signal
at higher frequency. To further establish this, we have also cal-
culated an angular autocorrelation function, ς(t) of PS4 tetrahe-
dra40. This quantity remains very close to unity at all times at
600 K (see Fig. S14), confirming the absence of stochastic reori-
entations of PS4. The calculated SNa

inc(Q,E) was fit with a single
Lorentzian and the Q-dependence of Γ was satisfyingly described
by a CE model. The simulated SNa−Na

coh (Q,E) has a much smaller
intensity than SNa

inc(Q,E) (Fig. S7), except near the Bragg peaks,
indicating the dominance of incoherent diffusion. In Figure 4(c),
we show the simulated Γ(Q) from SNa

inc(Q,E), in excellent agree-
ment with our QENS measurements. Further, we also computed
the MSD of each species in Na3PS4 with 0.6% Na-vacancy at sev-

Journal Name, [year], [vol.],1–10 | 7

Page 8 of 11Energy & Environmental Science



−0.10 −0.05 0.00 0.05 0.10
E (meV)

10−3

10−2

10−1

100

I(
te
(s
it0

(a
..
.)

Q=1.4Å−1

(a)
T=100K
T=300K
T=400K
T=500K
T=600K

0.0 0.5 1.0 1.5
Q (Å−1)

0

2

4

6

Γ(
μe

V)

QENS experiment, T=600 K
D=0.9x10−6 cm2/sec

(b)

CE Fi−
Me sured Γ

0.0 0.5 1.0 1.5
Q (Å−1)

0

2

4

6

Γ(
μe

V)

MLMDμsim.l −i)(, T=600 K
D=0.9x10−6 cm2/sec

(c)

CE Fit
Simul ted Γ

Fig. 4 (a) Temperature dependent QENS spectra of Na3PS4, measured at Q= 1.4Å−1 (integrated over δQ=0.2 Å−1). (b) The measured Q-dependence
of Γ (orange markers) fitted with Chudley-Elliot jump-diffusion model (solid line). (c) The calculated Γ obtained by fitting the Lorentzian to simulated
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inc(Q,E) (dots) using NVT-MLMD trajectories with 0.6 % Na-vacancy in Na3PS4 and Chudley-Elliot fit (solid line).

eral temperatures from 100 K to 600 K (Fig. S4). The estimated
D from MSD is ∼ 10−6 cm2/s at 600 K, in good agreement with
our estimates from QENS. Higher Na-vacancy concentrations en-
hance Na diffusion in Na3PS4 (see table-3 and Fig. S10). A re-
cent study on Na3−xPn1−xWxS4 (Pn=P, Sb) also showed that Na-
vacancy significantly enhances the Na-conductivity63, consistent
with our finding.

Table 2 The Na diffusion characteristics (d, τ and D) in Na3PS4 esti-
mated from a Chudley-Elliot jump-diffusion model using the QENS mea-
surement and simulated S(Q,E) (with 0.6% Na-vacancy and NVT ensem-
ble) at 600 K.

d (Å) τ (ps) D(×10−6cm2/s)
QENS 3.6 246 0.9
MLMD 3.6 237 0.9

So far, we discussed the effect of vacancies and the possible role
of low-E phonons on Na diffusion based on our lattice dynamics
analysis. We now isolate the effect of host framework dynamics
on Na diffusion via constrained MLMD simulations (see Method-
ology section). We compare NVT-MLMD simulations performed
with: (i) unconstrained host-lattice, (ii) frozen host-lattice and,
(iii) frozen PS4 rotation (but ‘wiggling’ translations allowed). The
resulting MSD for the three cases are shown in Fig. S11. Upon
freezing the host dynamics, D decreases by about a factor of
five, clearly demonstrating the importance of lattice flexibility (ta-
ble 3). We find that only freezing the PS4 rotations (case (iii)) also
results in a suppression of Na MSD but to a lesser extent than the
fully frozen lattice (case(ii)).

Further, we also compare the Na partial DOS in all three cases
(Fig. 3 (f)). We find that constraining the PS4 dynamics signifi-
cantly reduces the soft phonon modes at E ∼5 meV. In addition,
we find that, conversely, increased Na-vacancy concentrations en-
hance the phonon-DOS at E ∼ 3− 5 meV (Fig. S3), and thus the
slow PS4 modes coupled with Na diffusion. Thus, all our simula-
tions point to a significant role of low-energy PS4 dynamics cou-
pled with Na translation in promoting the Na diffusion in Na3PS4.
Thus, we have shown that some vacant Na sites are needed to

enable diffusion in 1D channels in β -Na3PS4. Yet, even in the
presence of Na vacancies, the host dynamics of PS4 units enable a
significant increase in the Na diffusivity (see table 3 and Fig. S11).
Hence, while a minimum Na-vacancies is required to enable the
onset of diffusion, low-energy phonons of the host lattice play an
important role of their own.

Table 3 The calculated Na diffusion constant, D (a) with different de-
grees of host-flexibility and (b) with different Na-vacancy concentration in
Na3PS4 at 600 K, on a 2×2×2 supercell from a linear fit to MSD.

(a) Host-flexibility vs D, with 2% Na-vacancy
Degree of host-flexibility D (×10−6 cm2/s)
Unconstrained 2.4
Frozen PS4 0.5
Frozen PS4 rotation 2.1

(b) Na-vacancy vs D
% Na-vacancy D (×10−6 cm2/s)
0.0 0.0
0.6 1.0
1.8 2.7

4 Conclusions
In the present study, we used high-resolution INS and QENS mea-
surements combined with extensive simulations of atomic dynam-
ics, to investigate the role of phonons in enabling fast Na diffu-
sion in Na3PS4. We revealed the existence of prominent phonon
modes with surprisingly low energy in such a light-atom com-
pound (E < 7meV), and showed that these modes drastically
broaden and soften with increasing temperature, corresponding
to a breakdown of harmonic phonon quasiparticles. We com-
putationally established how these modes involve coupled mo-
tions of Na ions in 1D channels together with PS4 dynamics, and
how the large population of these modes at elevated temperatures
yields a large vibrational amplitude that helps Na to diffuse in 1D
channels. Importantly, we show that the dynamics of low energy
modes at the Brillouin zone boundary match the minimum energy
pathways for Na hopping, and thereby link these anharmonic soft
phonon modes with Na diffusion. Further, we investigated the
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coupled effects of both host dynamics and Na vacancies on diffu-
sion and found that both contribute significantly toward increas-
ing Na diffusivity. Our results emphasize the importance of an-
harmonic host dynamics for fast diffusion, in addition to the bet-
ter known effect of vacancies. These results thus represent new
insights into the role of phonon dynamics in solid electrolytes.
Our QENS measurements and large-scale MLMD simulations both
show the presence of long-range diffusion at 600 K and provide
diffusion constants in remarkable agreement, D ∼ 10−6 cm2/s.

These results establish the importance of anharmonic low-
energy modes in a soft crystal structure near a structural phase
transition as a means of facilitating fast ion conduction, which
provides a new type of descriptor in screening for future solid
electrolyte candidates. INS and Raman measurements of phonons
as a function of temperature, as well as ultrasonic sound-velocity
measurements, can detect soft anharmonic phonon modes and
can be used to screen for such effects in candidate SEs24–27. In
addition, first-principles simulations can be used to reveal incipi-
ent lattice instabilities and potentially beneficial anharmonic soft
modes.

Conflicts of interest
The authors have no conflicts of interest to declare.

ACKNOWLEDGEMENTS
We thank Linda Nazar for interesting discussions. Neutron scat-
tering measurements were supported by the U.S. Department
of Energy, Office of Science, Basic Energy Sciences, Materi-
als Sciences and Engineering Division, under Award No. DE-
SC0019978. Simulations and data analysis were supported by
Duke startup funds. HW acknowledges financial support from
NSF EPSCOR RII Track 4 award (No. 2033397). The research at
Oak Ridge National Laboratory’s Spallation Neutron Source and
High Flux Isotope Reactor was sponsored by the Scientific User
Facilities Division, Office of Basic Energy Sciences, U.S. DOE. The-
oretical calculations were performed using resources of the Na-
tional Energy Research Scientific Computing Center, a U.S. DOE
Office of Science User Facility supported by the Office of Science
of the U.S. Department of Energy under Contract No. DE-AC02-
05CH11231.

Notes and references
1 J. Janek and W. G. Zeier, Nature Energy, 2016, 1, 1–4.
2 Z. Zhang, Y. Shao, B. Lotsch, Y.-S. Hu, H. Li, J. Janek, L. F.

Nazar, C.-W. Nan, J. Maier, M. Armand et al., Energy & Envi-
ronmental Science, 2018, 11, 1945–1976.

3 X.-B. Cheng, R. Zhang, C.-Z. Zhao and Q. Zhang, Chemical
reviews, 2017, 117, 10403–10473.

4 K. H. Park, Q. Bai, D. H. Kim, D. Y. Oh, Y. Zhu, Y. Mo and Y. S.
Jung, Advanced Energy Materials, 2018, 8, 1800035.

5 T. Famprikis, P. Canepa, J. A. Dawson, M. S. Islam and
C. Masquelier, Nature materials, 2019, 18, 1278–1291.

6 A. Manthiram, X. Yu and S. Wang, Nature Reviews Materials,
2017, 2, 1–16.

7 J. B. Boyce and B. A. Huberman, Physics Reports, 1979, 51,
189–265.

8 M. D. Slater, D. Kim, E. Lee and C. S. Johnson, Advanced Func-
tional Materials, 2013, 23, 947–958.

9 N. Tanibata, M. Deguchi, A. Hayashi and M. Tatsumisago,
Chemistry of Materials, 2017, 29, 5232–5238.

10 L. Zhang, K. Yang, J. Mi, L. Lu, L. Zhao, L. Wang, Y. Li and
H. Zeng, Advanced Energy Materials, 2015, 5, 1501294.

11 A. Hayashi, K. Noi, N. Tanibata, M. Nagao and M. Tatsumis-
ago, Journal of Power Sources, 2014, 258, 420–423.

12 A. Banerjee, K. H. Park, J. W. Heo, Y. J. Nam, C. K. Moon, S. M.
Oh, S.-T. Hong and Y. S. Jung, Angewandte Chemie, 2016,
128, 9786–9790.

13 S. Xiong, Z. Liu, H. Rong, H. Wang, M. McDaniel and H. Chen,
Scientific reports, 2018, 8, 1–7.

14 Z. Zhu, I.-H. Chu, Z. Deng and S. P. Ong, Chemistry of Materi-
als, 2015, 27, 8318–8325.

15 N. J. de Klerk and M. Wagemaker, Chemistry of Materials,
2016, 28, 3122–3130.

16 X. He, Y. Zhu and Y. Mo, Nature communications, 2017, 8,
1–7.

17 S.-H. Bo, Y. Wang, J. C. Kim, W. D. Richards and G. Ceder,
Chemistry of Materials, 2016, 28, 252–258.

18 M. Duchardt, U. Ruschewitz, S. Adams, S. Dehnen and
B. Roling, Angewandte Chemie International Edition, 2018, 57,
1351–1355.

19 T. Famprikis, J. A. Dawson, F. Fauth, O. Clemens, E. Suard,
B. Fleutot, M. Courty, J.-N. Chotard, M. S. Islam and
C. Masquelier, ACS Materials Letters, 2019, 1, 641–646.

20 T. Krauskopf, S. P. Culver and W. G. Zeier, Inorganic chemistry,
2018, 57, 4739–4744.

21 C. K. Moon, H.-J. Lee, K. H. Park, H. Kwak, J. W. Heo, K. Choi,
H. Yang, M.-S. Kim, S.-T. Hong, J. H. Lee et al., ACS Energy
Letters, 2018, 3, 2504–2512.

22 Q. Zhang, C. Zhang, Z. D. Hood, M. Chi, C. Liang, N. H.
Jalarvo, M. Yu and H. Wang, Chemistry of Materials, 2020,
32, 2264–2271.

23 T. Famprikis, H. Bouyanfif, P. Canepa, J. Dawson, M. Zbiri,
E. Suard, F. Fauth, H. Y. Playford, D. Dambournet,
O. Borkiewicz, M. Courty, J.-N. Chotard, S. Islam and
C. Masquelier, doi:10.26434/chemrxiv.13567454.v2, 2021.

24 T. Krauskopf, S. Muy, S. P. Culver, S. Ohno, O. Delaire,
Y. Shao-Horn and W. G. Zeier, Journal of the American Chemi-
cal Society, 2018, 140, 14464–14473.

25 T. Krauskopf, C. Pompe, M. A. Kraft and W. G. Zeier, Chemistry
of Materials, 2017, 29, 8859–8869.

26 M. A. Kraft, S. P. Culver, M. Calderon, F. Böcher, T. Krauskopf,
A. Senyshyn, C. Dietrich, A. Zevalkink, J. Janek and W. G.
Zeier, Journal of the American Chemical Society, 2017, 139,
10909–10918.

27 S. Muy, J. C. Bachman, L. Giordano, H.-H. Chang, D. L. Aber-
nathy, D. Bansal, O. Delaire, S. Hori, R. Kanno, F. Maglia et al.,
Energy & Environmental Science, 2018, 11, 850–859.

28 S. Muy, R. Schlem, Y. Shao-Horn and W. G. Zeier, Advanced
Energy Materials, 2020, 2002787.

Journal Name, [year], [vol.],1–10 | 9

Page 10 of 11Energy & Environmental Science



29 S. Ohno, A. Banik, G. F. Dewald, M. A. Kraft, T. Krauskopf,
N. Minafra, P. Till, M. Weiss and W. G. Zeier, Progress in En-
ergy, 2020, 2, 022001.

30 K. Gordiz, S. Muy, W. G. Zeier, Y. Shao-Horn and A. Henry,
Cell Reports Physical Science, 2021, 2, 100431.

31 K. Wakamura, Solid State Ionics, 2004, 171, 229–235.
32 J. L. Niedziela, D. Bansal, A. F. May, J. Ding, T. Lanigan-

Atkins, G. Ehlers, D. L. Abernathy, A. Said and O. Delaire,
Nature Physics, 2019, 15, 73–78.

33 J. Ding, J. L. Niedziela, D. Bansal, J. Wang, X. He, A. F. May,
G. Ehlers, D. L. Abernathy, A. Said, A. Alatas et al., Proceedings
of the National Academy of Sciences, 2020, 117, 3930–3937.

34 A. Maradudin, Theory of lattice dynamics in the harmonic ap-
proximation, Academic Press, New York, 1971.
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