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Umbrella-sampling density functional theory molecular dynamics (DFT-MD) has been employed to
study the full catalytic cycle of the allylic oxidation of cyclohexene using a Cu(II) 7-amino-6-((2-
hydroxybenzylidene)amino)quinoxalin-2-ol complex in acetonitrile to create cyclohexenone and H2O
as products. After the initial H-atom abstraction step, two different reaction pathways have been
identified that are distinguished by the participation of alkyl hydroperoxide (referred to as the “open”
cycle) versus the methanol side-product (referred to as the “closed” cycle) within the catalyst recovery
process. Importantly, both pathways involve dehydrogenation and re-hydrogenation of the -NH2

group bound to the Cu-site - a feature that is revealed from the ensemble sampling of configurations
of the reactive species that are stabilized within the explicit solvent environment of the simulation.
Estimation of the energy span from the experimental turnover frequency yields an approximate value
of 22.7 kcal/mol at 350 K. Whereas the closed cycle value is predicted to be 26.2 kcal/mol, the open
cycle value at 16.5 kcal/mol. Both pathways are further consistent with the equilibrium between
Cu(II) and Cu(III) than what has previously been observed. In comparison to prior static DFT
calculations, the ensemble of of both solute and solvent configurations has helped to reveal a breadth
of processes that underpin the full catalytic cycle yielding a more comprehensive understanding of
the importance of radical reactions and catalysis recovery.

1 Introduction

The oxidation of an allylic -CH2 group to a carbonyl is an im-
portant process in multi-step organic syntheses,1,2 consider that
α,β -unsaturated enones or 1,4-enediones have been utilized as
essential building components in the synthesis of numerous nat-
ural compounds and drug precursors.3–7 In general, allylic ox-
idation can be efficiently activated using tert-butyl hydroperox-
ide (TBHP) with the addition of metal catalysts.8–13 Cu(II) com-
plexes have been of particular interest as copper is relatively eco-
nomical and environmentally benign. For example, Yao et al.14

synthesized a stable aryl–Cu(III) complex that was employed for
C-H activation, resulting in very good yields under aerobic con-
ditions. Wang and coworkers have synthesized a Cu(II) complex
for dehydrogenative aminooxygenations, wherein the Cu oxida-
tion state was demonstrated to convert from (Cu(II) to Cu(III)).15

By allowing a Cu(II)-superoxide complex to react with acyl chlo-
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ride substrates, Pirovano and co-workers found the resultant com-
plex to be a reactive nucleophile, which could be subsequently
be employed for Baeyer–Villiger oxidations of aldehydes.16 More
recently, C-H bond activation of methylene groups has been
achieved using a triazole based ligand and mCPBA,17 and a bioin-
spired Cu(II) complex has been used in the hydroxylation of ben-
zene under mild conditions.18 With the aim of developing new,
economically advantageous catalysts possessing increased sus-
tainability for allylic oxidations, Wu and co-workers19 developed
a Cu(II) 2-quinoxalinol salen complex which completed the oxi-
dation of allylic species without the common additional require-
ments of high heat or long reaction times. In a subsequent study,
such a catalyst was applied with TBHP as an oxidant, and the ox-
idation of a variety of olefin substrates was reported with high
yields.20 The use of Cu(II) catalysts in the functionalization of or-
ganic structures both with and without the addition of peroxides
has also recently been reviewed.21 A detailed analysis of such
catalytic mechanisms can provide an improved understanding of
their nature, and subsequently lead to the strategic design of new
improved catalysts.

The catalyst of interest in this work is Cu(II) 7-amino-6-
((2-hydroxybenzylidene)amino)quinoxalin-2-ol, first reported in
2014.22 This catalyst was developed to limit interference from
free radical reactions; at the same time, it was found to demon-
strate excellent efficiency in allylic oxidation reactions. However,
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static density functional theory (DFT) calculations of the reaction
mechanism in a continuum description of acetonitrile resulted in
a relatively high estimation of reaction barriers; the H-abstraction
step was reported to consume 43.7 kcal/mol, while the step to re-
lease cyclohexenone required 37.5 kcal/mol. Further, the final
steps to retrieve the initial catalytic structure was not described.
Estimating the turnover number (TON) from the amount of cat-
alyst used and the yield, results in an approximate turnover fre-
quency (TOF) of 190/hour that, when employed with the Eyring
equation, yields an approximate energy span23 of 22.7 kcal/mol.

In recent years, DFT-based molecular dynamics24–26 (DFT-
MD) have achieved sufficient computational efficiency to support
broader application in the study of catalytic cycles that account
for the ensemble and dynamic evolution of solvent and solutes.
This method is a significant improvement over more widespread
embedding methods that attempt to include solvent effects by
placing the solute of interest within a dielectric continuum. In
the latter, direct solute-solvent interactions are not considered,
which hampers the study of catalytic processes where the solvent
may play a more prominent role. Further, the ensemble sampling
of solute and solvent configurations can reveal important mech-
anistic features that are not observed when taking a more pre-
scribed approach that involves a pre-defined reaction coordinate
with limited degrees of freedom.

The current work employs DFT-MD to elucidate two new reac-
tion schemes for the allylic oxidation of cyclohexene that have
significantly lowered free energies for reaction relative to the
prior static DFT studies, and they further sample multiple reac-
tion pathways. The cycles are differentiated by the participation
of alkyl hydroperoxide (leading to the “open” cycle) versus the
methanol side-product (leading to the “closed” cycle) within the
catalyst recovery process. In both cases, supporting evidence is
provided for the previously reported electronic structure changes
reported by Storr et al. 27 of square planar Cu(II) that undergoes
reversible oxidation to Cu(III) during the course of the C-H bond
activation. The recovery of methyl peroxide (CH3OO-) attached
to the Cu site is obtained to complete the catalytic cycle. The new
reaction schemes involve the bound -NH2 of the ligand acting as
an H-atom reservoir. The energy span of the closed cycle value
is predicted to be 26.2 kcal/mol while the open cycle lies at 16.5
kcal/mol.

2 Computational Details

2.1 MD Simulation Protocol

The Cu(II) 7-amino-6-((2-hydroxybenzylidene)amino)quinoxalin-
2-ol complex (1) is a slightly simplified catalyst model with
respect to the experimental system,22 wherein the two t-butyl
groups (-C(CH3)3) on the quinoxalin-2-ol and salicylidene
residues are replaced by -H because they are far from the
reactive site that consists of Cu(II) and the attached methyl
hydroperoxide (-OOCH3). The optimized molecular structure
of catalyst 1 is shown in Figure 1 along with the subsequent
reaction intermediates (vide infra).

The catalyst, reactants, and 60 acetonitrile (357 atoms in to-
tal) are initialized by random insertion into a periodic cubic

Fig. 1 Molecular structure of catalyst 1 (1) Cu(II) 7-amino-6-((2-
hydroxybenzylidene)amino)quinoxalin-2-ol, and the five subsequent inter-
mediates INT-1, INT-2, INT-3, INT-4, INT-5. Color codes for atomic
representation: Cu (deep blue), C (brown), O (red), N (light blue), hy-
drogen (white). The O(4)OCH3 residue is originated from the reaction
with a new methyl hydroperoxide molecule.

box using the Packmol code.28 The size of the periodic box
with edge-length of 17.5 Å is obtained as a result of system
equilibration using the NPT-ensemble with the stochastic veloc-
ity rescaling method29 within DFT-MD for 2 ps at 350 K (the
experimental temperature22), in the Quantum Espresso pack-
age.30 The PBE functional31–33 was employed with the DFT-
D3, long-range London dispersion interaction classical interac-
tion scheme proposed by Grimme,34 to provide empirical cor-
rection terms to the long-range interactions. The use of this
well-established generalized-gradient-approximation functional
with the D3 correction guarantees reasonable chemical intu-
ition as well as computational expense for umbrella sampling
MD. The Rappe-Rabe-Kaxiras-Joannopoulos ultrasoft (RRKJUS)
plane-wave basis set and pseudo-potential35–37 was employed
for all participant atoms. To compromise with computational ex-
pense for such a large system, we use Γ-point calculations. A
standard time step of 20 atomic Rydberg time-units (∼ 0.968 fs)
is used at every MD step, and the Verlet integration method38 is
employed to integrate the classical equations of motion. The den-
sity of the NPT equilibrated system is 0.77 g/cm3. The slightly
low density relative to experimental bulk acetonitrile (density =
0.79 g/cm3) is anticipated based upon the small simulation box
size wherein about 20% of the volume is occupied by the solute
molecules.
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2.2 Umbrella Sampling of the Catalytic Cycle

The umbrella sampling technique39–41 enhances sampling along
a specific reaction channel and employs the NVT ensemble at the
experimental temperature of 350 K,22 using the velocity rescaling
thermostat.42 In each bin, we apply a harmonic-bias potential to
put a constraint on the chosen reaction coordinate. The reaction
coordinate varies for each step in the catalytic cycle and is de-
scribed in the Results and Discussion. Each harmonic potential
adopts the form:

V (χ) =
1
2

κ(χ−χe)
2, (1)

where κ is the spring constant (kcal/Å2), and χe is the location
for constraining the reaction coordinate (Å). To obtain good sta-
tistical data in umbrella sampling, the bin size is 0.1 Å, and 200
DFT-MD steps are sampled in each bin. To verify that the use
of 200 DFT-MD steps is sufficient for the convergence of free en-
ergy approximation, we carry out several tests with various num-
ber of DFT-MD steps (150-200) for each reaction step as shown
by Figures S1-S6 in the Supporting Information. The overlap of
umbrella-sampling bins are presented in Figures S7-S12.

From the biased MD data obtained at each step, the aver-
age distribution function can be computed statistically through
a Boltzmann-weighted scheme:

〈ρ(χe)〉=
∫

δ (χe−χ)e−V (q)/kBT dq∫
e−V (q)/kBT dq

, (2)

In the above equation, kB is the Boltzmann constant, and T is the
chosen temperature (350 K) for simulation. Then, the potential
of mean force (PMF) demonstrating the free-energy profile for
a reaction along the user-defined internal coordinate χ can be
calculated:43

ω(χ) =−kBT ln(〈ρ(χ)〉), (3)

For the investigated reaction channels in this study, the PMF ap-
proximations which follow equations 2 and 3 are executed us-
ing the weighted-histogram analysis method (WHAM) as imple-
mented by Grossfield.44,45

The energetic span of a catalytic cycle was conceptualized by
Kozuch and Shaik23, and places an emphasis upon the energetic
profile associated with the turn-over-frequency (TOF). To deter-
mine an energetic span, the TOF-determining structure (TDS) and
TOF-determining transition state (TDTS) must be determined.
Within the reactions studied in this work, the TDTS appears after
TDS, thus, the energetic span of the reaction cycle is defined as:23

δE = GTDTS−GTDS, (4)

where GTDTS and GTDS represent the free energy of TDTS and
TDS, respectively.

2.3 Static DFT calculations

Static DFT calculations were performed to validate the prior work
of Li et al. 22 and explore differences in energy barriers for H-
atom abstraction from cyclohexene. Gas-phase geometry opti-
mizations using either B3LYP/6-31G(d), B3LYP-D3/6-31G(d) and
PBE-D3/6-31G(d) were performed for cyclohexene, the catalyst

1, and the H-atom abstraction transition state based upon ab-
straction by the bound peroxo O(1) atom (see Figure 1). For
each of the calculation set above, two different single-point cal-
culations using the the 6-311+G(2df,p)46,47 basis set were then
performed in the gas phase and using the Solvation Model based
on Density approximation48 (SMD) the polarizable continuum
model (PCM).49 The same set of calculations were also compared
using four acetonitrile molecules surrounding the reactant, tran-
sition state, and product, so as to evaluate the impact of explicit
solvation when combined with a PCM.

3 Results and Discussion

As previously advocated by Kozuch and Shaik 23 , we consider
the entire energy span of the catalytic cycle - including potential
branch points - so as to elucidate the most favorable reaction cycle
(including catalyst recovery) and understand the consistency of
different mechanisms with the available experimental TOF data.

3.1 Formation of cyclohexenone

The H-atom abstraction of cyclohexene was first investigated via
attack by the peroxo- ligand attached to Cu(II), to form the cy-
clohexene radical. Within the umbrella sampling, two different
abstraction steps are considered, where the reaction coordinate
consists of either the allylic H-site being approached by O(1) or
O(2) of the catalyst (atom labels denoted in Figure 1) and es-
tablishing a new O-H bond, thus breaking the O-O bond. The
cyclohexene hydrogen is initially placed 4.8 Å from O(1) or O(2),
and using a window size of 0.1 Å the distance is systematically
decreased. In the initial stage having rO(1)−H or rO(2)−H (≥ 2.7

Å), a force constant for the harmonic bias of (κ = 50 kcal/molÅ2)
is employed, which is increased to 100 kcal/molÅ2, and at the
transition state of new O-H bond formation (around 1.2 Å), a
high force constant of 400 kcal/molÅ2 is used. It is practical to
perform manual tuning of the harmonic constant during umbrella
sampling to enforce good overlap between distance bins.50 The
long-range interactions at large distances are weak and require
only a small κ, whereas the formation of a hydroxide (O-H) co-
valent bond at short distances necessitates a large κ. As shown in
Figure 2(a), the PMF curve of the O(1)...H channel of 1 shows a
free energy barrier of 12.1 ± 0.2 kcal/mol, which is more favor-
able than the O(2)...H channel at 15.6 ± 0.4 kcal/mol.

Alternatively, this step can be examined using the ideal gas-
rigid rotor-harmonic oscillator (IGRRHO) method, in which en-
tropy is established using the rigid rotor or harmonic osciall-
tor approximation. As shown in a previous study of the ligand
exchange process in the palladium complexes,51 the IGRRHO
method gave reasonable estimation of free energy in compari-
son with that given by umbrella sampling DFT-MD for the same
exchange reaction. In the H abstraction case, the O(1)-H reac-
tion step was previously investigated using the IGRRHO method
with gas-phase optimized B3LYP and single-point SMD polariz-
able continuum (PCM) approximations to the acetonitrile media,
where a free energy barrier of 43.7 kcal/mol was predicted.22 To
investigate the significant variation in the predicted barriers, we
first employed the same computational protocol and nominally

Journal Name, [year], [vol.],1–10 | 3

Page 3 of 10 Dalton Transactions



Fig. 2 (a) PMF for O(1)...H and O(2)...H abstraction channels by cat-
alyst 1, (b) PMF for the formation of cyclohexenone and ·OH radical.

reproduced their barrier height, with a predicted ∆G†(SMD, 298
K) of 45.8 kcal/mol. Examination of the solvation energy cor-
rection revealed an ≈ 8 kcal/mol variation for the reactants (de-
termined in separate single-point calculations with their own in-
dividual solute cavities embedded within the solvent continuum)
versus the transition state (having a single cavity), which serves
to increase the activation barrier ≈ 7 kcal/mol (for both ∆E† and
∆G†). To learn the impact of dispersion interactions on the ener-
getics of this catalytic step, we performed the same set of calcu-
lations using B3LYP-D3, and observed a consistent drop of > 10
kcal/mol in both ∆E† and ∆G† in comparison with the B3LYP re-
sults in Table 1. In addition, we also performed the static PBE-D3
calculations, which reduced the activation barrier by a remark-
able ≈ 20 kcal/mol in comparison with the B3LYP result, with the
same observations regarding the solvation correction. We then
included 4 explicit CH3CN within the gas-phase geometry opti-
mization of the reactants and transition state using the PBE-D3
functional, followed by SMD solvation corrections. Notably, the
explicit solvent calculation led to a decrease in ∆E†, even after
the PCM correction. This is the opposite effect that the PCM had
upon the ∆E† in the absence explicit solvent. These data indi-
cate that the significant variation in the cavity size for the reac-
tants and transition state leads to incomplete error cancellation
within the PCM approach that supports an artificially increased
predicted barrier from the static DFT calculations. The entropic
contribution to the free energy is also significant in these calcu-
lations (T∆S ≈ 10 kcal/mol in the implicit PCM calculations and
≈15 kcal/mol in the case with 4 CH3CN). Indeed, similar magni-
tude of T∆S contribution were observed for numerous elementary
dissociations/associations.52 Note that in the static calculations
the entropic contributions are approximated from ideal gas and

Scheme 1 Two reaction channels of 1 associated with the O(1) or O(2)
abstraction of the allylic cyclohexene hydrogen lead to the formation of
cyclohexene radical and methanol, and INT-1.

harmonic partition functions, while the ensemble distribution of
states is explicitly determined in the DFT-MD. Thus, we also posit
that the entropic contributions in the static DFT calculations also
contribute significantly to the much higher calculated ∆G† rel-
ative to the DFT-MD simulations. In combination, the nearly 30
kcal/mol decrease in ∆G† from the PMF simulations relative to the
previously reported static DFT calculations is attributed to three
sources: 1) changes in the density functional, 2) incomplete error
cancellation in the PCM, and 3) variations in the way in which
the entropic contributions are considered.

Notably, the TS for H-atom abstraction is nominally the same in
the prior static calculations as in this work; however, after the TS,
the gas-phase reactivity of the CH3O· leads to it binding to the
Cu(II) site with dissociation of the bound -NH2 of the ligand to
maintain a 4-coordinate Cu-center. In contrast, following the first
reaction channel of O(1) abstraction with DFT-MD, a hydroxyl (-
OH) residue is established at the O(1) site, which bonds directly
to Cu(II), while CH3O(2)· quickly abstracts the hydrogen atom
from the bound N(1)H2 of the ligand to produce methanol. This
is a fast and spontaneous process that occurs within 0.2 ps after
the O(1)-O(2) dissociation. In the second reaction channel, based
upon the O(2) allylic H-atom abstraction, an alcohol residue is
established at O(2). Methanol would be produced directly as
a product of this reaction step, while the resulting O(1) radical
quickly abstracts a hydrogen atom from the nearby -N(1)H2 to
become -O(1)-H bound to the Cu. Thus, somewhat surprisingly,
both of the reaction channels from O(1) and O(2) abstractions
lead to the formation of methanol and Cu-O-H, and the dehydro-
genation of the coordinated -N(1)H2 to -N(1)H (see Scheme 1).
The intermediate Cu-complex is labeled as INT-1 obtained from
catalyst 1, as illustrated in Figure 1. The unique dehydrogenation
behavior is revealed by the ensemble sampling of different de-
grees of freedom of the solutes and solvent, which would not be
anticipated from a static DFT study. Also, note that the CH3O(2)H
molecule that has been formed from the dehydrogenation of -
N(1)H2 remains hydrogen bonded to the INT-1 structure (as is
shown in the radial distribution function (RDF) plots in Figure
S14). This important feature has the ability to support H-atom
transfer in later reaction steps.

The cyclohexene radical that is produced by H-atom abstraction
is most likely oxidized by either molecular oxygen or an external
CH3OOH to form cyclohexenone. Prior experimental study5,22

employed 18O labelled O2 and found a ratio of labelled to unla-
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Table 1 Total electronic energies (kcal/mol) and free energy (kcal/mol) at 298 K and 350 K for the O(1)-H abstraction.

H-atom abstraction (TS - re-
actants)

E(298/350) E(PCM, 298/350) G(298/350) G(PCM, 298/350)

B3LYP (no explicit solvent) 27.6 / 27.6 34.4 / 34.4 39.0 / 40.9 45.8 / 47.7

B3LYP-D3 (no explicit solvent) 15.4 / 15.4 22.6 / 22.6 29.4 / 31.9 36.7 / 39.2

PBE-D3 (no explicit solvent) 9.6 / 9.6 16.4 / 16.4 20.7 / 22.6 27.6 / 29.4

PBE-D3 (4 explicit solvent
molecules)

3.5 / 3.5 13.0 / 13.0 21.5 / 24.8 31.0 / 34.3

DFT-MD (350) 12.1

belled 18O-cyclohexenone of 1:3. Although this supports a pref-
erence for oxidation by CH3OOH, the resulting radical chemistry
is significantly more complicated, and hence, we focused on the
reaction channel with molecular O2 to investigate cyclohexenone
formation and subsequent catalyst recovery. The system contain-
ing INT-1, molecular oxygen and the cyclohexene radical was
equilibrated for 1.5 ps at 350 K, wherein the O2 diffused to the
cyclohexene radical and reacted to form the cyclohexene-peroxo
radical. This species adopts a trans conformation about the O-O-
C-H and as such, the equilibrium distance between the terminal
oxygen atom and allylic hydrogen atom is 3.2 Å. A rotational bar-
rier must exist along this dihedral, as rotation does not readily
occur. Thus, this species is somewhat long-lived and prevents the
observation of further reaction within the 1.5 ps of equilibrated
trajectory. Umbrella sampling was then performed that brought
the terminal O-atom to the allylic hydrogen atom (Figure 2(b)).
This first consists of O-O bond rotation around the O-C axis in
order to approach the targeted hydrogen site, which has a bar-
rier of ca. 0.8 kcal/mol within the PMF (see Figure 2(b)). As
the hydroxyl O...H bond distance is systematically reduced in the
PMF, a free energy barrier of 8.2 ± 0.2 kcal/mol is observed at
a hydroxyl O...H bond distance around 1.5 Å that corresponds to
the hydroxyl O-H bond formation and cleavage of the peroxy O-O
bond. In the last umbrella sampling step at 1.4 Å, the barrier is
overcome, wherein the newly formed hydroxide radical (·OH) de-
parts and cyclohexanone is created. The hydroxide radical (·OH)
is highly reactive and will abstract hydrogen atoms from nearby
molecules, including the methanol produced from the first step of
the catalytic cycle (vide infra) or other available solvent molecules
(Scheme 2). Both processes occur very rapidly and without a bar-
rier in equilibrium trajectories after the formation of the hydrox-
ide radical (·OH).

3.2 Catalyst recovery

At this stage in the catalytic cycle, cyclohexenone has been ob-
tained and three side products have been created (H2O, CH3OH,
and ·OH). From structure INT-1, the catalyst can be recovered
within either a “closed” cycle, in which side product are involved
in the recovery, or within an “open” cycle, in which an extra
methyl hydroperoxide participates in the recovery process.

3.2.1 The closed cycle

The closed cycle utilizes the side products formed from the H-
atom abstraction of cyclohexene (being the CH3O(2)H that is hy-

Scheme 2 Activity of ·OH radical in the solution.

drogen bonded to INT-1) and O2 addition to cyclohexene radical
(being ·OH) within catalyst recovery. If the ·OH is formed in close
proximity to the INT-1 then there is a high statistical liklihood of
its subsequent reaction with CH3O(2)H, to yield a hydroxymethyl
radical (CH3O(2)·) that may further spontaneously abstract the
final hydrogen atom from N(1) in INT-1 to form a second inter-
mediate of the catalytic cycle INT-2 in Figure 1 and Scheme 2.
Importantly, the O(2)-H(1) hydrogen bond facilitates (or preor-
ganizes) O(2) being able to abstract H(2) from N(1) to yield the
intermediate INT-2. In the instance where the hydroxide radical
(·OH) abstracts a hydrogen atom from acetonitrile, the resulting
radical H2CCN· is formed, which has the ability to re-enter the
hydrogen abstraction cycle. In that event, the open cycle set of
pathways (vide infra) may be more likely.

The evolution of 1 to intermediates INT-1 and then INT-2 in-
volves significant changes to the electronic structure. Prior ex-
perimental study of related complexes using UV-vis spectroscopy,
magnetic susceptibility, and X-ray crystallography, have indicated
the switch of the Cu oxidation state (from Cu(II) to Cu(III)) and
a dynamic equilibrium between spin states in a square-planar
organometallic complex during the catalytic cycle.27 To exam-
ine the change in electronic structure during the formation of
the cyclohexenone, Natural Population Analysis (NPA)53 was per-
formed and the atomic spin density was analyzed. Both single
point and geometry-optimized clusters consisting of the catalyst
and two acetonitrile molecules that are closest to the reactive
site were examined. The single point calculations employed the
PBE/6-311+G(2df,p) functional/basis-set combination, while the
geometry optimization was performed with the smaller 6-31G(d)
basis,54,55. As observed in Table 2, the charge of Cu during
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Table 2 NPA charges (q) and spin density (ρ) of Cu and its coordinated
atoms in catalyst 1 and intermediates INT-1, INT-2, INT-4, and INT-
5 obtained from single point PBE/6-311+G(2df,p) calculations sampled
from the DFT-MD trajectory.

1 INT-1 INT-2
Site q ρ q ρ q ρ

Cu 0.88 0.43 0.92 0.00 0.91 0.00
N(1) -0.85 0.09 -0.68 0.00 -0.50 0.52
O(n) -0.52 0.20 -0.91 0.00 -0.78 0.07
N(2) -0.53 0.07 -0.49 0.00 -0.49 0.01
O(3) -0.68 0.11 -0.62 0.00 -0.55 0.01

INT-4 INT-5
Site q ρ q ρ

Cu 0.88 0.44 0.90 0.00
N(1) -0.79 0.17 -0.71 0.00
O(n) -0.92 0.02 -0.34 0.00
N(2) -0.46 0.11 -0.50 0.00
O(3) -0.68 0.13 -0.58 0.00
n = 4 in INT-5, n = 1 otherwise.

the catalytic cycle is relatively unchanged (qCu ca. 0.9); how-
ever, the unpaired electron density is changed from ca. 0.43 in
1 to essentially zero in INT-1 and INT-2. Concomitantly, there
is charge migration from N(1) and O(3) (which become less
negatively charged) to O(1) (which becomes more negatively
charged), while there is growth of unpaired electron density on
N(1) during the formation of INT-2. In terms of bond distances
given by PBE/6-31G(d) structural optimizations, the Cu-N(1) and
Cu-O(1) bonds in 1 are 2.02 Å and 1.85 Å, respectively (Table 3).
In intermediate INT-1, the Cu-N(1) distance drops significantly to
1.84 Å (nearly 10 %). The Cu-O(1) bond is somewhat shortened
to 1.80 Å. In intermediate INT-2, the Cu-N(1) and Cu-O(1) bonds
are 1.84 Å and 1.79 Å, which are nearly the same as in INT-1.
The drop in bond distance herein is in good agreement with the
experimental and theoretical observations in the previous report
of Storr et al. 27 , which clearly pointed out the slight decrease of
ionic radius of square-planar Cu upon the oxidation from II to III.
In that report, the square-planar Cu site was surrounded by two
nearly-equivalent O and two nearly-equivalent N ligands. In the
Cu(II) state, the experimental (and calculated) Cu-O and Cu-N
bonds are 1.89 (1.90) Å and 1.91 (1.93) Å, respectively; while
in the Cu(III) state, the experimental (and calculated) Cu-O and
Cu-N bonds are 1.84 (1.84) Å and 1.88 (1.87) Å.27 Interestingly
enough, it is observed in this case study that the Cu-N(1) bond
length decreases by a greater extent when undergoing transfor-
mation from 1 to INT-1. Overall, we observe that the spin state of
1 is doublet, which reveals the Cu(II) oxidation state. The amino
group -N(1)H2 in 1 is converted to the amido group -N(1)H in
INT-1, thus, the Cu-N(1) linkage becomes an ionic bond with
shortened bond length (1.84 Å). As a result, the overall spin state
of INT-1 is singlet, and the Cu site becomes Cu(III). The oxida-
tion state (III) is retained in INT-2, but spin state of the structure
is doublet with one unpaired electron residing at the N(1) site.

Within the equilibrated system of INT-2, CH2O(2)H forms a sta-
ble hydrogen bond with N(1) through the N(1)-H(2) and O(2)-
H(1) hydrogen bonds, as shown in the RDF plot in Figure S15.

Table 3 The Cu-ligand bond distances (Å) in catalyst 1 and interme-
diates INT-1, INT-2, INT-4, and INT-5 obtained from PBE/6-31G(d)
optimizations.

Bond 1 INT-1 INT-2 INT-4 INT-5
Cu-N(1) 2.02 1.84 1.84 1.86 1.85
Cu-O(n) 1.85 1.80 1.79 2.10 1.85
Cu-N(2) 1.93 1.89 1.88 1.92 1.91
Cu-O(3) 1.90 1.86 1.88 1.86 1.83
n = 4 in INT-5, n = 1 otherwise.

Based upon the spontaneous H-atom abstraction by the methoxy
radical from -N(1)H(2) that created INT-2, it is considered un-
likely that the reverse reaction will contribute to catalyst recovery.
As such, to consider how N(1) may recover its H-atoms and the
O(1)-O(2) peroxo bond may reform, we first examine the H-atom
abstraction from O(1) by the N(1) site.

The intermediate INT-2 shown is first equilibrated in ace-
tonitrile prior to executing the umbrella sampling along the
N(1)...H(1) distance. The process of H-atom transfer starts to oc-
cur at 1.7 Å and the N(1)-H(1) distance is at a minimum at 1.16
Å. A free energy barrier of 11.0 ± 0.2 kcal/mol is observed for
this process, which creates an O(1) radical (Figure 3(a)). After
the last umbrella sampling step, we allow the system to equili-
brate, and H(1) maintains its covalent bond with N(1), establish-
ing the intermediate INT-3. This intermediate structure forms a
long-lived hydrogen bond with methanol (CH3O(2)H(2)) via the
long-range O(2)-H(1) linkage, as illustrated by the RDF data in
Figure S16.

Fig. 3 (a) PMF of the N(1)-H(1) bond formation leading to the estab-
lishment of O(1) radical site, to form intermediate INT-3, (b) PMF of
the O(1)-O(2) bond formation to re-establish the peroxo bond, (c) PMF
of the N(1)-H(2) bond formation to recover the initial catalyst.

The above simulation of N(1)-H(1) recombination allows us to
formulate a new perspective about driving forces that may allow
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the O(1) and O(2) sites in INT-2 to reform their peroxo bond via
the ability of N(1) to abstract an H-atom from O(1), creating a
reactive O-site. The next step to recover the initial catalyst is thus
explored by sampling the O(1)...O(2) distance coordinate from
the equilibrated INT-3, which sets the O(1)-O(2) distance in the
system to be around 3.5 Å. During the system equilibration, the
RDF for the O(2)-H(1) pair (Figure S16) indicates a hydrogen
bond between O(2) and H(1) at around 2 Å. As O(1) approaches
closer to O(2) at the local minimum when the O(1)-O(2) distance
is 2.7 Å, H(2) quickly migrates toward O(1) and makes a strong
covalent bond. After 19 umbrella sampling steps (step size = 0.1
Å), the system seems to be trapped in another local minimum
where the O-O peroxide distance is around 1.7 Å, as shown in
Figure 3(b). Interestingly, when the system is equilibrated for 0.5
ps at the current O(1)-O(2) distance of 1.7 Å, it would favor to
release ·CH3O(2) radical, which can re-enter another catalytic cy-
cle, while the -O(1)-H(2) residue remains bonding with Cu. Later,
the actual minimum for the O(1)-O(2) peroxide bond formation
is located around 1.5 Å. The free energy barrier of this process
is determined as 8.5 ± 0.6 kcal/mol, which is found around the
O(1)-O(2) distance of 1.9 Å. Continuing to sample toward the
O(1)-O(2) equilibrium distance around 1.4-1.5 Å, we find the
that the methyl hydroperoxide (CH3OOH) that is formed main-
tains the O(1)-Cu bond.

The last umbrella sampling in this closed cycle is carried out
with the recovery of the catalyst, in which we investigate the re-
turn of H(2) to N(1). After the O(1)-O(2) peroxide bond is es-
tablish, the whole system is equilibrated for 1 ps at 350 K. The
equilibrated N(1)-H(2) distance after this process is just 2.3 Å.
During the umbrella sampling (Figure 3(c)), the free barrier is 4.5
± 0.1 kcal/mol at the N(1)-H(2) of ca. 1.3 Å. After overcoming
the harmonic sampling step around 1.2 Å, the original structure
of catalyst is finally recovered.

The overall reaction mechanism observed by umbrella sam-
pling MD in this closed cycle is presented in Scheme 3. It should
be noted that we only present the primary reaction channels with
the most favorable free energies barriers in the scheme. Overall, a
water molecule is obtained as a side product besides the targeted
product, cyclohexenone. Although methanol is formed as an in-
termediate product, it is consumed when the original catalyst is
restored. The energetic span for this closed cycle is presented in
Figure S19. In this energetic span, we had to approximate the free
energy of INT-1 being converted to INT-2. This free energy can-
not be determined using the statistical umbrella sampling method
due to extremely high activity when ·OH participates in the cat-
alyst recovery cycle (see Scheme 2), we thus employ an approxi-
mation based on total electronic energies. The difference in total
electronic energy of INT-1 before the conversion step and INT-2
after conversion is the difference in free energy. The energy span
δE (Equation 4) for this closed cycle consumes 26.2 kcal/mol in
comparison to the experimental estimate from the TOF of 22.7
kcal/mol.

3.2.2 The open cycle

In comparison to the closed cycle, the open cycle avoids the for-
mation of an O-O bond within catalyst recovery by ignoring the

Scheme 3 The allylic oxidation scheme in the closed catalyst-recovery
cycle.

participation of the side products in the formation of INT-1 and
instead allowing entry of the alkyl hydroperoxide which is present
under reaction conditions. Starting from INT-1, CH3OOH reacts
with the -O(1)H bound to Cu, to produce H2O (which is released
into solution) and CH3OO· (which coordinates to the Cu-site).
This is followed by rehydrogenation of the -N(1)H by methyl hy-
droperoxide to recover the catalyst 1.

The system containing INT-1 and CH3OOH is equilibrated for 1
ps. For convenience, we denote the active H-atom of the methyl
hydroperoxide as H(3) and the oxygen it is bound to as O(4),
while the O-atom of the Cu-bound -OH is O(1). Testing of the
O(1)-H(3) reaction coordinate revealed no minima in the PMF
(Figure 4(a)) and further no-dissociation of the O(4)-H(3) bond
althought it elongates to 1.4 Å. These data indicate a more com-
plex and higher dimensional reaction coordinate (for example a
2-dimensional coordinate consisting of both the O(1)-H(3) and
methyl hydroperoxide O(4)-H(3)) for the formation of H2O and
CH3OO·. Complete sampling of the 2D PMF is computationally
impractical and as an alternative a slice of this 2D surface was
instead examined with the O(1)-H(3) distance fixed at 1.05 Åand
a PMF along the O(4)-H(3) distance. The 1.05-Å O(1)-H(3) con-
straint is chosen because it is close to the transition state of O(1)-
H(3) bond formation, where it requires 3.7 ± 0.2 kcal/mol.

The sampling for the O(4)-H(3) bond dissociation is begins at
1.4 Å, which is the equilibrium distance at O(1)-H(3) of 1.05 Å.
After only 5 umbrella sampling steps, at the CH3OO(4)-H(3) dis-
tance of 1.7 Å, the system reaches a transition state, and the ex-
pected products (H2O and CH3OO·) are formed in the next um-
brella sampling bin. The free energy for the O(4)-H(3) bond rup-
ture is 1.3 ± 0.1 kcal/mol (Figure 4(b). The structure obtained
at this point is labelled INT-4 (Figure 1). Static PBE-D3 opti-
mization and NPA analysis reveals that although INT-1 is a singlet
Cu(III), the spin state of INT-4 is doublet Cu(II) (Table 2). How-
ever INT-4 is unstable, as indicated by the departure of the bound
H2O during 0.5 ps of DFT-MD equilibration. After the departure
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Fig. 4 Energy contributions for the formation of INT-4. (a) PMF of
the O(1)-H(3) reaction coordinate for methyl hydroperoxide attack on
the -O(1)H bound to Cu, (b) PMF of the O(4)...H(3) dissociation at a
fixed O(1)-H(3) distance of 1.05 Å(using the zero of energy in (a) as the
reference).

of the H2O ligand, umbrella sampling mapped the potential of
mean force for CH3OO(4)· coordination to Cu site to form INT-5
(Figure S17), however there is no activation energy and only a
exergonic process that releases 4.6 kcal/mol when the Cu-O(4)
equilibrium distance is attained around 1.9 Å. Upon binding to
the Cu site, the CH3OO(4)· induces Cu oxidation in INT-5 to form
Cu(III) (Table 2).

The last reaction step of the open cycle is the H-atom trans-
fer from another HOOCH3 molecule to the N(1) site. This step
converts the amido ligand -N(1)RH to amino -NRH2, and yields
back the Cu(II) oxidation state. After equilibrating the system
containing INT-5 and HOOCH3, we start our umbrella sampling
investigation from the N(1)...H(4) distance of 2.2 Å. At 1.9 Å, a
local minimum is identified due to the hydrogen bond of the N(1)-
H(4) pair (Figure S18(a)). Performing umbrella sampling toward
the formation of N(1)-H(4) bond, we observe no local minimum
as an indication of H(4)-O(5)OCH3 bond rupture. At the N(1)-
H(4) distance of 1.05 Å, the free energy is 4.5 ± 0.1 kcal/mol,
which is close to the transition state of bond formation. We again
perform additional umbrella sampling for the breaking of H(4)-
O(5)OCH3 bond while the N(1)-H(4) distance is constrained at
1.05 Å. The H-OOCH3 bond rupture can be observed at 2.2 Å, as
shown in Figure S18(b). The additional free energy to break the
H(4)-O(5)OCH3 bond is only 1.9 ± 0.1 kcal/mol. Overall, ≈ 6.4
kcal/mol is needed for the transfer of H(4) from HOOCH3 to the
N(1) site to restore the original catalyst structure. The reaction
scheme involving the open catalyst recovery cycle is shown in
Scheme 4. The energy span of the open cycle is presented in Fig-
ure S20, in which we show the relative free energy from the initial
H-atom abstraction step to the point where the original catalyst
can be retrieved by a two-step reaction with CH3OOH molecules.
According to the open catalyst recovery scheme, the TDTS is the

Scheme 4 The allylic oxidation scheme in the open catalyst-recovery
cycle.

final transition state before reverting back to the original catalyst
structure 1. The energy span for the reaction cycle using Equation
4 is 16.5 kcal/mol, nearly 10 kcal/mol lower than that observed
for the closed cycle.

Comparison of the closed and open cycle pathways reveals sev-
eral distinguishing characteristics for consideration. The cycles
branch after the formation of INT-1 and thus both encompass the
Cu(II) to Cu(III) oxidation, and both further contain the Cu(III) to
Cu(II) recovery. Importantly, the closed cycle contains both O-O
breaking and formation events, the latter appearing antithetical
to the premise of using an alkyl hydroperoxide oxidant. While
the energy span of the closed cycle is closer to that estimated
from the experimental TOF (26.2 kca/mol vs. 22.7 kcal/mol ex-
perimentally), it is nearly 10 kcal/mol higher in energy than the
open cycle. The closed cycle further contains more efficiency in
accounting for side products and produces less radical side prod-
ucts. The open cycle leverages the alkyl hydroperoxide during
catalyst recovery and does not lead to any O-O bond forming
steps. It further does not mandate a second dehydrogenation of
the bound amide. Yet it leads to production of both hydroxyl and
methylperoxide radical side products.

4 Conclusions
Two complete catalytic mechanisms of allylic oxidation of cyclo-
hexenone by a Cu(II) complex have been identified by DFT-MD,
wherein the the ensemble of configurations of acetonitrile solva-
tion and dynamically evolving degrees of freedom of the solute
and solvent identify new reaction branches and side processes.
The first cycle incorporates side products within catalyst recov-
ery and is labelled the “closed” cycle, while the second cycle in-
corporates the alkyl hydroperoxide oxidant and is labelled the
“open” cycle. The closed cycle has a predicted energy span of
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26.2 kcal/mol while the open cycle has a predicted value of 16.5
kcal/mol at 350 K. These data compare to an estimated exper-
imental value of 22.7 kcal/mol at 350 K. The reactions branch
after the allylic H-atom abstraction which creates a Cu(III) inter-
mediate based upon dehydrogenation of the bound -NH2 of the
ligand, where the Cu oxidation consistent with prior experimental
studies. The reversible dehydrogenation/rehydrogenation of the
amido group is the key to the overall mechanism and catalyst re-
covery. Multiple instances are observed throughout both catalytic
cycles that rely upon the ensemble sampling of configurations of
the reactants and stabilization by explicit solvation, pointing to
the importance of DFT-MD as a tool to provide new insight about
catalytic processes in multicomponent solutions.
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