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Abstract 

Understanding the interplay of multiple components (steric, electrostatic, stereoelectronic, dispersive, 

etc.) that define the overall energy, structure, and reactivity of organic molecules can be a daunting task. 

The task becomes even more difficult when multiple approaches based on different physical premises 

disagree in their analysis of a multicomponent molecular system. Herein, we will use a classic 

conformational “oddity”, the anomeric effect, to discuss the value of identifying the key contributors to 

reactivity that can guide chemical predictions. 

After providing the background related to the relevant types of hyperconjugation and a brief historic 

outline of the origins of the anomeric effect, we outline variations of its patterns and provide illustrative 

examples for the role of the anomeric effect in structure, stability, and spectroscopic properties. We show 

that complete hyperconjugative model remains superior in explaining the interplay between structure 

and reactivity. 

We will use recent controversies regarding the origin of the anomeric effect to start a deeper discussion 

relevant to any electronic effect.  Why are such questions inherently controversial?  How to describe a 

complex quantum system using a model that is “as simple as possible, but no simpler”?  What is a fair test 

for such a model? Perhaps, instead of asking “who is right and who is wrong?”, one should ask “why do 

we disagree?”.

Stereoelectronic thinking can reconcile quantum complexity with chemical intuition and build the 

conceptual bridge between structure and reactivity. Even when many factors contribute to the observed 

structural and conformational trends, electron delocalization is a dominating force when the electronic 

demand is high (i.e., bonds are breaking as molecules distort from their equilibrium geometries). In these 

situations, the role of orbital interactions increases to the extent where they can define reactivity. For 

example, negative hyperconjugation can unleash the “underutilized” stereoelectronic power of unshared 

electrons (i.e., the lone pairs) to stabilize a developing positive charge at an anomeric carbon. This analysis 

paves the way for the broader discussion of the omnipresent importance of negative hyperconjugation in 

oxygen-containing functional groups. From that point of view, the stereoelectronic component of the 

anomeric effect plays a unique role in guiding reaction design.
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Introduction

The importance of delocalization and the nature of stereoelectronic effects

 Chemical reactivity is complex. In order to rationalize and predict the net effect of multiple functional 

groups in a molecule, one has to consider, in addition to the obvious electrostatic and steric factors (the 

usual focus of an undergraduate organic chemistry class), the quantum effects associated with 

superposition of atomic wavefunctions. Of course, a variety of modern quantum mechanical methods can 

quantitatively model chemical reactivity, but their ever-increasing accuracy generally comes at the 

expense of conceptual clarity. As our approximations for solving the Schrodinger equation grow in 

complexity, the fundamental concept of chemical bonds and functional groups start to vanish into thin 

air.1 One can argue if this trend is good or bad, but, at the moment, we still need humans to be able to 

understand and predict chemical reactivity. At least, before this job is taken over by the computer 

algorithms that may embrace the alternative logic and use it more efficiently. 

Although chemists are comfortable with describing molecules as Lewis structures - bonds as lines, 

unpaired valence electrons as dots - molecules are nothing like lines and dots drawn on paper. They are 

complex quantum objects, constituted of electrons delocalized around the atomic nuclei. Conjugation, 

hyperconjugation, and -conjugation are manifestations of this delocalization, i.e., a refinement of the 

initial Lewis structure approximation by resonance (Figure 1). Such delocalizing interactions come in a 

variety of patterns, each of which can correspond to a stereoelectronic effect on stability or reactivity. 2 

Generally, intramolecular delocalizing interactions are classified as conjugation, hyperconjugation, and σ-

conjugation (Figure 1). Interactions that involve π-bonds and p-orbitals are referred to as conjugation. 

Based on IUPAC definition, interactions between σ- and π-orbitals are classified as hyperconjugation, 

whereas the interactions between two σ-orbitals are called σ-conjugation.2-5 In practice, -conjugation is 

often treated as another pattern of hyperconjugation. 
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Figure 1. Common types of intramolecular delocalizing interactions.2
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Herein, our focus will be on negative hyperconjugation, i.e., the interactions between lone pairs and -

orbitals.  Negative hyperconjugation involves the transfer of electron density from a good donor (usually, 

a lone pair) to an acceptor σ*-orbital. The “opposite” delocalization pattern, positive hyperconjugation, 

involves the transfer of electron density from a donor σ-orbital to an empty orbital (often at a cationic 

center). The third type, neutral hyperconjugation, is balanced, so both molecular fragments act 

simultaneously as donor and acceptor towards each other via a pair of delocalizing interactions of 

opposite direction (i.e., CX*CY and CY*CX for a C=X/C-Y pair).

In order to calibrate our perception, Figure 2 provides Natural Bond Orbital (NBO) evaluation of the 

electronic stabilization provided by negative, neutral, and positive hyperconjugation in three parent H3C-

X systems of different electronic nature (X = NH2, CH3, BH2).  As a more detailed discussion of these trends 

can be found in the literature,6 we will only provide a very short outline of the key chemical consequences 

of these delocalizing effects. Further details of the NBO method will be given in one of the following 

sections. 
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energy:

M06-2X/6-311++G(d,p)
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Population:

Figure 2. Examples of negative, neutral and positive hyperconjugation. Orbital interaction energies are 

evaluated using the 2nd order perturbation approach. Note that NBO orbital interaction energy for neutral 

hyperconjugation needs to be multiplied by two since this pattern is bidirectional (i.e., each C-H bond 

serves as a donor and an acceptor). 

Positive hyperconjugation, associated with a strong σCH→p*B interaction (13.7 kcal/mol), is greater than 

the other two hyperconjugation types even in the absence of positive charge. Delocalization in 

methylborane is essential in partially compensating for the lack of an octet at the boron atom. 

Delocalization of charge through positive hyperconjugation plays an important role in stabilizing 

carbocations7 and explains the well-known order of cation stability 

(tertiary>secondary>primary>methyl).8, 9
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Negative hyperconjugation is smaller but still relatively large (note the nN→σ*CH interaction of 8.6 kcal/mol 

in Figure 2). It is essential because it provides a way to involve non-bonding orbitals (lone pairs) in chemical 

bonding.  A remarkable feature of negative hyperconjugation is that these strong delocalizing interactions 

are present in stable textbook molecules (amines, ethers, alcohols, ketones). 

In addition, one can also separate orbital interactions into vicinal, geminal, and remote interactions, 

depending on whether the interacting orbitals are at the same atom (geminal), adjacent atoms (vicinal) 

and atoms that are not directly bonded (remote).  Although both the geminal10, 11,12, 13  and the remote14,15 

interactions are ubiquitous and provide important contribution to overall molecular stability,3 it is the 

vicinal interactions that are especially interesting as a tool for control chemical reactivity as these 

interactions can be switch off and on by rotation around the bridging bond. 

Although hyperconjugation is an omnipresent “foundational” force, essential for understanding many 

aspects of chemical structure and reactivity, there are chemical phenomena where the role of 

hyperconjugation is especially relevant. In particular, hyperconjugation provides simple and intuitively 

appealing explanations for the strikingly counterintuitive consequences for molecular structure, stability 

and reactivity associated with stereoelectronic effects.2 Stereoelectronic effects, i.e., the stabilizing 

interactions of orbitals in space, are based on the quantum nature of molecular bonding but express this 

nature in a set of simple and intuitive practical rules that build a bridge between structure and reactivity.2, 

3 “Stereo” in “stereoelectronic” is not related to “steric repulsion” but, instead, highlights the 

directionality of orbital interactions in space. Stereoelectronic stabilization is only “switched on” when the 

geometry is favorable for orbital overlap. For example, in each of the five pairs in Figure 3, the more stable 

structure is the one that seems to be disfavored sterically (i.e., gauche, cis, or axial) but has the “best 

donor” orbital aligned with the “best acceptor” orbital.16, 17 For those readers who would like to learn 

more about the foundations of stereoelectronic effects and the difference between NBOs and molecular 

orbitals, we have also provided addenda at the end of the Review .
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Figure 3. Examples of stereoelectronic effects on stability of conformers and isomers.2 In every case, a 

“sterically disfavored structure is more stable 

Out of this illustrative selection of stereoelectronic effects, one of the oldest and historically important 

examples is the anomeric effect (AE), shown here is the preference for the axial conformer of 2-F-

tetrahydropyran (2-F-THP).18, 19  A well-accepted explanation for the anomeric effect is based on stabilizing 

hyperconjugative donor-acceptor interactions between the lone pair of oxygen and the acceptor *C-F 

orbital (vide infra). As we will show below, this simple model has significant predictive power and, with a 

modest expansion, can explain a variety of unusual properties of anomeric systems, including their 

structure, stability, and reactivity. 

However, even though the hyperconjugative model of the anomeric effect remains the most popular, a 

few literature reports offer a dissenting opinion and argue for the primary importance of electrostatic 

factors and the relative unimportance of hyperconjugation.  For example,  Wiberg and Rablen 

acknowledge the complexity of the anomeric effect but advocate for the greater importance of bond 

polarization and electrostatics.20 Mo and coworkers developed Block Localized Wavefunction (BLW) 

analysis and used it “to disprove the hyperconjugation explanation for the anomeric effect”.21, 22 In several 

reports, Ferro-Costas, Mosquera and coworkers state that “QTAIM properties dissent from the view of 

the hyperconjugative model, but agree with an interpretation based upon electron–electron 

repulsions”23-29 and conclude that hyperconjugation is less important than electrostatics.

Considering that the anomeric effect is the prototypical stereoelectronic effect, these conflicting opinions 

suggest that it is timely to reevaluate the role of hyperconjugation in this phenomenon. One of the goals 

of this review is to illustrate how stereoelectronic aspects of orbital interactions affect structure and 

reactivity in the anomeric systems. 
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Furthermore, we would like to go one step further and use this essential topic to start a deeper discussion 

that is relevant to any electronic effect and can be summarized by the following questions. Can we 

describe a complex “full-blooded” quantum system with a model based on a single parameter? How would 

we choose such a parameter and what is a fair test for a model that tries to represent a reality that is not 

simple and is not clearly separable into completely independent components?  

In a situation where multiple effects combine to account for the observed trend in stability, conclusions 

from different studies often remind one of the old tale of blind men and an elephant. The story tells that 

when the men touch different parts of the elephant, they describe it in different ways: “a snake, a wall, a 

rope etc…”, illustrating the danger of making conclusions based on limited information (or a limited point 

of view).  The real situation for theoretical analysis of the anomeric effect is even worse.  Here, a more 

suitable analogy would be men applying different senses (touch, smell, hearing - whatever corresponds 

to their preferred computational method of analysis) to perceive the different isolated aspects of “an 

elephant” and then discussing what the most important part of an elephant may be. Clearly, both the 

trunk and the ears have to be present in an elephant in the same way as both the electrostatic and 

hyperconjugative effects are present in anomeric systems.  Furthermore, our perception of molecules is 

shaped by our methods of study, by our observation tools, by the focus of our attention, and by the 

underlying conceptual paradigm. 

We will show that the conflicting literature descriptions of the anomeric effect, illustrate the general 

limitations of chemical models, a situation which is not unique but, rather, typical for stereoelectronic 

effects. Developing criteria for a good model that connects structure with reactivity will provide the 

general paradigm for analyzing any stereoelectronic effect.  Understanding AE will set the stage for a 

broader discussion of reactivity of O-containing organic functional groups. The role of negative 

hyperconjugation in AE highlights the important role of oxygen lone pairs in molecular 

structure/stability/reactivity and illustrates that even though we usually refer to the lone pairs as “non-

bonding” orbitals, these orbitals are not spectators but important players in a variety of chemical 

phenomena. 

With these questions in mind, let us learn more about the anomeric effect.

The brief history of anomeric effect

Anomeric effect was discovered in 1955 by J. T. Edward in studies of carbohydrate chemistry. Originally 

called the “Edward-Lemieux effect”, the phenomenon was dubbed the “anomeric effect” by Lemieux in 
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1958.2, 3, 20, 30-33 Historically, this phenomenon was introduced to explain unusual conformational 

preferences in carbohydrates where the presence of an endocyclic oxygen in a glycoside leads to an 

“abnormal” axial conformational preference for certain substituents at the “anomeric” carbon (Figure 4). 

It was also found that this axial preference becomes more pronounced as acceptor character of the 

anomeric substituent increases.
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Figure 4. Anomeric effect leads to the “abnormal” conformational preference. The anomeric substituents 

are colored and bolded.

Although the effect of AE on the relative stability of conformers was “the smoking gun” leading to the 

discovery of this effect in carbohydrates, the magnitude of this effect in polysubstituted sugar molecules 

is not easy to evaluate — one should also keep in mind that many real molecules, including some of the 

classic examples where the anomeric effect was first recognized, are complex. In the presence of other 

steric or stereoelectronic interactions, the true importance of the anomeric effect can be not immediately 

obvious as it is the balance of multiple effects that defines the overall preferences.34 For example, the 

gauche effect (preference for the conformations with fewer antiperiplanar CX/CY arrangements for the 
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bonds to electronegative elements X and Y2) can either enforce or oppose the anomeric effect for systems 

shown in Figure 5.
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Figure 5.  Combination of gauche and anomeric effects in sugar conformations.30

The true magnitude of anomeric stabilization is easier to quantify in the absence of additional 

substituents. For example, it is convenient to evaluate such stabilization by comparing the energy 

associated with the change from an axial to an equatorial conformer in cyclohexane and tetrahydropyran, 

(THP, Figure 6). Furthermore, the 1,3-diaxial repulsions in tetrahydropyran are potentially greater than in 

cyclohexane as C-O bonds are shorter than C-C bonds,.35 It was proposed that the following equation can 

correct for this difference: ∆∆G(AE) = ∆G(heterocycle) - 1.53 * ∆G(cyclohexane)  - 0.08.36

O

Cl

O Cl

ax eq
Go = +2.17 kcal/mol

Cl

Cl

ax eq
Go = -0.55 kcal/mol

G(AE) = 2.17-1.53*(-0.55)-0.08 = 2.93 kcal/mol
M06-2X/6-311G++(d,p)

Figure 6.  The equatorial preference is switched to axial when the anomeric effect is present.
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Figure 7 illustrates how the axial/equatorial preferences in the anomeric systems depend on the -

acceptor ability of substituent X at the anomeric position in the gas phase. Note that the conformational 

energies for the axial/equatorial flip in THP reflect loss of only exo-anomeric effect and underestimate the 

total anomeric stabilization in such systems by ~ half, vide infra (Figure 14).

O
X

O

X

X E G

Cl –3.4 –3.0
F –2.3 –2.0

OMe –0.9 –0.6
OH –0.5 –0.1

PBE0-D3BJ/aug-cc-pVTZ, kcal/mol

Figure 7. Conformational preferences illustrate the anomeric effect in 2-X-tetrahydropyranes (2-X-THP, 

gas phase, PBE0(D3BJ)/aug-cc-pVTZ, in kcal/mol).37, 38

You may have noticed that the free energy difference between 2-chloro-THP conformers in Figure 6 and 

Figure 7 are slightly different. This “inconsistency” results from applying different sets of quantum 

chemical approximations (i.e., the “levels of theory”) to the same problem. A variety of quantum chemical 

methods are used in chemistry, among which density functionals (DFT methods) are most popular. There 

are several hundred DFT methods,39  including such extremely popular ones as PBE0,40 B3LYP,41, 42 and 

M06-2X.43 Recently Nam et al. have reported that errors of density functionals are proportional to the 

magnitude of electron delocalization in the molecule, so that some functionals make large errors in 

relative energies of species with significantly different extents of delocalization.44 The two most accurate 

functionals in the Nam’s work are M05-2X45 and PBE0, so we use M06-2X (an “improved successor” of the 

former) and PBE0 functionals throughout the review, when possible. Note, that although different levels 

of theory provide somewhat different numbers, the good ones usually lead to qualitatively similar 

pictures. 

The generality of anomeric effect 

The conformational preference embodied by the classic anomeric effect is not confined to cyclic systems. 

The analogous conformational preference, referred to as the generalized anomeric effect, is observed in 

a variety of non-cyclic systems where two heteroatoms are connected to the same central carbon (X-CR2-
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Y) or, even more generally, to the same atom A (X-A-Y)).46, 47 It requires that a lone pair nX at heteroatom 

X is aligned with the C-Y bond in a YCR2X moiety.

This requirement influences the preferred conformations of many molecules including several ubiquitous 

functional groups such as esters, halogen-containing organics, acetals, peroxides, etc. A simple 

demonstration of this behavior is the comparison of pentane and dimethoxymethane (“2,4-

dioxapentane”). In contrast to pentane, where the all-anti conformation is preferred (Figure 8), the g+,g- 

conformation fulfilling the alignment between nO and C-O’ bond is more favorable in dimethoxymethane 

(Figure 8).  

Conformational control via
nX*CY interactions

H3CO
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HOOH3C

H H

CH2CH3

O

CH3

H H

G = -5.5

H

H

CH2CH3
O

CH3

H H

OCH3

H H
OO

CH3

stereoelectronically
active (p-type) lone pair
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nO *CO

hyperconjugative
contribution:

O
O

O
O

O Y O Y

Y E G

Cl –4.8 –4.2
F –4.4 –3.8

OH –0.4 –0.1

M06-2X/6-311G++(d,p), energies in kcal/mol

anti gauche

O O

trans, trans
(anti)

gauche,
gauche

Figure 8. Conformational control by generalized anomeric effect.2 Top: Examples of conformational 

control with various C-Y bonds. Bottom: The main orbital contribution to the anomeric effect is shown in 

the insert. 

Similar effects are observed in compounds with multiple fluorine substituents. Indeed, the increased 

thermodynamic stability of fluoroorganic moieties contributes to their wide abundance in pharmaceutical 

compounds and industrial applications.48 It is also likely to contribute to the great persistence of 

polyfluorinated chemicals in the environment. AE manifests itself in the >12 kcal/mol greater stability of 

compounds with a CF2 group in comparison to their 1,2-substituted isomers. Note the differences in 

polarity (evaluated via dipole moments) do not correlate with the trends in stability. Similarly, 1,1-

difluoroethene is >9 kcal/mol more stable than cis- and trans-1,2-difluoroethenes (Figure 9).
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Figure 9. Evaluating anomeric stabilization in a CF2 group by isomerization reactions involving 

difluoroethanes and difluoroethenes. Dipole moments of difluroethanes are given to evaluate the role of 

electrostatic effects.

The anomeric stabilization increases even further when additional fluorine atoms are connected at the 

same carbon. This effect can be evaluated by group separation reactions (Figure 10) that indicate the 

progressive increase in stability upon continuous fluorination of methane or its isoelectronic analogue, 

the BH4-anion. Remarkably, CF4 is stabilized relative to four CH3F molecules by ~50 kcal/mol at the CBS-

QB3 level of theory.49 

CF4 + 3CH4 4CH3F
CF4 + CH4 2CF2H2
BF4

- + 3BH4
- 4BH3F-

BF4
- + BH4

- 2BF2H2
-

H = +49.8.
H = +24.5
H = +51.0.
H = +26.3.

F
X

F F
F

X=C or B-

CBS-QB3, kcal/mol

Figure 10. Group separation reactions illustrate that introduction of multiple fluorines at the same carbon 

or boron atoms has a great stabilizing effect. Four of the eight p-lone pairs on F-atoms are shown to 

illustrate the possibility of multiple nF*C-F interactions.

The similarity between carbon and boron compounds in Figure 10 suggest that the anomeric effect may 

have a broad role in the main group element chemistry. Indeed, the list of available examples continues 

to expand to include systems where the central atom is boron, phosphorus, nitrogen, sulfur, etc (Figure 

11).16, 17, 50-59  Furthermore, Zhu and Walczak60 recently uncovered “the metalloanomeric effect”, i.e. the 
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axial conformational preference for many late transition metal substituents at the anomeric carbon of 

tetrahydropyran.
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Figure 11. Selected examples of anomeric X-Y-Z systems where the central atom Y is different from 

carbon. 

Explanations and models of anomeric effect

Several explanations have been proposed to rationalize the anomeric effect. Figure 12 presents four of 

these models: three based on electrostatics (dipole-dipole interactions, coulombic repulsion of point 

charges, non-classical hydrogen bond) and one based on stereoelectronics (hyperconjugative 

interactions).20, 31, 32 Arguably, the most popular current explanation of the AE is a hyperconjugative 

interaction between the lone pair of the endocyclic heteroatom and the antibonding orbital of the axial 

substituent at the anomeric carbon (Figure 12, right). However, the discussion continues, and different 

variations of the electrostatic model continue to be offered, often when developing a new theoretical 

method. Although the relative contribution of classic (electrostatic) and quantum (hyperconjugation) 

components is still a matter of debate, it is clear that each of the above descriptions provides a physically 

relevant contribution to the phenomenon. Below, we will discuss these contributions in the context of the 

several historically important examples.
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Figure 12. Most frequently considered models for the anomeric effect.20 Note that the commonly used 

hyperconjugative model (shown here for 2-OMe-tetrahydropyran, 2-OMe-THP) is only half-complete (vide 

infra, see Figure 14). The lone pair stabilization energy is estimated with NBO approach at PBE0-D3BJ/aug-

cc-pVTZ/CPCM(H2O) level of theory.

In the original 1955 publication, Edward proposed that the anomeric effect is caused by an interaction of 

the dipole moments of the exocyclic C-X bond and the endocyclic C-O bonds.33 This repulsive dipole 

interaction causes the exocyclic bond to adopt the axial position in order to minimize the overall molecular 

dipole moment (Figure 12, top left). This concept was recast in a slightly different light by Lemieux61 who 

instead described the repulsion as a Coulombic interaction between localized charges at each of the atoms 

(Figure 12, middle left). In this description, the partially negative exocyclic substituent prefers the axial 

position due to the increased distance from the partially negative endocyclic heteroatom. This model also 

benefits from accounting for attractive forces between the axial heteroatom and the slightly positively 

charged syn-axial hydrogens.62, 63

 A more recent, conceptually related description focuses on the strongest of such Coulombic contacts: the 

CH···X interactions (Figure 12, bottom left).20, 63, 64  This attractive Coulombic interaction was rebranded as 

a non-classical hydrogen bond between the heteroatom lone pairs and the syn-axial hydrogens (Figure 

12, bottom left). Like a classic H-bond, it also benefits from the H…X Coulombic attraction but the C-H…O 

angle is far away from the 180° angle preferred by classic H-bonds. These three descriptions are closely 

related—each focuses on electrostatics as the conceptual origin from varying perspectives. 
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We will spend more time comparing electrostatic and hyperconjugative models in the following sections 

but will use a set of molecules in Figure 13 to illustrate that the non-classical H-bond description falls short 

as being the sole explanation for the traditional anomeric effect. On one hand, the charges at H (+ 0.2e) 

and O (-0.6e) for the methoxy-substituted six-membered rings shown in Figure 13 indicate clearly that 

electrostatic factors are favorable and the O...H contacts are stabilizing in each of the for examples. 

However, the trends in stability do not agree with the relative magnitude of this electrostatic stabilization.   

For example, the axial hydrogen atoms of CH2-O fragments are less positive in methoxy cyclohexane than 

in 2-OMe-THP. Because the negative charge on the oxygen atom in these two systems is nearly the same, 

the greater positive charge at the hydrogens would suggest the greater axial preference for cyclohexyl 

methyl ether, which is not the case (Figure 13). Of course, the situation can change in more complex 

systems. For example, the importance of CH..O interactions can be increased as shown in the recent 

report  of a “pseudo-anomeric effect” by Piscelli et al.65 when a CF2 group is introduced in the ring to 

increase the positive charge on axial hydrogens (Figure 13). Wiberg and coworkers also reported that the 

importance of similar C-H…O contacts increases in 1,3-dioxolanes where acceptor substituents at C5 

polarize the C4-H axial bonds.20 
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Figure 13. Comparison of Natural Population Analysis charges for the axial O…H contacts with the 

conformational preferences for systems exhibiting anomeric and pseudo-anomeric effects. Note that the 

endocyclic O atom decreases positive charge at the axial -C-H atom (in agreement with a 

hyperconjugative donation from the oxygen lone pair and the C-H anti-bonding orbital).

Page 15 of 84 Chemical Society Reviews



The hyperconjugative model was first proposed by Altona et al. to explain the axial C-Cl bond lengthening 

observed in the X-ray geometries of chlorinated dioxanes, which could not be intuitively explained by the 

electrostatic model.66, 67 This model is based on a stabilizing interaction between the antibonding *C-X 

orbital and the vicinal oxygen lone pair (LP) (Figure 12, right).68 Since this interaction requires the LP to be 

coplanar to the substituent, it stabilizes the axial 2-X THP conformation where the C-X bond is aligned with 

the p-type lone pair of the endocyclic oxygen. The stabilizing effect of this interaction can be estimated 

using the Natural Bond Orbitals (NBO) approach69, which constructs a set of orbitals corresponding to the 

localized molecular Lewis structure and evaluates all delocalizing orbital interactions with the second 

order perturbation theory. We will discuss the salient features of NBOs in one of the following sections. 

Here, it is helpful to compare the 13.4 kcal/mol NBO estimate for the highlighted nO*CO interaction in 

2-methoxy-THP with the energies of the NBO interactions given earlier in Figure 2, i.e., the 8.6 kcal/mol 

energy for the nN*CH interaction in methyl amine. Clearly, negative hyperconjugation is greater when 

a stronger C-O -acceptor is present, i.e. at the anomeric carbon. This relatively strong interaction 

provides half of the anomeric stereoelectronic stabilization – we will tell where the 2nd half is when 

presenting a more complete model in Figure 14. 

It is also worth pointing out that although increased delocalization is always stabilizing, the need 

for a good orbital alignment comes with an entropic penalty that can counterpoise the enthalpic gain.  

Such penalty is generally unavoidable in oxygen-containing organics where the presence of substituents 

on neutral oxygen shapes the conformational space “anisotropically”, so only a few geometries would 

have a stereoelectronically favorable arrangement of orbitals. In other words, stereoelectronic effects on 

oxygen are switchable “on” and “off” by conformational changes, e.g., rotation around single bonds. 

Although such sensitivity to the geometric changes is the essence of stereoelectronic control, achieving 

the right geometry comes with an entropic penalty. Such penalty can potentially lead to temperature 

dependence of anomeric effects. 

However, there is an important exception from this tug-of-war between entropy and enthalpy, 

i.e., the anomeric effect in fluoroorganics that contain multiple fluorine atoms at the same carbon. Herein, 

the stabilizing nF*CF orbital interactions can come without entropic penalty because the combination 

of two p-type lone pairs of fluorine is “stereoelectronically promiscuous”. These lone pairs do not 

discriminate against any location for a vicinal acceptor - their interaction with the vicinal sigma acceptors 

is always “on”. No geometric adjustment is needed to achieve the anomeric effect in fluoroorganics, and 

no entropic penalty is present to offset the very large enthalpic stabilization. Besides the halogens, the 

only other common substituent that has the same stereoelectronic property is the anionic oxygen 
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(alkoxide). We will discuss the unique properties of fluoroorganics and their connection with anomeric 

effect in one of the subsequent sections.

This stereoelectronic hyperconjugative model emphasizes the stabilizing role of electron delocalization 

which provide relief to “stereoelectronic frustration“.2, 70 The non-bonding orbitals do not contribute to 

the primary bonding pattern described by the molecular Lewis structure but can contribute to the 

secondary stabilizing interactions, i.e., conjugation or hyperconjugation.  Because lone pair delocalization 

depends on the nature of the accepting orbital and its relative location in space, organic functionalities 

prefer arrangements which allow their lone pairs to delocalize in geometrically favorable interactions with 

strong acceptors (i.e., “relieve stereoelectronic frustration”). Stereoelectronic frustration can be viewed 

as a driving force of many organic transformations discussed in ref. 71. 

The stereoelectronic model is also related to other theoretical chemistry concepts, e.g., the “chemical 

hardness” (η), ,72 an important chemical concept directly connected to the HOMO-LUMO η =
ELUMO ― EHOMO

2

gap. According to the “maximum hardness principle” (MHP) proposed by Pearson in 198747 and 

mathematically proven by Parr and Chattaraj,48 any chemical process characterized by energy lowering 

(stabilization of the system) is accompanied by increase in chemical hardness.72, 73  Since the high energy 

lone pairs (LPs) have large contributions into the Highest Occupied Molecular Orbital (“the HOMO”), LP 

stabilization often leads to HOMO energy lowering and widening of the HOMO-LUMO gap (energy 

difference between HOMO and the Lowest Unoccupied Molecular Orbital, LUMO). Thus, the MHP and 

anomeric effect reflect each other: orbital interaction leads to an increase in the HOMO-LUMO gap and, 

thus, in molecule’s hardness.74, 75 

The anomeric effect provides an answer to one of the long-standing questions of the MHP: “how does the 

hardness of a given system vary under molecular rearrangements/transformations such as intra- and 

intermolecular reactions or internal rotations of a molecule?”.76 The alignment of the right orbitals 

increases both stability and hardness of the axial conformer. 

The complete hyperconjugative model: balancing exo- and endo-anomeric effects

So far, we have introduced the usual orbital explanation for the anomeric effect that involves 

hyperconjugative donation from the endocyclic non-bonding orbital (nO) into the exocyclic C-X 

antibonding orbital (σ*C-X) (Figure 12).  This interaction is activated in the axial conformer where the p-

type lone pair of oxygen is aligned with the C-X bond but deactivated in the equatorial conformer where 

the p-lone pair and the σ*C-X orbital are misaligned. However, despite its popularity, this description is 

inadequate and leads to a number of misunderstandings. 
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The fault with the common hyperconjugative description (Figure 12) is not that it is wrong but 

that it is incomplete. One should not forget that donation to the axial -acceptor is not the only important 

orbital interaction that needs to be considered for a balanced description of hyperconjugation in anomeric 

systems. The other, often neglected, part of the equation is the exo-anomeric effect, the analogous nX  

σ*C-O interaction that transfers electron density in the opposite direction (from exocyclic heteroatom Y to 

the endocyclic heteroatom X).  The exo-anomeric effect is present in both axial and equatorial conformers 

(Figure 14). If one considered only the classic (i.e., the endo-) anomeric effect, the picture would be 

incomplete.  
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Figure 14. Top: A balanced description of the anomeric effect has to include both endo- and exo-anomeric 

effects.2 Bottom: Conformational control of the endo-anomeric effect. Only the p-type lone pairs of 

oxygen atoms are shown. 

A characteristic feature of the exo-anomeric effect is its sensitivity to the rotation of the 

substituent at the exocyclic group Y around the C-Y bond. This conformational change provides one more 

way to perturb the balance of anomeric interactions in addition to the axial/equatorial ring flip. Hence, 

either one (or both) component in the pair of (exo and endo) anomeric effects at a di-oxa-substituted 

carbon can be switched on and off. 

Figure 14 illustrates that when the endo- and exo-AE operate together, the combination of 

mutually compensating charge transfers in opposite directions leads to the more balanced charge 
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distribution in the axial conformer. On the other hand, when the endo-AE is removed in the equatorial 

conformer, it results in imbalanced, unidirectional electron density transfer (from the exocyclic 

substituent to the endocyclic heteroatom via the exo-AE). Hence, negative hyperconjugation does not 

worsen but rather partially alleviates charge separation in the axial conformer while contributing to the 

greater polarity of the equatorial conformer. Hence, there is no conflict between the electrostatic and 

hyperconjugative stabilization - instead they reinforce each other in stabilizing the axial conformer.  

Presence of the exo-anomeric effect, which balances charge redistribution in the axial/gauche 

conformer explains the results of Mosquera23, 25-27, 77-79 and Wiberg20, who analyzed charge redistributions 

in systems exhibiting anomeric effect using QTAIM and Hirshfeld charges, respectively, and did not find a 

significant charge flow from the LP-donating atom to the accepting bond. We will show that these 

observations are consistent with the hyperconjugation model when we discuss this situation in detail later 

(Figure 41).  

In summary, the axial conformer has two strong n* interactions (endo-AE and exo-AE) and 

balanced bidirectional delocalization, whereas the equatorial conformer has only one unbalanced 

interaction (the exo-AE). Similar logic applies to acyclic systems where the general anomeric effect 

operates. From the stereoelectronic perspective, the main requirement for this conformational 

preference is that the partners (lone pairs and neighboring substituents) involved in the interaction have 

to be aligned in order to maximize the stabilizing interaction of the non-bonding lone pair and the adjacent 

antibonding orbital (nOσ*C-O). From an electrostatic standpoint, the preference is caused by the 

minimization of repulsive Coulombic interaction between the lone pairs on the two heteroatoms.2, 3

Electrostatic contribution and solvent effects on the anomeric effect

From the very early studies of the anomeric effect (when this term was only applied to the 

epimerization of the anomeric position of carbohydrates)80, it was known that its amplitude diminishes in 

polar solvents.81, 82 Later, this behavior was shown to be general16, 17, 83 and sometimes taken as a proof 

for the primary importance of electrostatic factors in anomeric effect. Herein, we will show that the full 

hyperconjugative model explains the effect of solvents on anomeric conformational equilibria. 

The solvent effects are illustrated by the dependence of experimentally measured axial-equatorial 

equilibrium constants of two prototype molecules84,83 from the relative permittivity (i.e., the dielectric 

constant) of the solvent  (Figure 15). Although the effect of highly polar solvents like water and acetonitrile 

is clear, significant differences are observed for the solvents of similar polarity. This observation illustrates 

that solvent effects are not limited to simple electrostatic screening. The origin of these effects may be 
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quite different for solvents of different types. For example, the deviation of the CHCl3 energy (dark red) 

from the general trend may stem from its ability85 to form hydrogen bonds with the solute oxygen atoms, 

while having relative permittivity in the range of non-H-bonding solvents.  This deviation may be 

considered as evidence for the impact of hydrogen bonding on the anomeric effect.71 

Figure 15. Experimentally measured solvent effects on conformational equilibrium in 2-methoxy-4,6-
dimethiltetrahydropyran84 (open dots) and 2-methoxytetrahydropyran83 (solid dots). Grey lines denote 
linear fits; standard deviations for 2-methoxy-4,6-dimethiltetrahydropyran data are shown with error 
bars.

Although the anomeric conformational preference can weaken in water, it does not have to 

disappear.   For example, the axial anomers are still preferred in the aqueous solutions of mannose and 

xylose (65% and 71%, respectively).86 

Anomeric effect alleviation in polar solvents implies that the equatorial conformer is more polar 

than the more stable axial one and thus is stabilized preferentially as the medium’s polarity increases. This 

behavior was considered, at some point, as the key evidence for the dipole-dipole model of the anomeric 

effect (Figure 12 left top). However, Fuchs et al.87 showed that solvation effects mostly depend on the 

overall molecular dipole moment, so that the fraction of axial conformer in symmetric alkoxy-substituted 

dioxanes tend to increase in more polar solvents. 

Furthermore, the hyperconjugative model itself is consistent with solvation effects because it is 

hyperconjugation that is, at least partially, responsible for making the axial anomers less polar. The 

balance between the endo and exo-anomeric effect (Figure 14) can lower the overall charge separation88 

and explain the perceived “weakening” of hyperconjugative effects in polar solvents.
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In the axial conformer, where both the endo and exo-anomeric effect are active, they work in 

opposite directions minimizing charge separation and the overall polarity of the molecule.  However, in 

the equatorial conformer only the exo-anomeric effect is active, resulting in an unbalanced delocalization 

of electron density and a more polar molecule.  Hence, a more polar solvent would favor the equatorial 

conformer in polar solvents because the hyperconjugative effects are unbalanced in this geometry. 

An instructive example of anomeric influence on the overall polarity and solubility is provided by 

the different solubility of two oxygen-rich polymers, polyethylene glycol PEG and polyoxymethylene POM, 

in water (Figure 16). Whereas PEG ([–CH2–CH2–O–]n) is infinitely soluble, POM ([–CH2–O–]n) is completely 

insoluble in water, exactly the opposite of what one would expect from the C/O ratios of the two 

polymeric chains. Smaller cyclic and acyclic analogs behave in a similar way.  The time-resolved 

(femtosecond) IR and GHz dielectric spectroscopy-based experiments89 revealed that water molecules 

solvating POM (or trioxane) are less slowed down by interactions with the solute than water molecules 

solvating PEG (or dioxane). The authors concluded that the “chemical nature of O atoms…is different due 

to an electronic charge distribution that depends on the number of C atoms between the O atoms” and 

“the more negative O atoms in PEG are expected to form stronger hydrogen bonds to the hydrating water 

solvent than the less negative O atoms in POM.” This observation is fully consistent with the more 

balanced charge distribution in the anomeric systems.  
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Figure 16. Balanced hyperconjugation in anomeric systems can decrease polarity and solubility in water
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Another insight into the role of electrostatic effects via the solvent polarity effect was provided 

by the recent work of Juaristi, Gomes, et al.90 who compared anomeric effects in ethers and peroxides. 

This comparison is instructive because the change from ether to peroxide nearly removes the electrostatic 

contribution from one of the C-O bond dipoles (by changing the polar C-O bond into a nearly non-polar 

O-O bond). The drastically different bond dipoles for the C-O and O-O bonds reverse the direction of the 

solvent effect on the axial/equatorial preference. As expected from the electrostatic model, polar 

solvents, such as DMSO, increase the anomeric preference in peroxides but decrease the anomeric 

preference in ethers (Figure 17).  However, that the axial preference is still retained in the peroxide 

indicates that electrostatic factors, albeit important, do not fully explain the anomeric effect. The 

remaining differences between peroxides and ethers originate from a decrease in the hyperconjugative 

contribution caused by the lower donor ability of the peroxide lone pairs, i.e., the inverse α-effect. 91, 92, 93, 
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Figure 17.  NBO charges for monofluorinated systems with zero, one and two oxygen atoms in a six-
membered saturated cycle, estimated bond dipoles, and calculated molecular dipoles in the axial and 
equatorial conformers (MP2/6-311+G(d,p) level of theory). 

H-bonding and Anomeric Effect: the tug-of-war between inter- and intra-molecular delocalization

Praly and Lemieux analyzed the effects of solvent on the conformational equilibria of 2-

substituted tetrahydropyrans by NMR analysis.95 In addition to evaluating the polarity effects, this work 

has provided evidence for specific H-bonded complexes with solvents such as CDCl3 and D2O.
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Not only does H-bond formation favor the less stable (and more polar) equatorial conformers but 

it was also suggested that the solvent can change the relative magnitudes of the endo- and exo-anomeric 

effects by forming specific complexes with the oxygen functionalities. For example, the exo-anomeric 

effect of -glycoside was proposed to be strongly enhanced by hydrogen bonding of solvent to the ring 

oxygen (Figure 18). For this reason, water is particularly effective in strengthening the exo-anomeric 

effect. On the other hand, the endo-anomeric effect can be weakened when the endocyclic oxygen lone 

pair is involved in a competing intermolecular nO*H-X donor-acceptor interaction (i.e., an H-bond).  

Experimental data indicated that the anomeric hydroxyl groups of free sugars dissolved in water tend to 

prefer the equatorial orientation because these provide stronger hydrogen bonds as proton donors to 

water. The role of this effect in increasing the conformational rigidity of glycosides was suggested to be 

essential for the formation of specific carbohydrate-protein complexes at the receptor sites of proteins. 

The enhanced exo-anomeric effect helps oligosaccharides to present well-defined rigid surfaces about 

which the protein becomes organized.
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both conformers of 2-OH-THP.  Bottom: An example of intramolecular H-bonding that selectively stabilizes 

equatorial conformer and leads to the apparent weakening of anomeric effect

An example of intramolecular H-bonding that selectively stabilizes equatorial conformer and leads to the 

apparent weakening of anomeric effect is provided by the increased abundance of equatorial conformer 
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of the 2-hydroxyethyl THP (neq= 0.31 in CCl4/C6D6) relative to 2-OMeTHP (neq= 0.19) although the 

OCH2CH2OH group is more electronegative than the OCH3 group.95 This apparent anomaly can be 

attributed to involvement of the ring oxygen in intramolecular H-bonding that favors the equatorial 

conformer. As expected, the difference nearly disappears in water. 

Theoretical analysis by Mo and coworkers142 also found that the conformational preference for the axial 

conformers in 2-X-THP molecules is reduced in solution, more so as the solvent polarity increases. In 

agreement with the above model, the relative stabilization of equatorial anomers mostly comes from their 

stronger solvent/solute interactions. For instance, while H-bond formation between water molecule and 

the oxygen atom of 2-F-THP decreases the α−β energy gap at the MP2 level by 1.0 kcal/mol (from 3.4 to 

2.4 kcal/mol), most of this difference comes from the 0.8 kcal/mol increase in the H-bond strength in the 

β anomer.  

The high proportion of E-carboxylic acids as compared to E-esters in the Cambridge Structural Database 

reflects the same phenomenon.96 The distances between the C(O)OH oxygens and the H-bond-accepter 

suggest that the nature of the hydrogen bond acceptor can significantly affect conformational preferences 

of the carboxylic group. 

These observations can be explained by analyzing the two H-bonded complexes of acetic acid in Figure 

19. The difference between E- and Z-conformers of carboxylic acids2, 3, 71 is controlled by an anomeric 

effect in a way that is analogous to the difference between axial and equatorial conformers in 2-

substituted tetrahydropyrans. The stereoelectronic component of the Z-isomer’s greater stability is the n

→*C=O donation from the -type spn lone pair of oxygen to the carbonyl’s σ*CO orbital. This is analogous 

to the n→*C-O hyperconjugative interaction in classic anomeric systems. 

Interestingly, the Z-preference in carboxylic acids decreases independent of the choice of the H-bonding 

partner (an H-bond donor or an H-bond acceptor). This is because the less stable E-isomer is 

stereoelectronically unbalanced – the -lone pair is interacting with a weaker *C-C acceptor whereas the 

more electron-deficient C=O bond is aligned with another acceptor, i.e., the O-H orbital. Hence, 

the lone pair and the O-H bond of the E-isomer are, respectively, a better donor and a better acceptor 

than they are in the Z-isomer. Because of that, the E-isomer is a better partner in H-bonding interactions, 

both as a donor and as an acceptor.  This example shows that the fully developed intramolecular anomeric 

orbital interactions can render the more stable conformer (i.e., the Z-carboxylic acid) to be a less 

stabilizing partner in intermolecular donor-acceptor interactions.
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systems. 

These two examples are likely to illustrate a general principle: those conformers that are more stabilized 

by a “balanced” network of intramolecular delocalizing interactions (e.g., axial 2-X-THP or Z- carboxylic 

acid) have “less to offer” in the “external” intermolecular interactions and, as a consequence, are less 

stabilized by H-bonding or electrostatic interactions with the solvent. From this point of view, the 

hyperconjugative model readily explains the observed solvent effects in anomeric systems. 

Structural consequences of AE

The structural effects of hyperconjugation are known to be large even in simple molecules. For 

example, if ethane’s geometry is reoptimized in the absence of hyperconjugative interactions between 

the vicinal C-H bonds, the C-C bond elongates (from 1.53 to 1.64 Å).97 Interestingly, this C-C bond length 

in the hypothetical “hyperconjugation-free” ethane is nearly identical to the length of the B-N bond of  

BH3NH3 (1.66 Å Å), an isoelectronic analog of ethane. In BH3NH3, the vicinal hyperconjugation is drastically 

weakened by the differences in the HBH and HNH valence angles that make alignment of all vicinal B-H 

and N-H bonds impossible.98  In the absence of strong B-H/N-H hyperconjugation, the strongly polarized 

B-N bond is longer than the non-polar C-C bond.  

An attractive feature of the hyperconjugative model is that it readily explains the structural 

changes associated with the anomeric effect. In particular, the presence of an acceptor group at the axial 

position is accompanied by a characteristic combination of geometric features that can be attributed to 
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the increased contribution of nO*CX interactions. The O-C2 distance shortening in the axial conformer 

of 2-X-substituted tetrahydropyran is consistent with the increased O-C2 double bond character whereas 

C-X bond elongation reflects the transfer of additional electron density to the antibonding *CX orbital. 

However, this simple picture is incomplete because exo- and endo-anomeric effects do not 

operate in isolation of each other (Figure 20).  If both effects have the same magnitude, they should cancel 

each other out and no structural change will be observed.  
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Figure 20. The expected structural effects of endo- and exo-anomeric hyperconjugation

Taking both effects into account is instructive because it provides a conceptually different 

explanation for the structural changes associated with the axial/equatorial flip—it is not just the presence 

of an axial C-X acceptor that leads to the endocyclic C-Y bond contraction, but the presence of an equatorial 

substituent that is associated with the non-balanced C-Y bond elongation (and C-X contraction). 

Independent of the description, such structural effects are apparent when the relative geometries 

of similar axial and equatorial conformers or isomers are compared. For example, the axial C-Cl bond is 

considerably longer than the equatorial C-Cl bond in cis-2,3-dichloro-2,4-dioxane (Figure 21). Changes in 

the C-O bond lengths occur in the opposite direction. In a similar manner, shortening of the endocyclic 

bond C2-O and concomitant lengthening of the exocyclic bond C2-F are observed in the axial conformer 

of tri-OBz-2-fluorotetrahydropyran.99 The axial and equatorial C-F bonds in 3,4,5,6-tetraOAc-2-

desoxyglucopyranoses follow the same trend.100, 101 
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consequences of anomeric effect in OCF moiety. 

An interesting example of anomeric effects on structure is reported for oxiranes.102 In sulfonyl-

substituted oxiranes, only the endo-anomeric effect operates—no exo-anomeric effect is possible as the 

sulfonyl sulfur atom has no lone pair. In crystal structures of these compounds, the endocyclic C2-O bonds 

are substantially shorter (1.410 Å) and both C2-S bonds are longer (1.812/1.829 Å) than the respective 

mean values in the Cambridge Structural Database (Figure 21, B). The large deviations (>0.03 Å) from the 

average lengths are consistent with an increase in the double bond character between C and O and with 

the decreased bonding between C and S—the two expected consequences of the nOσ*CS interactions.

The structural consequences of an interconnected network of anomeric interactions can be 

illustrated by X-ray geometry of a bicyclic ortho-carbonate, 3-methoxy-2,4,10-trioxaadamantane (Figure 

22).103  The exocyclic C–O bond has no vicinal p-lone pairs aligned with it. Hence, the exocyclic oxygen can 

act only as a donor in nO*CO interactions with two of the endocyclic C–O bonds, slightly elongating 

them. On the other hand, each of the endocyclic C–O bonds has two aligned p-type lone pairs. Overall, 

the three endocyclic oxygens engage in a cyclic network of six nO*CO interactions.  The imbalance 

between endo- and exo-anomeric leads to the noticeably different C-O bond lengths, with the exocyclic 

C–O bond being the shortest one.
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trioxaadamantane103

The consequences of delocalizing interactions with oxygen lone pairs can also be detected in functional 

groups that are not generally thought of as “anomeric” but are, in fact, stereoelectronically similar.  An 

instructive example is provided by carbonyl compounds where the C=O bond length can be either 

shortened or lengthened depending on the donor/acceptor balance in the nO*C-R interactions. Such 

hyperconjugative interactions are surprisingly strong in ketones and aldehydes (even stronger than 

nO*C-O interactions in acetals) because the interacting donor and acceptor orbitals are brought much 

closer by the short C=O bond (see Figure 47 for additional information). Not only is this orbital interaction 

very important for reactivity (e.g., explaining the “anomalously” low C-H BDE in aldehydes) but it also 

contributes to the C=O bond elongation if the carbonyl oxygen lone pair is H-bonded or protonated (Figure 

23, bottom).104   In this situation, the anomeric effect is weakened. On the contrary, the anomeric effect 

is strengthened when the C-R bond becomes a better acceptor on route to the formation of acylium ion 

with a formal triple bond between the lone pair of oxygen and the cationic center.105  
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The geometric consequences of the anomeric effect emerge especially clearly from a well-defined set of 

model compounds where one of the parameters is changed systematically. From this point of view, it is 

instructive to analyze geometries of 2-X-substituted tetrahydropyrans (Figure 24). 

The C-O bond shortening in the axial conformer is expected when one component in the pair of 

donor/acceptor anomeric interactions is stronger than the other. For example, this imbalance should be 

observed if X is a more electronegative element than O. This notion can be explored by comparing the 

bond lengths for the axial and equatorial 2-X-tetrahydropyran conformers where X includes atoms from 

the 2nd and 3rd period with varying electronegativities. As the electronegativity of the axial substituent X 
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increases, one would expect the C2-O bond to shorten.  However, the situation is not as simple as 

illustrated by the pronounced differences between the effect of two axial substituents X with similar 

electronegativity but from the different periods (NH2 in 2nd vs. Cl in 3rd, Figure 24, left).

Figure 24. The anomeric C-O bond shortening for eight substituents X in 2-X substituted tetrahydropyrans 

does not show a universal correlation with electronegativity of substituents (and C-X bond polarity) (left) 

but does show such correlation with hyperconjugative acceptor ability of -bonds (right), clearly 

illustrating the geometric consequences of anomeric hyperconjugation, M06-2X(D3)/6-311++G(d,p) level 

of theory. 

The presence of the two separate correlations of C-O bond contraction with Pauling electronegativity for 

the exocyclic substituents X from 2nd and 3rd periods is important. Although the C-O bond length correlates 

with electronegativity of X for each of the periods, the lack of a common correlation illustrates that C-X 

bond polarization and subsequent electrostatic effects cannot be the sole determining factor for this 

structural effect. The answer to this interesting observation is the known increase of hyperconjugative 

acceptor ability of * orbitals for the C-X bonds with the elements of the 3rd period.18 This increase makes 
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the C-X bonds to the heavier elements the better acceptors. Once this factor is taken into account, it is 

not surprising that the anomerically-induced C-O bond contraction is described very well by a single 

correlation with the energy of NBO nO*CX interactions (i.e., the hyperconjugative component of the 

anomeric effect). The difference between the two correlations in Figure 24 clearly shows that it is not 

the C-X bond polarity (directly proportional to Pauling electronegativity)49 but hyperconjugation that 

serves as the primary force in the anomeric C-O bond shortening. 

Furthermore, an alternative computational approach that can evaluate the effects of orbital 

delocalization, i.e., the block-localized wave function (BLW) method, found considerable elongation of C–

X bonds in anomeric systems with several atoms X at the same carbon when the specific nXσ*CX orbital 

interactions are “turned off”.109

Another clear experimental illustration of the role of anomeric delocalization in molecular geometries is 

provided by the work of Kirby and coworkers who analyzed structural changes in anomeric systems while 

changing electron demand in the exocyclic (“leaving”) OAr-group.110  As the axial OAr group becomes more 

electron deficient, as measured by the pKa’s of the parent phenols, ArOH, in water, the geometries show 

a significant lengthening of the exocyclic C-OAr bond, coupled with a slightly less pronounced shortening 

of the endocyclic bond. 
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Figure 25. Plot of bond lengths vs. the pKa of ROH for the series of axial tetrahydropyranyl acetals. “x” 

stands for exocyclic OR bond, “n” stands for an endocyclic OR bond. 

In these systems, where no other significant stereoelectronic effects are present, the trend is clear -  there 

is a linear relationship between the length of the C-OAr bond and the pKa of the conjugate acid (ArOH) of 

the leaving group: rC-OR(exo) = 1.493 - (6.495 X 10-3)pKa (R = 0.99). There is also a weaker correlation for 

the associated shortening of the endocyclic C-O bond constrained within a six-membered ring:  rC-OR (endo) 

= 1.364 + (3.639 X 10-3)pKa (R = 0.94). For the series of equatorial tetrahydropyranyl acetals, the bond 
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length vs. pKa correlations have smaller slopes and lower correlation coefficients: rC-OR(exo)  = 1.456 - (4.76 

X 10-3)pKa (R = 0.95) and rC-OR(endo) = 1.394 + (2.14 X 10-3)pKa (R = 0.91).

Remarkably, these effects on bond lengths nearly disappear in analogously substituted -

glucopyranosides, although the conformations at the acetal center are the same. The two acetal C-O bond 

lengths are similar for methyl -D-glucoside and similar also for the 2,4-dinitrophenyl derivative 

(tetraacetate). Although statistical analysis reveals the presence of weak trends in the same direction as 

observed for axial aryl tetrahydropyranyl acetals, the sensitivity of the acetal bonds lengths to the pKa of 

ROH is lower by about an order of magnitude. Kirby et al. interpreted this observation to suggest that 

charge separation is greatly reduced in the glucosides by inductive destabilization of the oxocarbenium 

ion by the four oxygen substituents. Considering that alkyl and aryl glucosides are hydrolyzed 106-107 

times slower than the corresponding tetrahydropyranyl acetals, it was also suggested that the much 

reduced reactivity at the acetal center of glucosides originates from the same electronic effects which 

inhibit the C-OR cleavage and suppress the bond length changes observed in the tetrahydropyranyl 

acetals. 

This approach for detecting the presence of donor-acceptor interactions within an organic molecule by 

variations in the acceptor ability of OR-groups is known as the variable oxygen probe (VOP). White and 

coworkers used this approach to obtain important insights in many interesting donor/acceptor 

systems.111-115 When interpreting trends provided by VOP, one should keep in mind that the slopes of 

distance/pKa correlations do not provide a measure of the donor-acceptor interactions directly but rather 

describe the response of these interactions to the increase in electron demand from the acceptor. The 

differences are similar to the difference between polarity and polarizability – these are clearly related but 

not identical concepts.

In summary, the importance of anomeric delocalization on geometry can be masked by other factors in 

multifunctional molecules where several effects can either compete or work together to amplify each 

other. However, in the well-defined substrates of Figure 24, the dominant role of anomeric effect on the 

structural changes is clear and this role is fully consistent with the expectations based on the double-

bond/no-bond resonance description of negative hyperconjugation. 

Spectroscopic manifestations of anomeric hyperconjugation 

In this part, we provide a few examples of spectroscopic effects on N-H and C-X bonds but focus on the 

effects of lone pairs at the adjacent C-H bonds as this is where several spectroscopic techniques (IR, 1H 

NMR) can provide complementary information. Although C-H bonds are weak acceptors and not generally 
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considered to be part of anomeric systems, sensitive spectroscopic methods clearly support the 

importance of “anomeric-like” hyperconjugative donation even to such relatively weak acceptors. This is 

especially useful because C-H bonds are so ubiquitous in organic structures and their reactivity is currently 

explored in a variety of innovative C-H activation reaction designs.  

IR-spectra – Bohlmann effects: A historically important connection between bond length, bond strength, 

and IR-stretching frequencies is the Bohlmann effect.116-118 The characteristic red-shifted bands in 

conformationally confined amines (~2800–2700 cm-1; as a reference point, the C-H stretching frequency 

in methane is ~3000 cm-1)119, 120 are  observed for the C-H bonds that are antiperiplanar to the lone pair of 

nitrogen and, thus, weakened and lengthened by the anomeric nNσ*CH hyperconjugative interaction. 

The IR stretching frequencies for the C-H bonds antiperiplanar to the nitrogen lone pair are also red-

shifted in imines and related compounds where the presence of geometric isomers allows a particularly 

clear distinction between syn- and anti-periplanarity effects. 2,121  

Similar spectroscopic features are known for C-H bonds adjacent to the oxygen atom of alcohols, ethers, 

and carbonyl compounds. For example, the stretching frequencies for C-H bonds at the sp2 carbons in 

aldehydes are significantly red-shifted in comparison to the C-H bonds of ethylene (Figure 26). The 

nOσ*CH interactions can be used to rationalize the IR-trends for the C-H bonds in formic acid derivatives. 

Here, the acceptor C-X bonds aligned with the in-plane p-type lone pair of the carbonyl oxygen weaken 

the Bohlmann effect for C-H bonds. As the anomeric nO*CX interactions get stronger, the competing 

nO*CH interactions get weaker, increasing the C-H stretching frequencies. In acyl halides, esters, and 

amides, the order of C-H blue-shift parallels the σ-acceptor ability of X (F>O>N). 
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The effect of nO*CH interactions can be probed directly by switching them off via Lewis acid (LA) 

coordination at the carbonyl. After the O-LA bond is formed, there is no p-type lone pair left to participate 

in the nO*CH interaction. Hence, the C-H bond gets stronger as indicated by the 160 cm-1 increase in 

the C-H IR frequency (Figure 27, left). 
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Figure 27. Probing stereoelectronic effects in carbonyl compounds. A: Lewis acid coordination 
removes nOσ*CH hyperconjugation and blue shifts the C-H stretching frequency. B: Increased electron 
demand of substituent X at the carbonyl strengthens nOσ*CX interaction and leads to the blue shift of 
the IR C=O stretching frequency in MeC(O)X 

As the C=O group is also an IR-active functionality, it also can be used to monitor the same effects. 

However, the carbonyl properties are sensitive to the competition of two orthogonal sets of delocalizing 

effects: the in-plane nOσ*C-X and out-of-plane pX*C=O interactions. As the two effects have opposite 

structural and spectroscopic consequences, the nOσ*C-X interactions become dominant only for highly 

electronegative substituents. In those cases, the donation from the lone pair to the σ*C-X orbital leads to 

partial triple bond character and the blue shift of the C=O IR stretching frequencies (Figure 27, right).122

An interesting indirect method of probing electronic density in anomeric systems in the gas phase was 

developed by using IR-“sensors” based on small peptides.123 The “reporting” N-H moiety of the peptide 

forms two hydrogen bonds involving both the endocyclic oxygen and the adjacent OH group of the two 

sugars anomers.  Upon moving from the equatorial to the axial conformer, the N-H vibrational band of 

the sensor is red-shifted. By analyzing the secondary factors, Davis and coworkers interpreted this change 

as a combination of two effects: the weakening of the H-bond to the endocyclic oxygen and the 

concomitant strengthening of the H bond to a remote OH group (Figure 28, top). The former effect was 

attributed to the decreasing electron density on that oxygen when the endo-anomeric effect is switched 
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on (Figure 18).  The vibrational bands associated with the other hydroxyl groups remained in the same 

position in both spectra. 

Subsequently, the difficulties in using such indirect methods were highlighted by a computational study 

of Mo and coworkers.124 Mo systematically removed each of the H-bond participants from the sugar 

anomers and found that the red-shift in the N-H vibrational frequency is still observed even when the 

endo-anomeric effect is deactivated by replacing the endocyclic oxygen with a CH2-group. (Figure 28, 

bottom). Because the anomeric effect cannot be responsible for the spectroscopic shift in the cyclohexane 

analog, Mo concludes that the spectroscopic changes are due to the variations of hydrogen-bonding 

distances in the two complexes.

O
Me

N
H

OH

HO
HOO

Me

N
H

OH

HO
HO

endo-anomeric: OFF endo-anomeric: ON

O

O
Me

HO

O O
Me

HO

N
H

x

N
H

e- density decreases,
H-bond weakens

NH...O H-bond
strengthens

OH
OH

HO
HO

HO
HO

Davis: N-H shift due to activation of endo-anomeric effect

Mo: N-H shift due to structural differences between anomers

N-H red-shifted

OH
HO 2.052 Å2.192 Å

endo-anomeric: OFF endo-anomeric: OFF

NH...O H-bond
strengthens

vN-H 3345 cm-13385 cm-1

eq. ax.

same effect
without endo-
cyclic oxygen

vN-H 3365 cm-13432 cm-1

eq. ax.

Figure 28. An illustration of the complexity of probing anomeric effects in experimental systems: IR and 
computational studies of - and - anomers of methyl D-galactopyranoside and their analogs

The spectroscopic signatures of anomeric effect and its modulations by intermolecular interactions can 

provide useful information about chemical behavior of O-containing macromolecules. For example, 

Hallinan and coworkers125 reported that the spectroscopic consequences of anomeric effect weakening 
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can be used to detect the structural effect of lithium cation doping in polystyrene (PS) – poly(ethylene 

oxide) (PEO) diblock copolymer electrolyte. In particular, a change from the uncoordinated PEO to the Li-

coordinated gauche configuration is reflected in the IR C-H bond vibration frequencies. In the absence of 

Li-cation coordination, the lone pairs of oxygen are able to donate to the antibonding C-H orbitals, 

effectively weakening the C-H bonds. However, when the PEO backbone coordinates with the lithium 

cation, oxygen “gives up one of its lone pairs” to coordinate with lithium. In addition, the orbital overlap 

between the donor and acceptor is compromised by the conformational change associated with the Li-

coordination. According to NBO analysis, the average donor ability of oxygen decreases from 6 kcal/mol 

in the uncoordinated configuration to 4.2 kcal/mol in the Li-coordinated complex. Due to the weaker 

nO*C-H donation, the IR peaks corresponding to C-H bond vibrations are blue-shifted in the Li-cation-

doped polymer (Figure 29).
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Figure 29. The calculated effect of anomeric effect weakening in the IR spectra of the model unit of 

poly(ethylene oxide) (PEO)/Li-cation system.

NMR Perlin Effect as a Measure of Anomeric Effects on C-H coupling: Spin–spin coupling constants or ‘‘J 

values’’ in NMR are widely used in structure determination and conformational analysis of organic and 

inorganic molecules.126-128 In cyclohexane, the direct 1H-13C coupling constants are smaller for axial 

hydrogens. This observation, known as the normal Perlin effect129, can be traced back to the elongation 

of the axial C-H bonds as a consequence of hyperconjugative C-H*C-H interactions.130 The role of 

negative hyperconjugation on the C-H coupling in six-membered saturated heterocycles was thoroughly 

investigated by Juaristi and coworkers (Figure 30).131, 132 The axial lone pairs of O and N-atoms increase 

the magnitude of the Perlin effect by selectively weakening the axial C-H bond. The effect is clearly 

stereoelectronic because once the N-lone pair of azacyclohexane is oriented equatorially, the difference 
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between axial and equatorial 1JC-H values decreases to its value in cyclohexane.  Interestingly, the lone pair 

of an S atom does not impose a similar effect, revealing the existence of alternative delocalizing C-H/C-S 

interactions that selectively weaken and elongate the equatorial C-H bond.131, 132
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Because C-H bonds are weak acceptors, the correlation of hyperconjugation and one-bond C-H coupling 

constants can be overshadowed by other factors.133 Computational analysis of structures with systematic 

variations in the H-C-O-C dihedral angle in acyclic ethers revealed that although the effects of nO*CH 

and nO*CC delocalization are not negligible, polarization effects associated with the local dipole-dipole 

interactions can be even more important for the observed NMR trends.  Recently, a thorough analysis of 

Perlin effects in cyclohexane-derived compounds by Podlech and coworkers illustrated that the NMR 

coupling constants are also affected by other factors including the s-character in the respective hybrid 

carbon orbitals in the C-H bonds.128 From these recent findings, NMR evidence of anomeric effects has to 

be considered critically and used in the conjunction with other experimental and computational data. 

The use of model compounds in studying anomeric effects 

A common approach is to compare anomeric systems with related model compounds designed to either 

remove or amplify one of the proposed factors, suspected of being important. A good example of this 

approach is the insightful work by Perrin et al.134 who compared conformational preferences of 2-

methoxy-1,3-dioxane (2MDO) and 2-methoxy-N,N’-dimethylhexahydropyrimidine (2MHHP).  One could 

expect that due to the lower electronegativity of nitrogen, replacement of both cyclic oxygen atoms with 
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NMe groups would enhance orbital interactions and reduce local dipole moments. The authors also 

estimated that steric destabilization of axial-2MHHP would be lower than that of axial-2MDO, thus 

allowing a higher amount of the axial conformer in the case of 2MHHP. 

However, 2MDO and 2MHHP were found to nearly identical equilibrium constants for the axial and 

equatorial conformer interconversion. In order to understand this finding, one should take into account a 

number of significant differences between oxygen and nitrogen. For example, even though nitrogen is 

less electronegative, the stereoelectronically important O and N lone pairs are similar in energy because 

the difference in electronegativity is offset by greater p-character in the stereoelectronically active 

oxygen’s lone pair (see Addendum #2 at the end of the Review).135 An additional difference is the longer 

C-N bond lengths (1.469 Å in Csp3-Nsp3 vs. 1.426 Å in Csp3-Osp3 on average, according to Cambridge Structural 

Database).136 These differences decrease the expected hyperconjugation in 2MHHP relative to 2MDO. 

Furthermore, each oxygen has two lone pairs and is much more stereoelectronically “forgiving” than 

nitrogen which has only one lone pair. As the result, the combined donation from both lone pairs of an 

oxygen atom in the axial-2MDO is comparable to donation from the lone pair of nitrogen in the axial 

2MHHP (13.4 vs. 14.5 kcal/mol, Figure 31). Hence, the small difference between the N- and the O-systems 

does not disqualify hyperconjugative interactions as the important contributor to anomeric effect, 

although it does also illustrate that other factors, such as electrostatics, also play a role. 
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Figure 31.  Comparison of the conformational preference of 2-methoxy-1,3-dioxane (2MDO) versus 2-
methoxy-N,N’-dimethylhexahydropyrimidine (2MHHP)

In fact, many model substrates used in the similar studies of anomeric effect illustrate the elusive nature 

of “electronic effects” in chemistry. When making structural changes aiming to simplify stereoelectronic 

analysis, one has to be aware of an analog of the “Heisenberg uncertainty principle” that complicates clear 
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dissections of coexisting factors. Often, the “tools”, (i.e., the structural modifications) used to make a 

particular phenomenon “obvious”, change the initial object of study so much that the “model system” is 

too different from the original system. In other words, when studying the balance of stereoelectronic and 

coulombic interactions, one should consider if a change from O to CF2 or from O to NH may perturb the 

system so much that the observed trends are not really applicable to the original O-functionality. From 

that point of view, one can understand the appeal of theoretical approaches that hold a promise of a 

potentially “cleaner” analysis. 

Theoretical tools used to study anomeric effects – an outline

Theoretical approaches for investigating the anomeric effect are numerous and are summarized in Figure 

32. They can be roughly divided into two classes: (1) interaction-lockout-based and (2) chemoinformatic-

based. 

Chemoinformatical

Interaction-lockout

Dipole Moments

Electron Density Descriptors

Energy Components

Hammett Substituent Constants

Natural Bond Orbital Analysis/
Block Localized Wavefunction

Isodesmic Reactions/
Group Separation Equations

Approach 1

Approach 2

Approaches for
dissecting

contributions to
anomeric effect

(local, total)

(QTAIM charges, Hirshfeld charges, QTAIM
atomic energies, ELF basins populations,

delocalization index, BCP properties)

(exchange energy, exchange-correlation
energy, electrostatic energy, steric energy)

Figure 32. Computational approaches to studying anomeric effects. Acronyms: NBO – natural bonding 
orbitals; QTAIM – quantum theory of atoms-in-molecules; ELF – electron localization function; BCP – 
bond critical point (defined within the QTAIM framework).

Interaction-lockout-based approaches construct a hypothetical system where the “key” interactions 

causing the anomeric effect are switched off. Then, the difference in total energies of this interaction-free 

system and the original system can be taken as the anomeric effect strength. If such interaction energies 

correlate with the relative total energies of conformers, it provides an indication that the switched off 

interactions are indeed responsible for the anomeric effect in the given molecule. 
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The most popular interaction-lockout approaches are orbital- and valence-bond-theory based. These 

methods allow construction of a delocalization-free wavefunction, corresponding to the chosen Lewis 

structure. Orbital-based approaches include the very popular NBO- analysis75, 88, 130, 137-143, as well as other 

methods, e.g., “bond model analysis”144, “paired interaction orbital method”145, etc. Valence-bond-theory 

approaches include the block-localized wavefunction (BLW) method31, 146-148, developed by Mo, and other 

approaches such as “perfect-pairing generalized valence bond theory” (GVB-PP).149 NBO analysis of 

Weinhold can estimate energies of specific orbital interactions. This feature is very useful as it allows a 

more detailed exploration of delocalization effects (see examples below). However, unlike the BLW 

method, NBO does not relax the wavefunction of the delocalization-free state by its variational 

reoptimization. This leads to a higher energy of the reference state, somewhat overestimating the 

delocalization energies.150 Valence bond theory approaches, on the other hand, are often based on non-

orthogonal orbitals and, thus, suffer from the “overlap dependency”, which leads to ambiguities in 

assigning electronic overlap density to one site or another, thus complicating analysis of charge transfer.69

Finally, one can switch off a particular interaction by constructing an isodesmic reaction where all 

interactions, except for the one under investigation, are conserved.151 An example of an isodesmic 

reaction is given in Figure 33. This approach presents, perhaps, the most direct way for measuring 

anomeric effect strength in a given molecule, without relying on a chosen model. From the very general 

point of view, a conformational change can be considered a special “perfect” isodesmic reaction, as it fully 

preserves all bond types, hybridizations etc.
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Figure 33. An isodesmic reaction can illustrate how the stabilization of bis-peroxides and peroxyacetals 
increases due to the introduction of nO → σ*CO interactions.152

The chemoinformatic approaches do not attempt to estimate the interaction energy, but rather search 

for a correlation between the conformers’ energies and a molecular property such as total or local dipole 

moments142, 153, atomic charges (QTAIM23, 25-27, 77-79 or Hirshfeld20), QTAIM atomic energies25-27, 77, 79, 

electron localization function (ELF) basins populations25, delocalization indexes23, 26, 78, electron density 

properties at bond critical points (BCP)139, 140, or even Hammett substituent constants154. If found, the 

correlation is often considered to imply causation. In other words, if a change in a property is associated 

with the observed change in the conformer energy, this property is viewed as the cause of the anomeric 

effect.

Another set of chemoinformatic approaches relies on correlating the energy components (kinetic, 

potential, exchange, correlation, etc) with the overall energy differences. It was shown that relative 

conformer energies correlate well with the exchange energy155, but not with the correlation energy, 

leading the authors to conclude that anomeric effect arises from the Pauli principle. In another study153, 

correlations were found between the conformers relative energies and (1) exchange-correlation, (2) 

electrostatic and (3) steric energies, showing that all of them participate in determining conformational 

equilibria in the anomeric systems.

One can easily see, that the interaction-lockout-based and, especially, the chemoinformatic approaches 

rely on the presence of a correlation to conclude that a particular interaction or property gives rise to the 

observed conformational properties, structural features, or reactivity patterns. When applying this logic, 

one should remember that correlation does not always imply causation (see ref.156, and its TOC Figure). 

Not surprisingly, different approaches often disagree in underpinning the origin of anomeric effect. 

Obviously, all approaches presented in Figure 12 were constructed to be useful as mental models. 

However, the reality is simultaneously much less and much more complicated: the molecules are 

combinations of positively charged nuclei held together by a “cloud” of negatively charged electrons 

which are delocalized in the potential field imposed by nuclei. All the participating particles (electrons and 

nuclei) interact with each other by the electroweak force, which determines the ground state electron 

density distribution and the preferred molecular geometry. This seemingly simple but intractable for 

human mind model intrinsically incorporates the anomeric effect (as well as all the other effects), so 

quantum chemical calculations reproduce it without the a priori knowledge of its existence. 
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Unlike the quantum chemical methods, molecular mechanics force fields require explicit parameterization 

of the anomeric effects to accurately describe molecules where such effects are present. For this reason, 

the search for unexpected anomeric effect manifestations remains important as such manifestations 

directly affect accuracies of force fields used to describe very large molecular systems (e.g. in 

computational biochemistry). 

Let’s analyze now how the different information provided by different methods can lead to 

misunderstandings and controversies. 

“Conflicting” origins of anomeric effect:  comparison of recent computational models

Because molecular properties originate from an interplay of multiple factors, the origin of AE remains a 

popular testing ground for the development of new theoretical models and computational techniques 

aimed at providing deeper insights into electronic structure. Following these discussions can be confusing 

because the overall conclusions keep changing and the results seem to conflict each other, especially 

when different criteria are used for evaluating the “same” electronic factor. Below, we will give a brief 

outline of selected recent findings. They can be separated into two parts a) based on dissection of 

electronic wavefunctions into individual components and b) analysis of secondary factors, such as the 

overall charge distribution, individual bond polarity etc. 

Dissections of electronic wavefunctions: 

A particularly helpful theoretical method for organic chemists is the Natural Bond Orbital (NBO) analysis 

of Weinhold. NBO analysis transforms the canonical delocalized Hartree-Fock or Kohn-Sham MOs and 

non-orthogonal atomic orbitals (AOs) into sets of localized “natural” atomic orbitals (NAOs), hybrid 

orbitals (NHOs) and bond orbital (NBOs). Each of these localized basis sets is complete, orthonormal, and 

describes the wavefunction with the minimal number of filled orbitals in the most rapidly convergent 

fashion. Foster and Boys157, Edmiston and Ruedenberg158, and Pipek and Mezey159 reported alternative 

localization procedures for transforming delocalized MOs into the intuitive Lewis structure description 

that provides additional bridges between MO and VB theories (see Addendum #1 at the end of the Review 

for details).

In this review, we provide hyperconjugation energies computed within NBO approach on top of DFT 

calculations. Even in situations where steric and electrostatic interactions may play a more important role, 
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the NBO energies can show the extent by which hyperconjugation changes upon a structural perturbation 

or a conformational change, providing a firm foundation for gedanken experimenting. 

Filled NBOs describe the hypothetical, strictly localized Lewis structure where each NBO corresponds to 

either a bond, a lone pair, or an antibond. The interactions between filled and unfilled (antibonding) 

orbitals represent deviation from the localized Lewis structure and can be used as a measure of 

delocalization. When the occupancies of filled NBOs are highly condensed, the delocalizing interactions 

energies can be estimated using second order perturbation approach (Equation 1) where , < 𝜎|𝐹|𝜎 ∗ >

or Fij is the Fock matrix element between orbitals (NBOs) i and j, εσ and εσ* are the energies of the σ and 

σ* NBO’s, and nσ is the population of the donor orbital.160  

Equation 1    

     E(2) =  - nσ
< σ|F|σ * >

2

εσ * - εσ
= - nσ

Fi,j
2

∆E
Alternatively, orbital interactions can be evaluated by deletion of the corresponding off-diagonal 

elements of the Fock matrix in the NBO basis and recalculating the energy (the “deletion energies”, 

Edel).160-162 The advantage is that an individual interaction or a group of interactions can be evaluated. 

Usually, there is a good linear correlation between deletion (Edel) and perturbation (E(2)) energies.18 

Deviation from such a correlation often reflects cooperativity or anticooperativity between the individual 

delocalizing interactions. 

Because the NBO method can provide contributions from well-defined individual orbital interactions, it is 

very convenient for evaluating the role of specific stereoelectronic effects in organic reactivity. For 

example, Figure 34 illustrates the strength of two distinct interactions mediated by the same * acceptor 

(top) and the contribution of one orbital interaction to the anomeric effect in dimethoxymethane 

(bottom). 

O H

C-H*C-O
4.4 kcal/mol

C-H*O-C
3.2 kcal/mol

H
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Figure 34. Two examples of NBO analysis of orbital interactions. Top: Anisotropy of orbital interactions at 

the opposite ends of same * acceptor with two analogous CH donors.130 Bottom: the negative 

hyperconjugation contribution into anomeric effect in dimethoxymethane.

Detailed NBO studies by Freitas88 found that NBO evaluations of hyperconjugative contributions to 

anomeric preferences agree well with the observed conformational trends in the gas phase and in solvents 

of different polarity. Recently, Nori-Shargh et al. have shown that, after NBO deletion of the 

hyperconjugative exo- and endo-anomeric interactions in 2-fluorotetrahydropyran, -thiopyran, -

selenopyran, and their chloro- and bromo- analogs, the equatorial conformers become more stable than 

the axial conformers, supporting the hyperconjugative anomeric effect origins.75

Conceptually interesting, but in our opinion, less useful for the understanding of practical aspects of 

chemical reactivity are “global NBO delocalization energies” that combine contributions of all “non-Lewis” 

orbitals. In addition to vicinal hyperconjugation, such energies include geminal delocalization from orbitals 

at the same atom as well as contributions from interactions with empty atomic orbitals with higher 

quantum numbers (Rydberg orbitals). Geminal interactions include contributions that come from 

rehybridization and repolarization of orbitals at the same atom and are less intuitive to understand than 

the stereoelectronically controlled vicinal interactions. To complicate it further, the physical origin and 

chemical consequences of Rydberg interactions are not well-studied. Considering the possible influence 

of multiple effects, getting a practical insight from the global deletion energies is challenging. 

Another interesting approach is the block localized wavefunction (BLW) method developed by Mo and 

coworkers.148, 163-171  Like NBO, the BLW method can evaluate the contribution of orbital effects on the 

overall electronic energy. However, it does not separate vicinal and geminal hyperconjugation and, in 

general, lacks the flexibility needed for evaluating each individual orbital interaction separately. The 

localized reference Lewis structure in the BLW method is derived by “partitioning the system into several 

mutually interacting subgroups and restricting the expansion of each MO in only one subspace” (Figure 

35). This separation into individual blocks must be done carefully so the same orbitals are not included in 

multiple blocks. An advantage of BLW over the current implementation of NBO is that the localized block-

orbitals are variationally optimized. Reoptimization of orbitals stabilizes the localized state and, thus, 

decreases the apparent stabilization by delocalization effects. 

Unfortunately, direct comparison between these methods is complicated because, unlike NBO, BLW starts 

with non-orthogonal orbitals as the basis for building the localized reference “free of delocalization”.  As 

a result of the above differences, NBO estimates of delocalization are generally larger than BLW estimates. 
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The differences between alternative wavefunction dissections can be traced back to assigning the overlap 

density to either the filled orbital (and counted toward steric effects) or to the unfilled orbital (and 

counted toward hyperconjugative charge-transfer). 
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Figure 35. Comparison of reference states used in NBO and BLW interaction-lockout approaches.  

 

Keeping these differences in mind, let’s highlight the in-depth BLW analysis of the anomeric effect in 

dimethoxymethane.31 To start, the localized blocks were constructed—the C-H bonds were localized 

within their own methyl or methylene groups while constraining the oxygen lone electron pairs to 

individual oxygen atoms. Finally, each C-O bond was strictly localized between the two bonding atoms 

(Figure 35). Nine blocks were defined, each containing an even number of electrons. Each MO was 

expanded within only one block or subgroup and was doubly occupied. The energy difference between 

BLW and HF was taken as the magnitude of the vicinal n/* and /* interactions as well as some of the 

geminal interactions of bonds sharing the same apex atoms. This BLW analysis found that this combination 

of hyperconjugative interactions is an important stabilizing force (on the order of 57-59 kcal/mol) for each 

of the three rotamers of dimethoxymethane. Interestingly, for this subset of hyperconjugative 

interactions (which combines vicinal hyperconjugation, geminal hyperconjugation and other delocalizing 

effects), hyperconjugation slightly favors the all-trans over all-gauche conformations. The 1.9 kcal/mol 

difference for the alternative conformations is small (~3% of the overall delocalization energy). The overall 

BLW data suggest that the anomeric effect is mostly derived from the “steric preference”.

When considering this conclusion, one has to remember that steric energy was defined as the sum of the 

electrostatic interaction (stabilizing or destabilizing) and Pauli repulsion in the BLW approach whereas the 
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NBO approach (i.e., Natural Steric Analysis)172, 173 treats sterics as the “kinetic energy pressure” that 

opposes interpenetration of matter.174 In the latter case, the physically required orthogonalization of 

overlapping orbitals leads to additional oscillatory and nodal features which are associated with increased 

wavefunction curvature and kinetic energy of electrons.

This situation points to a typical problem. It is not uncommon that the “same component” is defined in a 

different way in alternative models of AE. In another example, da Silva and coworkers155 use the energy 

terms that emerge directly from the application of the molecular Hamiltonian on the appropriate 

wavefunction. The energy terms that constitute the total energy (Etot) were taken as the kinetic (T), 

electrostatic (Vel) and exchange (K) components.

Perhaps not surprisingly, da Silva and coworkers arrive to a different conclusion—in their model, the origin 

of AE is in repulsive exchange interactions, and electrostatic factors do not contribute to the anomeric 

preference. Not only is the definition of steric energy quite different from the earlier conventions, but 

orbital interaction effects are not explicitly discussed. 

In summary, the answers obtained in new theoretical treatments of the anomeric effect often depend on 

the model design, such as the choice of the reference (i.e., delocalization-free) state, the inclusion of 

additional, sometimes conflicting effects in the analysis, and/or conceptually different definitions of 

individual contributions. Importantly, arriving to a consensus would require a suitable localized reference 

point that everybody agrees upon and theoretical approaches that define analogously named energy 

contributions from the same physical principles. 

Furthermore, although the separation of the total energy into global contributions of a “different nature” 

(e.g., hyperconjugation + electrostatics + steric) may have conceptual value, it often offers limited 

guidance to a practicing synthetic organic chemist. Even if the combination of minor effects shows a slight 

preference one way, we argue, from our personal point of view, that such global pictures offer less 

practical value in guiding chemical intuition and reaction design than a single key electronic reorganization 

effect that closely follows the reaction path and defines the bond-breaking and bond-making steps. 

Considering the abundance of theoretical approaches and conflicting conclusions discussed above, it is 

remarkable that chemists still generally prefer the hyperconjugative model of AE, even when 

acknowledging the electrostatic contributions. Let’s keep that in mind while reviewing a few specific 

controversies related to anomeric effect. 

Delocalization, polarity and electron density transfer in anomeric systems: 
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As discussed earlier, the thermodynamic consequences of anomeric effect can often be evaluated using 

isomerization or group separation reactions. For example, 1,4-dioxane is ~5 kcal/mol less stable than 1,3-

dioxane. This difference indicates the presence of a stabilizing effect, specific to 1,3-dioxane. Note that 

this effect is larger than the 0.8-0.9 kcal/mol axial/equatorial difference in 2-OMe THP, 48 indicating that 

loss of two nO*C-O interactions involving the two endocyclic O atoms (in 1,4-dioxane) comes with the 

greater penalty than loss of one nO*C-O(ax) donation (in equatorial 2-OMe THP). 

A corollary of these thermodynamic estimates - interesting in the context of the above electrostatic 

arguments - is that the greater stability of 1,3-dioxane reiterates that an increased dipole moment does 

not lead directly to a lower stability in a pair of isomers. Sometimes, the more polar isomer can be more 

stable: polarization does not equal instability and vice versa. On the other hand, the hyperconjugative 

model readily explains why 1,3-dioxane, where the vicinal anomeric nO *CO interactions are possible, 

is more stable than the 1,4-isomer.

A controversial opinion, related to the interplay between polarity and delocalization, is that 

hyperconjugative interactions within a symmetry-related donor/acceptor pair (such as CF2) would 

“counteract each other” and, thus, provide net zero stabilizing effects. In particular, Wiberg makes the 

following point about negative hyperconjugation in a CF2 group: “Since each fluorine is both a donor and 

an acceptor, it is not obvious why the energy should decrease.” Although he agrees that negative 

hyperconjugation “may well be operative in other cases in which there is an opportunity for charge 

transfer”,32  the above statements also imply that negative hyperconjugation without such an opportunity 

is unimportant. This comment brings the question of whether delocalization should always be associated 

with charge transfer to be stabilizing. 

The answer to the above question is clearly “No”.  Figure 36 shows a selection of textbook symmetric 

delocalization patterns which are stabilizing in the absence of net charge transfer. Even when such 

systems include polar substituents (e.g., the C-F bonds in -CF2-), the local polarization is cancelled out on 

the molecular scale.
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Figure 36. Delocalization without charge transfer: a selection of symmetry related pairs of delocalizing 

interactions 

These examples also address another common misconception that it is impossible to “weaken a bond but 

stabilize a molecule”.  Here, both allylic radical and 1,3-butadiene illustrate that even though conjugative 

interactions may formally decrease the double bond character in the dominant Lewis structures 

describing these species, the added delocalization of the π electrons stabilizes each of these molecules as 

a whole.49, 175 By increasing the “potential energy box” for electrons, delocalization decreases their kinetic 

energy. The same argument readily applies to the symmetric CF2 fragment as well. In fact, the 

delocalization is at its best exactly when it does not separate charges, as illustrated readily by the 

“symmetry enforced neutral delocalization” in benzene that we refer to, for brevity, as “aromaticity”.  Of 

course, aromaticity is one of the best ways to stabilize a molecule by delocalization. 

Anomeric effect in polyfluorinated organics

In a thorough study, Schleyer showed that the increased stabilization associated with additional fluorine 

atoms at the same carbon (Figure 10) is consistent with the greater number of possible anomeric orbital 

interactions. Each F atom has three lone pairs, two of which are p-type and can interact with the adjacent 

acceptor orbitals. These orbitals can give rise to 2, 6, and 12 nF*CF interactions in CH2F2, CHF3, and CF4 

respectively. According to the NBO deletion calculations by Salzner and Schleyer176, such interactions add 

up to ~131 kcal/mol in CF4. The difference in the overall molecular stability and the NBO evaluation 

suggests that the stabilizing effect associated with anomeric delocalization is partially offset by structural 

distortions needed to reach the molecular geometries that provide the best compromise between the 

localized (Lewis) and delocalized wavefunctions. 
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Figure 37. Group separation reactions that probe the effect of different substituents at the same carbon.

Alternatively, Wiberg and Rablen32 emphasized the electrostatic contribution to the C-F bonds shortening 

as a consequence of the positive charge increase on the central carbon with increasing F substitution. 

Such increase should lead to significant polar contribution to the C-F bond strength, albeit with the partial 

loss of covalent bond order. 

In this context, it is interesting that the calculations of Wiberg and Rablen find nearly the same strong 

anomeric stabilization for Y=F and OMe but the stabilization essentially disappears for Y=Cl (Figure 37). 

These authors, who attribute the increase in anomeric stabilization and the C-Y bond strength with the 

increased number of substituents Y = F, OR to the greater polarity of the C-Y bonds, suggest that the ~50 

kcal/mol difference in the stabilization energies can be attributed to the lower electronegativity of Cl (3.2 

on the Pauling’s scale) in comparison to the electronegativity of O (3.4). When considering this argument, 

one should note that the even larger difference between O and F (4.0) does not decrease the extent of 

anomeric stabilization in a similar way. In fact, the stabilization is even larger for O, despite its lower 

electronegativity. 

From the hyperconjugative model point of view, the difference between Y = F vs. Cl is readily explained 

by the fact that the much longer C-Cl bond length considerable weakens the nY*C-Y interactions by 

separating the interacting orbitals further away in space (approximately by 50%).  According to NBO 

analysis, the representative nY*C-Y interaction energies are 15.0 (Y=F), 15.0 (Y=OH), and 7.5 (Y=Cl) (in 

kcal/mol, at the B3LYP/6-31G(d,p) level). 

Importantly, the anomeric effect in fluorocarbons (mediated by nF*CF donation) greatly stabilizes each 

CF2 moiety without introducing charge separation that could assist in the initiation of polar reactions 

(Figure 38). The charge on the F atoms doesn’t change greatly. Although the central carbon becomes 

progressively more positively charged, the additional F atoms also create a negatively charged “armor” 

that shields the positively charged carbon atom from a nucleophilic attack.  Together, these structural and 
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electronic features offer protection from both reducing and oxidizing agents and explain why 

fluorocarbons are such a difficult target for common bio- and chemo-degradation mechanisms.177 
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Figure 38. The “anomeric armor” of fluorocarbons: nF*C-F interactions as components of electronic 

stabilization of fluorocarbons.

The anomeric effect also contributes to the significant increase in the BDEs of the C-F bonds with the 

increasing degree of fluorination at the same carbon atom. Here, the apparent C-F bond strength 

increases greatly if the C-F bond in question is part of a CF2 or a CF3 group. Inspection of the individual 

resonance structures here is misleading since it suggests that the pair of symmetry related nFσ*CF 

interactions in each CF2 moiety would, in turn, weaken and strengthen the C-F bond and, hence, have little 

effect (Figure 39). The confusion can be resolved once one realizes that both of the two symmetry related 

interactions will be lost if one of the C-F bonds is broken. Hence, the cumulative effect of double anomeric 

hyperconjugation should strengthen each of the two C-F bonds in the CF2 moiety relative to that in CH3F. 
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Figure 39. The seeming paradox of symmetric anomeric patterns: will the C-F bond be weakened or 

strengthened? The nFσ*CF interactions are clearly stabilizing but the overall effect on geometry cannot 

be readily predicted from the analysis of resonance structures. BDE from ref. 32.

Other conceptual controversies – puzzles originating from complexity: 

Recently, Wiberg and co-workers20 made several interesting observations when analyzing the Hirshfeld 

atomic charges of axial and equatorial 2-fluoro-1,3-dioxane at the MP2/aug-cc-pVTZ level. For example, 

they pointed out that, although both hydrogen and fluorine do gain additional electron density when they 

move from an equatorial to an axial position, the calculated charge at the oxygen changes to a lesser 

extent (Figure 40). This observation seems to disagree with the premise that hyperconjugative donation 

of electron density from the nO orbital into the σ*CF orbital should decrease electron density at the 

endocyclic oxygen in the axial conformer and prompted the following comment: “The hyperconjugation 

model involving electron transfer from a ring heteroatom to an excited state (sic) of an axial C–G bond 

was shown to be, at most, a minor contributor because of the very small changes in charge density at the 

ring heteroatom(s): the main charge transfer is from hydrogen to G in the H–C–G unit”.20 The authors 

continue to suggest the following: “As a corollary to this study we suggest that proposals of 

hyperconjugative interactions in neutral closed shell systems should be checked by calculating the atomic 

charges to see if the proposed charge transfer is found”.
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Figure 40. Left: The Wiberg’s puzzle: is anomeric effect complicated? Changes in selected atomic Hirshfeld 

charges at MP2/aug-cc-pVTZ level upon axial/equatorial flip in 2-F-1,3-dioxane indicate that the axial 

fluorine gets electron density but it doesn’t seem to come from the oxygen. Right: a hint for solving the 

puzzle (vide infra) 

Indeed, the observation of oxygen not gaining electron density seems counterintuitive and warrants a 

more detailed analysis. We perform such analysis below for both 2-fluoro-1,3-dioxane and 2-fluoro-

tetrahydropyran (2-F-THP). 2-F-THP is a more balanced test compound for analyzing charge density 

changes because anomeric charge delocalization in 2-fluoro-1,3-dioxane is unavoidably diluted by an 

imbalance between the number of donors and acceptors. To put it simply, since there are two oxygen 

donors per one C-F acceptor, any electronic effect (such as a charge decrease) at each of the two oxygens 

would be expected to be half of the related effect on the fluorine. For this simple symmetry-based reason, 

2-fluorotetrahydropyran, that has one donor per one acceptor, serves as a better model for the analysis 

of electron density redistribution upon the equatorial-axial flip. 

The advantage of NBO for such analysis is that we can look at the individual orbitals in addition to the 

total charge at each of the atoms. The observations are interesting and they illustrate that, indeed, the 

“anomeric effect is complicated”, as suggested by Wiberg et al.20 However, this complexity revolves 

around the hyperconjugative picture of the anomeric effect. The salient observations are summarized in 

Figure 41. These observations fully support the key role of hyperconjugation in charge density changes 

associated with AE.

Page 52 of 84Chemical Society Reviews



Natural charges and orbital populations, NBO B2PLYP-D3/6-311++G(d,p) SMD = H2O
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*CF 0.03 0.08 +0.05

*CH 0.024 0.022 -0.002
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*CH 0.023 0.021 -0.002
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Natural charges and orbital populations, NBO B2PLYP-D3/6-311++G(d,p) SMD = none

Figure 41. Changes in the charge distribution in the axial and equatorial conformers of 2-fluoro-1,3-

dioxane and 2-fluorotetrahydropyran. Numbers in the table correspond to orbital population, in 

electrons. 

First, if one looks at the population of the individual NBO orbitals (tables in the left part of Figure 41), the 

key premise of the hyperconjugative model is reflected nearly perfectly in their relative populations. For 

example, as the *CF bond gains 0.05 e- upon the equatorial-axial transition, the p-type lone pair of oxygen 

loses the same amount of charge (i.e., 0.05 electrons). 

However, if one looks at the total charges at an atom, the situation is indeed similar to what is described 

by Wiberg et al.20 The total negative charge at F increases by 0.04 e whereas the negative charge at O 

decreases by only 0.01 e. In other words, 0.03 electrons seem to be missing. 

Interestingly, this “loss” is only observed in the gas phase. In water, the discrepancy with the charges on 

F and O is less alarming - fluorine gets 0.04 electron and oxygen loses just a bit less (0.02 e). This 

observation suggests that there is an intramolecular redistribution of charges in the gas phase that 
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partially compensates for the charge transfer associated with the nO*CF interaction, activated in the 

axial conformer. But what can this compensating mechanism be?

An important piece of the puzzle is that the oxygen lone pair participates at the same time in two anomeric 

interactions with the two axial substituents, C2-F and C6-H. It is the second anomeric nO*CH interaction, 

where the axial C6-H bond serves as an acceptor, that provides the missing components of the puzzle. The 

positive charge at the axial hydrogen does show an increase by 0.03 e in the axial 2-F THP conformer, 

which is the exact missing difference in the charge changes for O and F.  This observation is consistent 

with the overall charge redistribution as the competition between two anomeric delocalizations: nO*CF 

and nO*CH. In this scenario, because oxygen gives more electron density to the axial C-F, it has to give 

less to the adjacent axial C-H. Once the electron checkbook is balanced, fluorine gets 0.04 electron more, 

hydrogen gets 0.03 electron less, and oxygen loses only 0.01 electron.  As happens in life, the weakest 

(i.e., the least electronegative) partner in this relay of anomeric interactions loses the most after the trade 

transaction is completed and electron density is redistributed.

In the same work, Wiberg offers another puzzle (Figure 42, left).20  The observation the hydrogen and the 

fluorine at C2 of 2-fluoro-1,3-dioxane gain nearly the same amount of electron density by switching from 

the equatorial to the axial position is also surprising in view of the different acceptor abilities of the C-H 

and C-F antibonding orbitals.20

This observation also results from an interplay of electronic effects that goes beyond the simple “one-

interaction” model. NBO analysis shows that the mechanisms by which the electron density is increased 

at the axial (C2)-H and the axial (C2)-F atoms are different. Most of the gained electron density at the axial 

F is due to the σ*CF population increase - which is exactly as one would expect as a consequence of the 

nO σ*CF negative hyperconjugation! In contrast, the density increase at the axial H comes from two 

sources: an increase in the σCH population and an increase in the σ*CH population. The axial C-H bond has 

no vicinal hyperconjugative acceptors as it is aligned only with the three donor lone pairs at the three 

(O,O,F) heteroatoms. As all vicinal σCHeq  σ* interactions, which deplete the CH orbital of its electron 

density, are deactivated when the C-H bond is axial, the σCH population goes back to ~2.0 e (Figure 42). 

This, more nuanced, description further expands the hyperconjugative picture of anomeric effect. 
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The 2nd puzzle:
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Answer:
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Figure 42. Left: The second Wiberg’s puzzle.  Changes in selected atomic Hirshfeld charges at MP2/aug-
cc-pVTZ level upon axial/equatorial flip in 2-F-1,3-dioxane indicate that axial H and axial F get a similar 
amount of electron density. Right: The absence of vicinal -acceptors for the axial C2-H hydrogen in 2-
fluoro-1,3-dioxane increases the bonding CH NBO population to 2.0 electrons upon equatorial/axial C-H 
flip. The Hirshfeld and the NBO charges are slightly different but the trends are similar

Clearly, such fundamental discussions are interesting from the conceptual point of view. It is important to 

keep analyzing AE and other stereoelectronic effects from different perspectives. The above data and 

discussion reiterate that AE is a complex, multi-component phenomenon where several factors either 

combine or act against each other in setting up the conformational outcome. Although these alternative 

explanations do not put in doubt the key role of n*CX interaction, they do raise the question whether 

one should surrender to this complexity and just accept that anomeric effect “is complicated” or whether 

one should try to distill it into a simpler picture that still retains both the descriptive and the predictive 

powers.

The individual answers to the above questions may be a matter of taste but they set up the stage for our 

subsequent discussion where we would like to look at the AE and its components from a practical point 

of view. Are such dissections into a multitude of small components useful to practicing organic chemists 

(especially if definitions of steric and electronic factors keep changing)? What model would be the most 

useful addition to the arsenal of practical tools for reaction design?
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The criteria for a useful model: Hyperconjugation as a bridge between structure and reactivity

How important is it to settle these arguments? We think that, although the present discussions are 

valuable, the future theoretical scrutiny of the anomeric effect would benefit if the following points are 

considered and addressed. 

In addition to quantifying the greatest energetic contributions for both individual and groups of 

components, is it also worth considering factors that contribute the most to the meaningful chemical 

observables such as structure, spectroscopic properties, and, especially, reactivity? 

More generally, it would be helpful to agree on what are the criteria for a useful model. How complex or 

how simple should such a model be? Is complexity inherently preferable to simplicity or should it be the 

other way around? These questions are not trivial as illustrated by a quote attributed to Einstein - 

“Everything should be made as simple as possible, but no simpler”.178  

If one chooses a simplified model, then which properties of a model should be of primary importance?  In 

addition to having a predictive power, should the model be physically realistic, related to chemical 

reactivity, describe structural features, etc? Asking the right questions may sometimes be as important as 

getting the right answers.

Can we describe a complex “full-blooded” quantum system with a model based on a single parameter?  

Why would a specific parameter be chosen instead of an alternative one? The question of “ambiguity” is 

a fair test for any model that tries to represent a reality that is not that simple and is not clearly separable 

into completely independent components. Furthermore, the difficulties in attributing a conformational 

preference to one specific phenomenon should not be a surprise because, in fact, any “electronic effect” 

of organic chemistry is a small perturbation on top of very large total electronic energies. Even though an 

energy contribution on the order of 3 kcal/mol can be quite important from a chemical point of view (e.g., 

leading to ~1:100 ratio of two products at equilibrium), the same 3 kcal/mol can be a very small 

perturbation on top of a very large overall electronic energies (hundreds of thousands to millions of 

kcal/mol, depending on the size of the molecules).  In a way, isolating an individual effect is similar to 

determining a captain's weight by weighing the ship with and without him aboard. In order for this 

treatment to be useful, it has to be coupled with the logical approach to chemical reactivity. 

From the literature discussions, one may conclude that for a situation where multiple effects combine to 

account for the observed trend in stability, all such effects are of equal value for predicting reactivity. To 

make it worse, our opinions and perception of molecules are shaped by our methods of study, by our 

observation tools, by the focus of our attention, and by the underlying conceptual paradigm. Although 
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the conflicting literature descriptions of anomeric effect illustrate it particularly well, this situation is not 

unique but, rather, typical for stereoelectronic effects. 

If the goal is to have an intuitive understanding of what a chemical system is capable of, then the key 

components of the overall puzzle are those that can help predict molecular reactivity by responding to an 

external perturbation in a clear and logical way. Even when many components add up to define the overall 

energy (which is always the case for any molecule in any conformation), the hyperconjugative 

contribution becomes dominant as the bonds stretch and angles distort from the equilibrium geometries, 

e.g., on a path to a transition state or a reactive intermediate! 

The hyperconjugative nX*CY interactions are the single dominating effect with a clear origin and useful 

predictive value in the X-C-Y systems. In the following sections, we will show that these interactions can 

be amplified at key reaction stages where electron demand increases as bonds are stretched and broken. 

In these situations, focusing on the key stereoelectronic factor provides the greatest predictive power. 

Evolution of hyperconjugative interactions in reactions at the anomeric position:

Figure 43 (top) highlights the electronic changes associated with leaving group departure in a typical 

anomeric system, 2-chloro-1,3-dioxane. As the C-Cl bond elongates, the role of the anomeric nOσ*C-Cl 

interaction increases as the molecule uses electron delocalization to compensate for C-Cl bond breaking 

and carbocation development. The NBO negative hyperconjugation increases by 4 kcal/mol when the C-

Cl bond is stretched by 0.08 Å and by another 5 kcal/mol by one more 0.1 Å increase (total stretching from 

1.92 Å to 2.1 Å). At the same time, the C-O distance shortens and the OCCl angle decreases to the Burgi-

Dunitz angle as the system starts to resemble an oxacarbenium ion attacked by chloride.  These changes 

illustrate the origin of TS stabilization for C-X scission at an anomeric position. 
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Figure 43. Top: Amplification of anomeric nO*C-Cl hyperconjugation upon stretching of the C-Cl bond 
in 2-chloro-1,3-dioxane. Orbital interaction energies are from a 2nd order perturbation NBO analysis. 
Bottom: structural changes in the TS for C-F bond ionization in a representative anomeric system. 

Similar structural changes are apparent in a representative TS for solvolysis in an anomeric system (Figure 

43, bottom).101 As the C-F bond elongates from 1.41 to 1.69 Å in the TS, the C-O bond shortens from 1.38 

to 1.27 Å and the C-O-O-C moiety planarizes due to the developing C=O+ character at the reacting carbon. 

All of these structural changes clearly illustrate the dramatically increasing role of nO*C-F 

hyperconjugation in the process of C-F bond ionization. 

Relationship between thermodynamic and kinetic effects

The apparent paradox of the anomeric effect (shared by many other stereoelectronic effects) is that 

stabilization of a molecule is often accompanied by “destabilization” of a bond. In fact, stabilizing effects 

can amplify a weakness in the molecular armor and facilitate chemical transformations. 

A few questions may immediately come to mind: How can stabilization of a molecule lead to its increased 

reactivity? Is there a paradox? A breakdown in logic? The answer is that the interactions which stabilize a 

molecule may also be active in a transition state that transforms this molecule into something else. If the 

interaction in the transition state is enhanced in comparison to the ground state, then the interaction 

activates the molecule toward transformations which proceed via this transition state (Figure 44). 
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This analysis explains how the AE, despite always being stabilizing, can be either activating or deactivating 

– the overall effect simply depends on where the AE is stronger, in the reactant or the TS. When AE is 

enhanced in the TS, it manifests itself as kinetic anomeric effect (KAE). Such TS stabilization is of primary 

importance for the control of reaction rate and selectivity, especially in catalysis.  
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Figure 44. Origin of kinetic anomeric effect in systems that do not interconvert into each other. Top left: 

Two PES that compare a system with active anomeric stabilization (blue) with a hypothetical system where 

such interaction is absent (black). In the blue system, anomeric effect is always active (i.e., in the reactant, 

the TS and the product). Kinetic AE is observed when TS stabilization is greater than the reactant 

stabilization. Top right: Two PES that compare a system where the anomeric stabilization is active in the 

reactant and strengthened in the TS (blue) with a system where the anomeric stabilization is absent in the 

reactant and strengthened in the TS (black). Bottom: Kinetic anomeric effect accelerates reactions more 

in systems where the transition state stabilization is not partially compensated by reactant stabilization. 

For reactants with activated AE, KAE occurs when anomeric stabilization is greater in the TS than in the 

reactant (Figure 44).  However, KAE can also contribute to reactivity of systems where AE is absent in the 

ground state. In fact, the kinetic assistance from AE can be, paradoxically, stronger in such systems. In the 

absence of reactant stabilization, even relatively weak anomeric contribution to the TS stability will 
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accelerate the reaction. The latter scenario explains the much faster solvolysis of carbohydrates with an 

equatorial leaving group in Figure 44, bottom. Such systems do not have significant anomeric stabilization 

in the reactant but gain such stabilization on the way to the product-looking TS, as the molecule distorts 

towards the product geometry. After the leaving group departs completely (i.e., the contact or solvent-

separated ionic pair gives rise to free cation), the SN1 product of both axial and equatorial group is the 

same sp2-hybridized oxacarbenium cation (Figure 44) with no memory of the initial anomeric 

configuration.179

While Figure 44 illustrates KAE by comparing two systems that do not interconvert under the reaction 

conditions, the role of stereoelectronic effects in the common case of two rapidly interconverting 

conformers of different stability and reactivity can be analyzed through the prism of the Curtin-Hammett 

principle (Figure 45). 

According to the Curtin-Hammett principle, the preferential reaction path is defined by the difference in 

free energy between the alternative transition states - as long as the reactive conformers can quickly 

equilibrate.180 The relative TS energies do not always mirror the difference between the ground state 

conformers. A preferred molecular structure generally originates from the tug-of-war of multiple 

electronic, steric, and electrostatic effects. Because of this complexity, it is not unusual for even a 

potentially significant stereoelectronic interaction to be overridden by a combination of several other 

effects that, taken together, favor a geometry where this stereoelectronic interaction is either dormant 

or not fully activated. However, even such “hidden” stereoelectronic interactions can still impact reactivity 

and define the nature of reaction products as we will illustrate in Figure 45. 

For the simple case of two conformers A and B, shown in Figure 45, TSA may still be the more stable 

transition state even if B is the most stable reactant conformer. When TSA is the rate- and product-

determining TS, stabilization of B is, in fact, counterproductive. When such stabilization is lost upon the 

conversion of B to A and then to TSA, the stabilization of reactant B will slow down the reaction.  

Figure 45a shows a case where the reaction proceeds through a minor conformer, disfavored in the 

ground state. In this case, the stereoelectronic stabilization not available in the more stable of the two 

ground state conformers is amplified in the TS geometry to an extent where it can overcome the ground 

state disadvantage. More specifically, although the axial conformer of the OTs-substituted cyclohexane is 

~0.5 kcal/mol higher in energy than the equatorial conformer, the E2 elimination from the axial conformer 

proceeds much faster due to the favorable antiperiplanar arrangement between the C-H and C-OTs bonds 

in the elimination transition state.181, 182 In this scenario, a stereoelectronic effect (i.e., the CH*CX 
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interaction) that is dormant in the ground state, becomes dominant in the TS as the power of 

hyperconjugation is enhanced when the two breaking bonds are antiperiplanar to each other.
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Figure 45. Two Curtin-Hammett scenarios where reacting conformers can quickly interconvert and the 
reaction can proceed through a TS with the lower absolute energy. In this situation, TS stabilization can: 
a) overcome unfavorable ground state properties which require a change in conformation to activate the 
stereoelectronic assistance, b) amplify a ground state stereoelectronic effect—where the more stable 
conformation allows the stereoelectronic assistance to operate

In an anomeric system (e.g., dehydrohalogenation of 2-chlorotetrahydropyran, Figure 45b), the situation 

is simpler as the reaction proceeds from the more stable conformer. In this case, the key stereoelectronic 

effect (the anomeric nO*CCl) is already present in the most stable conformer of the reactant.  This 

hyperconjugative interaction is “productive” because it is amplified in the TS in comparison to the ground 

state (i.e., the TS is more stabilized by this interaction than the reactant). This common caveat shouldn’t 

be understated: stabilization of the TS originating from the major conformer by a stereoelectronic effect 

is only productive when it is greater than the stabilization of reactant by the same effect. If a delocalizing 

interaction stabilizes a ground state structure to a greater extent than the TS, then the reaction will be 

slowed down by this stabilizing effect (“reactant stabilization”). 

The classic story summarized in Figure 45 reiterates that even when a stereoelectronic effect is dormant, 

it can “wake up” and direct the symphony of electronic changes that culminates in a chemical 
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transformation. In other words, even when negative hyperconjugation is not apparent in the ground state 

conformation, it can be greatly amplified in the TS to impose its defining influence on the observed 

reaction rate and selectivity. In these scenarios, even a “ghost” of a TS stabilizing interaction can be very 

helpful to an observer trained to detect stereoelectronic effects. 

Conclusions:  From anomeric effect to the broad role of hyperconjugation in O-containing organic 

functional groups 

From the above discussion, it is clear that the magnitude of kinetic anomeric effects depends on the 

degree of “electron deficiency” of breaking bonds at the transition states. Because lone pairs are potent 

donors, they greatly assist chemical transformations that create an electron deficient center at an 

adjacent atom.  For example, the development of anomeric stabilization continues after the TS on the 

way to the product, where the stabilizing effect of oxygen can develop fully in the oxarbenium ion. 

Comparison of hydride affinities of methyl and hydroxymethyl carbonium ions illustrates that, in the gas 

phase, this stabilization (69 kcal/mol) by an oxygen atom is greater than stabilization provided by allylic 

resonance (56 kcal/mol).3 Considering the above, it is not surprising that anomeric effects play an 

important role in many oxygen-rich systems where electron-deficient intermediates are involved in 

reactivity. 

In fact, this stereoelectronic component doesn’t disappear when its role on the conformational 

preferences is overridden by a combination of other factors, e.g., when an acceptor group displays an 

equatorial preference at the anomeric position (i.e., the reverse anomeric effect for the protonated 

amines).142, 183

Molecular stability always depends on multiple factors. Singling one out many can be misleading - unless 

there is a reason. The role of anomeric effect in reactivity addresses the concern of ambiguity (choosing 

a single orbital interaction in a complex molecule). It gives a logical reason to choose negative nO*C-X 

hyperconjugation out of many orbital interactions and electrostatic contacts that combine in a molecule.  

It also tells that even if there is no clear dominating effect in the ground state, the situation is likely to 

change dramatically in the transition state where a C-X bond can be broken near an oxygen atom. 

One can consider an analogy to a star player in a hockey or soccer team. Like individual players combining 

their efforts in a team sport, several factors combine to account for the overall conformational trends. In 

a routine game (i.e., a stable ground state molecule), the overall balance may be tipped to the winning 

direction by the rest of the team. However, a true moment of brilliance, something nearly impossible in a 

difficult situation, more often comes from the star player. It is hyperconjugation that, like Gretzky or Pele, 
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steps in the drastic situations when adjacent chemical bonds break and form. As the result, it is the 

hyperconjugative contribution that have the greatest predictive power in analyzing chemical reactivity.  

On a different day, electrostatics can help to nudge molecular energy towards one of the several possible 

local minima. 

Of course, every analogy is imperfect and has its limits, but we hope that it provides a useful perspective 

for understanding the role of negative hyperconjugation in the diverse manifestations of anomeric 

reactivity. Of all individual contributions, the nXσ*CY negative hyperconjugation has a disproportionately 

large impact on chemical reactivity because it allows lone pairs (electron density not involved in the 

covalent bond formation) serve as a resource for compensating electron-deficiency at an adjacent atom.

When the electronic demand is high (bonds are breaking and molecules are distorted from their 

equilibrium geometries), the role of orbital interactions increases even when distribution of charges does 

not change significantly (Figure 46). From that point of view, stereoelectronic effects play a unique 

predictive power in guiding reaction design and reactivity studies. 
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Figure 46. Molecular distortion needed to reach a transition state for a chemical reaction (e.g., stretching 

a bond) weakens first order (primary) bonding interactions (i.e., direct orbital overlap in chemical bonds) 

but partially compensates it by increase in secondary bonding interactions (delocalization including 

hyperconjugation). Such increase is generally larger than changes in the other contributors to the total 

energy (e.g., electrostatics, sterics, dispersion). 

Of course, other components of intramolecular network of interactions can change too. For example, for 

reactions that are accompanied by shift of electron density, electrostatic contributions adjust as well. 

However, although the partial charge transfer is a frequent, it is not universal. Furthermore, such changes 

can proceed it either direction, i.e., either increase or decrease charge separation, so concomitant 

Coulombic interactions can become either less stabilizing or more stabilizing. 
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In the companion manuscript,71 we concentrate on dynamic nature of AE and its role in the reactivity 

organic functional groups. We will discuss how negative hyperconjugation with the oxygen lone pairs 

manifests itself in chemical reactivity (Figure 47). The scope of this analysis will extend from simple 

alcohols and ethers to functionalities with multiple oxygen atoms and complex networks of anomeric 

interactions (esters, peroxides, carboxylic acid derivatives). The broad analysis of oxygen-containing 

functional groups will illustrate that the above observations are general and show how chemical structure 

and reactivity change when a lone pair is aligned with a good -acceptor. 
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Figure 47. A selection of donor-acceptor anomeric interactions in organic O-functionalities. Eint values 

are computed in the second-order perturbation theory approximation.

Furthermore, the key observations from the classic anomeric systems have much greater implications. 

One can expand the main conclusions of this discussion from X-C-O- systems to a broad selection of O-

containing groups including those that do not contain other heteroatoms (i.e., ethers and alcohols). From 
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this perspective, it is useful to refer the reader to the insightful analysis of Filloux80 who, when analyzing 

how language influences our understanding and interpretation of scientific phenomena, suggested to 

distinguish “anomeric effect” from “anomeric interactions”. It is useful to separate the “anomeric effect”, 

a cumulative phenomenon effect based on the interplay of orbital, electrostatic, and steric factors from 

“anomeric interactions”, i.e., stereoelectronic orbital interactions originating from negative 

hyperconjugation (i.e., the donation from oxygen lone pairs to the antibonding C-X orbitals).

 Separating “anomeric effect” from “anomeric interactions” allows one to use the word “anomeric” in 

more general sense that transcends the historic definition of a conformational effect in the chemistry of 

carbohydrates.80 This is useful because hyperconjugative “anomeric interactions” are found in many 

organic functionalities, both familiar and exotic, as donation from the oxygen lone pairs can affect 

chemistry of even relatively weak acceptors.  In a sister paper,71 we will illustrate how anomeric 

interactions assist in breaking C-O, C-C, and C-H bonds and explore more broadly why hyperconjugative 

anomeric interactions can serve as an indicator of latent reactivity.

Addendum #1: Difference between NBOs and molecular orbitals, or how to find LPs in a molecule 

By definition, orbitals are one-electron wavefunctions describing behavior of each electron in the field of 

all other electrons and nuclei. Although orbitals are not directly measurable, the sum of their squares 

equals to electron density (Figure 1), which can be studied directly, e.g. via X-ray diffraction.184 Thus, any 

unitary transformations which leaves the electron density intact provides a valid set of orbitals 

representing the system, giving rise to an infinite number of possible orbital sets. 

The most common orbitals are the canonical molecular orbitals (usually referred to as molecular 

orbitals, i.e., the MOs) obtained during a Hartree-Fock calculation, or the Kohn-Sham orbitals derived 

from a DFT one.185 The MOs have a nice feature that their energies estimate molecule’s ionization 

potentials according to the Koopman’s theorem.186 Because canonical orbitals span the whole molecule, 

the individual bonds and lone pairs can be hard to see in these orbitals (Figure 1). 

Various localization techniques allow construction of orbitals which describe local bonding features such 

as lone pairs or bonds. Natural Bond Orbitals (NBO)69 are one of the localized orbitals sets, which 

correspond to the eigenfunction of the 1st-order reduced density operator187 with the condition of 

maximum occupancy. Occupied NBOs represent a localized Lewis structure of the studied molecule. All 

deviations of the real system correspond to “electron delocalizations”. NBO analysis allows one to 

estimate delocalization energies – a feature we broadly employ in this review to understand how lone 

pairs interactions with the surrounding orbitals lead to anomeric effects. Another localized orbitals set 
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can be obtained using Foster-Boys localization157, which attempts to minimize the spatial extent of 

orbitals and leads to a drastically different pair of lone-pair orbitals (Figure 1). This symmetric variant of 

two identical ~sp3-hybrids is known as “rabbit-ears” and it has been a natural lone pairs representation 

for many organic chemists.17 The “p+spn“ (e.g., NBO) and the “rabbit-ears” lone pair orbitals are 

connected via a unitary transformation and lead to identical combined lone pair electron densities 

(Figure 1).188-190 

Another approach for locating lone pairs consists in topological analysis of the Laplacian of the electron 

density191; it leads to two symmetric sites of local electron density concentration (Figure 1), which 

complement the localized orbitals pictures: sites of local concentration are located at each of the 

“rabbit-ears”, or, alternatively, at the regions in space where the NBOs overlap.

Figure 48. Two approaches to extract lone pairs from molecular wavefunction. NBO-style and “rabbit 
ears” localized orbitals of oxygen lone pairs along with their interconnection are shown in the rectangle. 
Electron densities are shown as translucent isosurfaces, and orbitals – as solid ones; all isosurfaces are 
drawn at the same isovalue. “Rabbit-ears” orbitals were obtained via Foster-Boys localization.
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Addendum #2: Are lone pairs made equal?

Although the NBO and “rabbit-ears” lone pairs of oxygen are equivalent in the absence of other orbitals 

(Figure 48), the situation changes drastically ones we consider their interactions with other orbitals. For 

an atom with several lone pairs, their donor abilities are proportional to their p-characters: lone pairs 

with 100% p-character are intrinsically better donors than the respective spn hybrids. Thus, lone pairs 

proliferation into a pure p-orbital interacting strongly with the surrounding orbitals and an “idle” spn 

hybrid happens to be energetically favorable process. In fact, this is the reason why NBO, which 

searches for the best set of interacting orbitals, favors unequal LP orbitals.

Table 1 illustrates that a p-type lone pair of oxygen is comparable in energy to an ~sp4.6 lone pair of 

nitrogen, despite the higher electronegativity and the greater nuclear charge of oxygen. 

Table 1. The NBO s-character, hybridization and energy of oxygen and nitrogen lone pairs (X = N, O) in 

selected saturated heterocycles at the B3LYP/6-31G** level, and the NBO plots of the lone pairs. 

 

N

N

O

H

H

% s-character
of Lone Pair

18.2
(sp4.6)

17.9
(sp4.6)

0.03
(p) -0.27

-0.27

-0.27

E(X) (in a.u.) Lone Pair

NBO B3LYP(D3)/6-31G** Int=UltraFine

O 44.2
(sp1.3)

-0.55

Equatorial

Axial

"Axial"

"Equatorial"

In tetrahydropyran, the presence of a higher energy p-orbital parallel to the vicinal axial acceptors 

accounts for the presence of the strong hyperconjugative anomeric nO  σ*C-Y interaction. NBO analysis, 

which determines “the best hybrids” describing a Lewis structure, finds two lone pairs of different 
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hybridization in tetrahydropyran: a pure p-orbital and an sp1.3 hybrid. The deviation from sp 

hybridization predicted by an idealized model is explained by the correlation of hybridization and 

electronegativity, known as Bent’s rule.192, 193 

The higher energy p-lone pair is more readily delocalized than the lower-energy one, so we use it as the 

1st approximation in the stereoelectronic analysis of O-systems. Considering only this lone pair can often 

greatly simplify the stereoelectronic analysis by allowing one to concentrate on a single donor orbital 

per oxygen where multiple cooperative interactions coexist.2, 32 There are situations, however, when 

both lone pairs should be considered, as, for example, in chemistry of esters. Usually, such situations 

occur when two adjacent functionalities engage in more than one stereoelectronic interaction.

Table 1 also illustrates the noticeable hybridization-imposed differences in the lone pair directionality 

for O- and N-heterocycles. In tetrahydropyran, the p-type lone pair overlaps noticeably not only with the 

C-H bond but with the C-C bond too. This is one of the reasons why 1,3-dioxane can benefit from 

anomeric effect and be more stable than its 1,4-isomer.

Note that due to the lone pair directionality and puckering of the tetrahydropyran,  the overlap of the p-

type lone pair with the axial C-R substituent is good but imperfect.194 Several studies of enzyme catalysis 

highlighted the ability of the enzyme active site to distort the sugar substrates from their lowest energy 

geometries to the conformations where orbitals interactions that favor anomeric ionization are 

promoted.195, 196

Addendum #3: On the importance and acceptor ability of σ*-orbitals

In the bond-localized orbital description, every σ-bond consists of two orbitals: “bonding” σ and 

“antibonding” σ*, formed via the in-phase and out-of-phase overlap of atomic orbitals.  In other words, 

the σ* orbitals are as important for the bond formation as σ orbitals - they are inseparable and 

“created” together as atomic orbitals mix to make a bond.

Even though the antibonding orbitals are not occupied in an idealized Lewis structure, they are crucial 

for the description of structures and reactivities of real molecules – the “empty orbitals” describe the 

capacity of molecules to change, e.g., to accept electron density from a donor, providing a basis for 

delocalizing donor-acceptor interactions, both inter- and intramolecular. Although the antibonding σ* 

orbitals also important for the ability to participate in photochemical excitation, referring to them as 

“excited bonds”19 is inaccurate. We would like to reiterate that each chemical bond is a combination of 

σ and the σ* orbitals - even in the ground state. 
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According to NBO analysis, the relative order of acceptor ability of σ*C-X bonds towards an antiperiplanar 

C-H bond is determined by the combination of two factors: electronegativity and σ*C-X energy.18 As the 

result, the acceptor ability of the C-X σ-bonds relative to the same donor (an antiperiplanar C-H bond) 

increases towards the end of a period and down a group as X becomes more electronegative. However, 

changes in the acceptor ability in groups are opposite to the changes in electronegativity of X and in the 

C-X bond polarization, following instead the decrease in the energy of σ*C-X orbitals. Even when polarity 

of C-X bonds decreases, the C-X bond can still function as a good acceptor as long as the σ*C-X has low 

energy (Figure 49). 

Figure 49. Top: Correlation of energy of σC-H σ*C-X interaction, Edel with electronegativity of element X 

in substituted ethanes, CH3CH2X. Bottom: Correlation of energy of σ*C-X orbitals with electronegativity of 

element X in substituted ethanes, CH3CH2X. Adopted with permission from ref. 2.
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