
Influence of Solvent Structure and Hydrogen Bonding on 
Catalysis at Solid-Liquid Interfaces  

Journal: Chemical Society Reviews

Manuscript ID CS-SYN-06-2021-000539.R2

Article Type: Review Article

Date Submitted by the 
Author: 31-Aug-2021

Complete List of Authors: Potts, David; University of Illinois at Urbana-Champaign, Department of 
Chemical and Biomolecular Engineering
Bregante, Daniel; University of Illinois at Urbana-Champaign, 
Department of Chemical and Biomolecular Engineering
Adams, Jason; University of Illinois at Urbana-Champaign, Department 
of Chemical and Biomolecular Engineering
Torres, Chris; University of Illinois at Urbana-Champaign, Department of 
Chemical and Biomolecular Engineering
Flaherty, David; University of Illinois at Urbana-Champaign, Department 
of Chemical and Biomolecular Engineering

 

Chemical Society Reviews



ARTICLE

Please do not adjust margins

Please do not adjust margins

Received 00th January 20xx,
Accepted 00th January 20xx

DOI: 10.1039/x0xx00000x

Influence of Solvent Structure and Hydrogen Bonding on Catalysis 
at Solid-Liquid Interfaces  
David S. Potts,a Daniel T. Bregante,a Jason S. Adams,a Chris Torres,a and David W. Flahertya,*

Solvent molecules interact with reactive species and alter the rates and selectivities of catalytic reactions by orders of 
magnitude. Specifically, solvent molecules can modify the free energies of liquid phase and surface species via solvation,  
participating directly as a reactant or co-catalyst, or competitively binding to active sites. These effects carry consequences 
for reactions relevant for the conversion of renewable or recyclable feedstocks, the development of distributed chemical 
manufacturing, and the utilization of renewable energy to drive chemical reactions.  First, we describe the quantitative 
impact of these effects on steady-state catalytic turnover rates through a rate expression derived for a generic catalytic 
reaction (A  B), which illustrates the functional dependence of rates on each category of solvent interaction. Second, we 
connect these concepts to recent investigations of the effects of solvents on catalysis to show how interactions between 
solvent and reactant molecules at solid-liquid interfaces influence catalytic reactions. This discussion demonstrates that the 
design of effective liquid phase catalytic processes benefits from a clear understanding of these intermolecular interactions 
and their implications for rates and selectivities.

1. Introduction to Solvent Effects in Catalysis
Catalysis science has progressed tremendously in 

understanding reactions over solid surfaces,1-3 homogeneous 
molecular complexes,4-6 and in complex phases (e.g., plasma,7-9 
ionic liquids10-11). Since the earliest reports from Berzelius,12 the 
majority of efforts in heterogeneous catalysis involved the 
investigation and design of active sites with a specific focus on 
covalent or ionic bonds formed with reactive species and their 
dependence on apparent properties of the solid catalyst (e.g., 
metal identity,13-14 atomic coordination,15-16 oxidation state17-18). 
The reaction environment, however, also warrants consideration 
for liquid phase systems. Solvent molecules can influence reaction 
rates by directly participating in catalytic reactions (e.g., 
facilitating proton transfer, acting as reactants), influencing the 
stability of chemical species (e.g., solvating through hydrogen 
bonds), and reducing the number of active sites that bind 
reactants (e.g., through competitive adsorption). 

Researchers first recognized that solvent molecules affect rates 
of organic reactions over one century ago. In 1890, Menschutkin 
found that rates for the quaternization of triethylamine with 
iodoethane depend strongly on solvent choice, as rates in benzyl 
alcohol are 700 times greater than in n-hexane holding all other 
reaction conditions constant.19 This increase in rates occurs 
because protic benzyl alcohol molecules stabilize the separation 
of charges within the transition state for quaternization. Several 
publications documented the effects of solvents upon 
homogeneous chemical and catalytic reactions in recent years.20-

21 Evidently, the field of catalysis recognizes the importance of 
solvent identity on chemical and catalytic reactions, which 
motivates the need to understand the variety of roles solvent 
molecules may hold for catalysis. Multiple analytic models 
emerged over the last century to describe the interaction of 
solvent molecules on chemical reactions.

Classical theories, such as from Debye and Hückel,22 Kamlet 
and Taft,23 and Kirkwood,24 describe the influence of 
intermolecular forces on the energy (or thermodynamic activity) 
of solute molecules as functions of bulk properties of the solvent 
(e.g., dielectric constant, ionic strength, polarizability). These 
continuum descriptors provide useful guidance for homogeneous 
reactions; however, these models do not capture specific 
interactions at the molecular level (e.g., hydrogen bonds, dative 
bonds) and implicitly assume the structure of the solvent 
resembles that of the bulk liquid at all positions within the system. 
Consequently, these theories cannot account for phenomena that 
affect catalysis at solid-liquid interfaces. This realization 
motivated the development of quantitative, molecularly informed 
conceptual frameworks to gain insight into the structure and 
dynamics near solid-liquid interfaces. 

In recent years, a renaissance of work highlighted new 
methods to characterize interactions between solvent molecules 
and reactants at solid-liquid interfaces. Gould and Xu examined 
the use of modern characterization techniques, such as ATR-FTIR 
spectroscopy, to understand the role of solvent molecules on 
catalyst properties (e.g., acidity).25 Sievers et al. reviewed the 
effect of solvent interactions with reactants and catalysts on 
reactions at solid-liquid interfaces.26 Harris et al. discussed how 
solvents together with active site configuration, metal identity, 
and pore size within zeolites affect catalysis and outlined 
opportunities to develop further understanding.27 Bates and 
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Gounder utilized transition state theory to explain the kinetic 
implications of solvation and solvent clustering on reactions in 
Brønsted and Lewis acid catalysts.28 Li et al. described several 
ways by which water influences reaction rates on heterogeneous 
catalysts with a discussion of reactant and product solubilities, 
interphase transport, reactive species stability, and the direct 
participation of water molecules in catalysis.29 Stanciakova and 
Weckhuysen also reviewed how water molecules can impact 
zeolite catalysis by interacting with active sites, reactants, and 
zeolite framework atoms.30

Herein, we begin by deriving equations that quantify the effect 
of solvent interactions on reactant free energies. We then discuss 
how three categories of solvent effects influence activation free 
energies (ΔG‡

app) and free energies of reactions. First, solvent 
molecules form discrete structures that solvate reactants in the 
liquid phase, surface-bound intermediates, and transition states. 
The reorganization of these solvent structures during a catalytic 
cycle leads to significant changes in the free energy of each state 
along the reaction coordinate. Second, solvent molecules act as 
reactants or co-catalysts that participate directly by facilitating 
bond formation or cleavage events through specific chemical 
interactions (e.g., H-atom shuttling). Third, solvent molecules 
inhibit catalysis by competitively binding to active sites or 
forming extended networks around active sites, thereby 
displacing reactive intermediates or blocking reactant 
accessibility to active sites. These three phenomena significantly 
affect reaction rates at solid-liquid interfaces by altering the free 
energy of reactive species and merit consideration in the design 
or investigation of processes that involve liquid phase chemical 
reactions (e.g., oxidation of hydrocarbons and oxygenates,31 and 
alkylation or carbon coupling for pharmaceutical production21, 

32).

2. Solvent Effects on Free Energies of Reactive 
Species: Derivation of Rate Expressions

A solvent can affect the free energy of reactants, 
intermediates, and transition states in ways that influence 
product formation rates and selectivities without changes to the 
reaction mechanism.21 Simple rate equations can explicitly show 
the dependence of rates on solvation effects and reflect the 
contributions for each reactive species. 

2.1 Derivation for an Ideal Reaction 
Let us consider a heterogeneously catalyzed reaction (A→ B) 

as illustrated in Fig. 1 and Scheme 1: 

The reaction consists of three elementary steps: adsorption of 
reactant A onto unoccupied active sites (denoted as *), the surface 
reaction of A* to form B*, and the desorption of B* into the 
solution to evolve product B. Here, we assume the adsorption and 
desorption steps are quasi-equilibrated (QE) and the surface 
reaction that forms B* is kinetically relevant. All other steps are 
presumed to reach QE to remove free energy values of 
intermediates from the equations describing apparent free 
energies for activation, shown below. While an assumption of QE 
for these elementary steps greatly simplifies these equations, 
turnover rates for catalytic reactions depend directly on the free 
energy of the transition state for a kinetically relevant step ( , 𝑮 ‡

Fig. 1) when other preceding or subsequent steps do not reach QE. 
A balance upon all forms of the active site (i.e., [L] = [*] + [A*] + 
[B*] + [S*], where [X*] denotes the number of surface species 
present) provides an expression for the turnover rate (r2/[L]):

            (1)
𝑟2

[𝐿] =
𝑘2𝐾1[𝐴]

1 +  𝐾1[𝐴] +  𝐾3
―1[𝐵]

where k2 is the rate constant for step 2, K1 and K3 represent 
equilibrium constants for steps 1 and 3, respectively, and [A] and 
[B] are liquid phase concentrations of the reactant and product. 
Eq. 1 represents an ideal reaction in which activity coefficients of 
all species are equal to unity, and reaction rates are functions of 
concentrations and related rate and equilibrium constants. 
Applying transition state theory33 and assuming that the 
unoccupied catalytic site is the most abundant reactive 
intermediate (MARI) (i.e., 1 >> ), an apparent 𝐾1[𝐴] + 𝐾3

―1[𝐵]
rate constant kapp

 can be defined and substituted into the rate 
expression:

     (2)𝑘𝑎𝑝𝑝 = 𝑘2𝐾1 =
𝑘𝐵𝑇

ℎ 𝐾 ‡ 𝐾1 =
𝑘𝐵𝑇

ℎ ·exp ( ―
∆𝐺 ‡

𝑎𝑝𝑝

𝑅𝑇 )
                                                              (3)

𝑟2

[𝐿] =
𝑘𝐵𝑇

ℎ · exp ( ―
∆𝐺 ‡

𝑎𝑝𝑝

𝑅𝑇 )·[𝐴]

where K‡ is the equilibrium constant between the transition state 
and reference state and ΔG‡

app is the apparent free energy barrier. 
Figure 1. A heterogeneously catalyzed reaction where a single product (B) forms 
from a single reactant (A). Relevant free energy changes are labelled.

Scheme 1. Elementary steps for the heterogeneously catalyzed reaction where a 

single product (B) forms from a single reactant (A). The symbol denotes a 
quasi-equilibrated step, and the symbol signifies the kinetically relevant step.
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2.2 Accounting for Interactions between Reactive 
Intermediates and Solvents

Interactions between solvent molecules and reactants in the 
liquid phase and at active sites located at solid-liquid interfaces 
introduce thermodynamic non-idealities to a catalytic system.34 
As a result, K‡ and K1 from Eq. 2 must be described in terms of the 
activities (ai) and activity coefficients (γi) of reactive species:

                                         𝐾 ‡ =
𝑎 ‡

𝑎𝐴 ∗
=

𝛾 ‡ [ ‡ ]

𝛾𝐴 ∗ [𝐴 ∗ ]

(4)

                                         (5)𝐾1 =
𝑎𝐴 ∗

𝑎𝐴
=

𝛾𝐴 ∗ [𝐴 ∗ ]

𝛾𝐴[𝐴]

The excess free energy (Gε) quantifies the impact of solvent 
interactions on the free energy of each component. The activity 
coefficients of reactive species can be related to excess Gibbs free-
energy contributions as follows:

                                                                            (6)𝛾i = exp (𝐺  𝜀
𝑖

𝑅𝑇)
The solvent can alter activation barriers and adsorption energies 
for a reaction when it affects the excess free energies of reactants, 
intermediates, and transition states to different extents (Note: 
throughout this contribution, an increase in Gi

ε represents a change 
where Gi

ε becomes more positive; i.e., the species i is destabilized). 
These changes lead to differences in rates and selectivities 
between solvents, even in the absence of mass transfer 
limitations. The adsorption free energy (ΔG1) and ΔG‡

app depend 
upon the standard state (G0) and excess free energies of the 
reactant (GA

ε), surface intermediate (GA*
ε), and transition state 

(Gε,‡):

                   (7)∆𝐺1 = (𝐺0
𝐴 ∗ + 𝐺𝜀

𝐴 ∗ ) ― (𝐺0
𝐴 + 𝐺𝜀

𝐴)
                   (8)∆𝐺 ‡

𝑎𝑝𝑝 = (𝐺0, ‡ + 𝐺𝜀, ‡ ) ― (𝐺0
𝐴 + 𝐺𝜀

𝐴)

where ΔG‡
app relates to the activation enthalpy (ΔH‡

app) and 
entropy (ΔS‡

app) as follows: 

                                 (9)∆𝐺 ‡
𝑎𝑝𝑝 = ∆𝐻 ‡

𝑎𝑝𝑝 ―𝑇∆𝑆 ‡
𝑎𝑝𝑝

Eq. 8 represents ΔG‡
app for the reaction in Section 2.1 when 

unoccupied sites comprise the MARI. The terms that provide the 
value of ΔG‡

app differ under conditions where an adsorbed 
reactant (A*) is the MARI. In this case, ΔG‡

app becomes equal to the 
difference between the free energies of the transition state and 
surface intermediate A*:

                        ∆𝐺 ‡
𝑎𝑝𝑝 = (𝐺0, ‡ + 𝐺𝜀, ‡ ) ― (𝐺0

𝐴 ∗ + 𝐺𝜀
𝐴 ∗ )

(10)

While the excess free energies equal zero for ideal solutions and 
pure liquids, these terms are non-zero and may be significant 
within non-ideal solutions and at interfaces. Substituting in terms 
to Eq. 3 gives a rate expression restated in a manner that includes 
activity coefficients:

              (11)
𝑟2

[𝐿] =
𝑘𝐵𝑇

ℎ · exp ( ― 
(𝐺0, ‡ ― 𝐺0

𝐴)
𝑅𝑇 )· 

𝛾𝐴[𝐴]
𝛾 ‡

At solid-gas interfaces, adsorbed species are frequently stabilized 
through van der Waals interactions with pore walls (e.g., in 
zeolites35-37) or covalent bonds with metal and metal-oxide 
surfaces.38-40 The situation differs considerably in the liquid 
phase. Here, the stability of molecules also depends on non-
covalent intermolecular interactions with solvent molecules 
described by equations of state such as models by Abrams and 
Prausnitz (universal quasichemical, UNIQUAC),41 Renon and 
Prausnitz (non-random two-liquid, NRTL),42 and Wilson,43 among 
others. Interactions with solvent molecules affect the activities of 
reactive species at solid-liquid interfaces in similar ways. 
However, the variety and complexity of catalyst surfaces have 
hindered the development of predictive descriptions for 
interactions between the extended surface of solid catalysts, 
surrounding solvent molecules, and reactive species bound to 
active sites.  Relationships that capture these interactions without 
computationally expensive ab initio calculations would provide 
powerful guidance for catalyst design.

2.3 Direct Participation of Solvent Molecules in Catalysis

A solvent may also participate directly in catalysis. For 
example, consider the proton-facilitated reaction shown in 
Scheme 2, with a kinetically relevant surface reaction and all 
other steps QE. Applying an active site balance gives a rate 
expression (r3/[L]):

                     (12)
𝑟3

[𝐿] =
𝑘3𝐾1𝐾2[𝐴][𝐻 + ]

1 +  𝐾1𝐾2[𝐴][𝐻 + ] +  𝐾4
―1[𝐵][𝐻 + ]

The rate depends on the pH of the solvent because protons (H+) 
from the solution appear directly within the balanced elementary 
steps. A solvent can also directly facilitate protons and electron 
transfer between reactants and catalysts, as described by the 
Grotthuss mechanism.44 In doing so, the solvent may introduce 
reaction pathways not accessible in the absence of solvent. For 
example, the presence of an aqueous solvent facilitates proton 
transfer and allows for the formation of 3-cyclohexenone as the 
final product of phenol hydrogenation, a pathway inaccessible in 
the vapor phase.45

Scheme 2. Elementary steps for the conversion of reactant A to product B, 
facilitated by a proton from solvent.
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2.4 Rate Inhibition due to Competitive Adsorption of Solvents

The solvent may also inhibit catalysis by competitively 
binding to the active site. Adding a fourth step to the series of 
elementary steps from Scheme 1 describes a new scenario that 
includes QE adsorption of solvent molecules to the active site 
(Scheme 3). The rate expression defined in Eq. 1 then becomes:

  (13)
𝑟2

[𝐿] =
𝑘2𝐾1[𝐴]

1 +  𝐾1[𝐴] +  𝐾3
―1[𝐵] + 𝐾4[𝑆]

where K4[S] represents the coverage of solvent molecules on the 
catalyst surface. Greater solvent coverage decreases the number 
of available active sites for reactants to adsorb. Defining the 
solvent as the MARI and introducing additional terms to Eq. 11 
gives:

    (14)
𝑟2

[𝐿] =
𝑘𝐵𝑇

ℎ · exp ( ― 
(𝐺0, ‡ ― 𝐺0

𝐴 ― 𝐺0
𝑆 ∗ )

𝑅𝑇 )· 
𝛾𝐴[𝐴]

𝛾 ‡
·

1
𝛾𝑆[𝑆]

in which G0
S* defines the free energy of solvent molecules 

adsorbed to the catalyst surface, which must desorb to allow the 
reactant to adsorb.

The subsequent sections describe specific situations in which 
one or more of these categories of solvent effects influence rates 
or selectivities of catalytic reactions upon solid materials or 
within microporous structures. These examples demonstrate the 
significance of solvent interactions and show that solvents affect 
the excess free energy of liquid phase reactants and reactive 
intermediates and transition states on the catalyst surface 
through solvation, direct participation in catalysis, and 

competitive adsorption. The concise equations derived in this 
section allow us to deconvolute the energetic effects of these 
solvent phenomena, identify the specific free energy quantities 
affected during catalysis at solid-liquid interfaces, and categorize 
types of solvent effects with the intent to establish connections 
across a rich body of literature.

3. Solvation of Reactive Species Influence Free 
Energies, Reaction Rates, and Reaction Pathways

In a condensed phase reaction, the solvent structure around 
the reactants, intermediates, and transition state differs due to a 
combination of specific and non-specific intermolecular forces. 
These various forces thereby affect Gε for each species to different 
extents, and by extension, can alter reaction rates. First, the 
properties of zeolites (Section 3.1 and 3.2) affect the excess free 
energies of adsorbed intermediates and transition states (i.e., GA*

ε, 
Gε,‡). Second, changes to the solvent composition within 
multicomponent solvent systems (Section 3.3) affect the free 
energies of adsorbed complexes and liquid phase reactants (GA

ε). 
Third, these concepts extend to heterogeneous catalysts besides 
zeolites (Section 3.4), including metal oxides, metal surfaces, and 
metal-organic frameworks (MOF). Fourth, these principles also 
prove useful to understand the solvation effects on the stability of 
adsorbates and adsorption free energies (ΔG1, Eq. 7), which 
determines uptakes and selectivities for adsorption processes 
(Section 3.5). Finally, interactions between ionic species and 
solvents affect electrocatalytic, heterogeneous, and homogeneous 
reactions (Section 3.6) through changes in free energies of 
reactive species, ionic additives, and catalysts.

3.1 Effects of Zeolite Polarity on Solvation
Zeolites are microporous, silicate materials that can 

accommodate metal heteroatoms (e.g., Ti4+, Sn4+, Al3+) within the 
crystalline framework, which provide chemically distinct sites 
with useful catalytic and adsorptive properties. Catalytic 
reactions within zeolite pores depend sensitively on solvent 
choice because the structure of solvation shells for reactive 
species must undergo significant changes as reactants enter 
pores, bind to active sites, and molecularly rearrange as a reaction 
progresses. The number of active sites and defect hydroxyl (-OH) 

Scheme 3. Elementary steps for the liquid phase heterogeneously catalyzed 
reaction where a single product (B) forms from a single reactant (A) in the 
presence of a competitively adsorbing solvent.

Figure 2. a) Entropies and enthalpies of activation for the epoxidation of 1-octene with H2O2 in aqueous acetonitrile solvent as functions of a semi-quantitative measure of 
silanol group density within Ti-BEA zeolites. Disruption of water network when transition state forms in hydrophilic pores leads to entropic gains (increasing ΔSApp

‡). b) Schematic 
free energy diagrams for transition state formation in hydrophobic pores without silanol defects (Si-OH) to stabilize water and c) hydrophilic Ti-BEA pores that stabilizes water 
networks. Adapted with permission from from Ref. 46 and 56. Copyright 2019 American Chemical Society.
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functions lead to notable behavioral changes of molecules within 
these pores, even when all other aspects of the zeolite structure 
remain fixed. Defect groups and their interactions with solvent 
molecules also influence the composition of the condensed phase 
within pores and the structural arrangements those solvent 
molecules adopt to minimize free energy. These structures, in 
turn, influence the stability of reactive species found among the 
solvent molecules within these pores through molecular 
interactions (vide infra).

The kinetics of alkene epoxidations within Lewis acid zeolite 
catalysts in organic solvents depend on the solvent structure and 
pore polarity. Several studies demonstrated that hydrophilic 
zeolites lead to greater epoxidation rates.46-50 Hydrophilic zeolite 
pores adsorb greater quantities of water than hydrophobic 
zeolites because silanol defects (Si-OH) stabilize hydrogen-
bonded networks of water molecules within pores, leading to 
increasingly exothermic enthalpies for water adsorption.46, 51-52 
Grosso-Giordano et al. found that cyclohexene epoxidation rates 
with tert-butyl hydroperoxide are 5 times greater over 
microporous titanium-incorporated zeolites than over 
mesoporous or nonporous materials.53-54 They proposed that Si-
OH groups within confined micropores interact with peroxide 
intermediates bound to neighboring titanium sites.53-54 Silanol 
moieties hydrogen bond with the distal oxygen of the adsorbed 
peroxide and, in doing so, lower the energetic barrier for oxygen 
transfer to the cyclohexene reactant. The He group suggested that 
Ti-O-Si bonds cleave to form Ti-OH and Si-OH pore functions at 
Ti(OSi)3OH sites by treating Ti-MFI zeolite with ethylamine48 or 
increasing nitric acid treatment time for Ti-MWW zeolite.49 They 
attributed increases in 1-hexene, propylene, and cyclopentene 
epoxidation rates with aqueous hydrogen peroxide (H2O2) to a 
higher density of the strong Lewis acid Ti(OSi)3OH sites.48-49 
Wang et al. showed that treating Ti-MFI with dimethyl dimethoxy 
silane (DDS) increases 1-hexene epoxidation rates with aqueous 
H2O2.55 The authors suggested that the DDS treatment leads to the 
formation of framework -OH groups but credited the increased 
rates to an increased H2O2 uptake within the pores of the 
hydrophilic zeolite.55 These studies suggest that a greater density 
of -OH functions (either Ti-OH or Si-OH groups) leads to greater 
epoxidation rates in Ti-incorporated zeolites.

Our group found that turnover rates for 1-octene epoxidation 
with aqueous H2O2 over Ti-BEA zeolites in acetonitrile solvent 
increase by a factor of 100 as the number of Si-OH defects increase 
within the BEA framework.46 H2O2 decomposition rates do not 
vary with Si-OH density, causing Ti-BEA zeolites with greater 
numbers of Si-OH defects to give greater selectivities as well.46 We 
attributed these differences to increased proximities between 
active sites and water oligomers, which couple the formation of 
transition states with the disruption of hydrogen bonded water 
clusters (Fig. 2a).46 Fig. 2b and 2c depict the molecular processes 
responsible for the differences in ΔH‡

app and ΔS‡
app values in 

hydrophobic and hydrophilic pores, respectively. The formation 
of the epoxidation transition state from 1-octene and the H2O2-
derived Ti-OOH complex (the MARI at these conditions) disrupts 
the solvent structure within the pore. Within the hydrophobic 
pore environment (Fig. 2b), the formation of the transition state 
involves displacement and rearrangement of weakly interacting 
acetonitrile molecules. However, the hydrophilic pore stabilizes 
hydrogen bonded water oligomers (Fig. 2c), the disruption of 
which incurs an enthalpic cost but yields more significant 
entropic gains that lower Gε,‡ and increase epoxidation rates.46-47, 

56 The reorganization of solvent water molecules does not affect 
GA*

ε at these conditions,46 which leads to a decrease in ΔG‡
app as 

shown in Eq. 10. Complementary isothermal titration calorimetry 
(ITC) measurements show that the free energy of 1,2-
epoxyoctane adsorption (ΔGads,epox) correlates linearly with 
ΔG‡

app.56 Epoxide adsorption requires similar solvent 
reorganization as the formation of the epoxidation transition 
state; therefore, the correlation between ΔGads,epox and ΔG‡

app 
provides further evidence that solvent structure alters Gε,‡.56 The 
effect of solvent molecules on Gε,‡ agrees with rate increases 
correlated with greater numbers of intraporous -OH groups in the 
studies mentioned earlier in this section.48-49, 55 In short, water 
networks provide entropic stabilization when disrupted by the 
formation of epoxidation transition states.

 Hydrophobic Lewis acid zeolites give greater turnover rates 
for aqueous-phase glucose isomerization than their hydrophilic 
analogs due to similar solvent excess interactions.52, 57-59 For 
example, Cordon et al. showed that isomerization turnover rates 
increase by a factor of 5-10 from hydrophilic (Ti-BEA-OH) to 
hydrophobic (Ti-BEA-F) zeolite.59 These increases in rates occur 

Figure 3. a) Entropies and enthalpies of activation for glucose isomerization in water within hydrophobic and hydrophilic Ti-BEA. Hydrogen bonding between water network 
and glucose transition state forms in hydrophilic pores leads to entropic losses (decreasing ΔSApp

‡). b) Schematic free energy diagrams for transition state with hydrophobic Ti-
BEA and c) hydrophilic Ti-BEA. Figure made to illustrate concepts in Ref. 59.
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for kinetic regimes, in which rates exhibit a first-order 
dependence on glucose concentration (two adsorbed water 
molecules as the MARI) and a zero-order dependence on glucose 
concentration (bound glucose intermediate as the MARI).59 This 
similarity shows that competitive adsorption effects between 
water and glucose do not depend on pore polarity and rate 
differences result from a lower Gε,‡ in Ti-BEA-F.  Fig. 3a shows that 
the water network in Ti-BEA-OH leads to a slight enthalpic 
stabilization relative to Ti-BEA-F but a more significant entropic 
destabilization that increases Gε,‡, thus increasing γ‡ and lowering 
rates (Eq. 11). The absence of the condensed water phase in Ti-
BEA-F pores leads to entropic stabilization of the isomerization 
transition state compared to Ti-BEA-OH, as illustrated in Fig. 3b 
and 3c for the regime with adsorbed waters as the MARI. 
Nevertheless, Cordon et al. discovered in a later study that 
introducing a slight degree of hydrophilicity to Sn-BEA-F by 
immersion in hot liquid water improves glucose isomerization 
turnover rates by about a factor of 2 over untreated Sn-BEA-F.60 
They attributed the increase in rates to the formation of low 
densities of Si-OH groups, which stabilize small clusters of water 
near framework Sn sites.60 These water clusters enthalpically 
stabilize the transition state without the entropy decrease caused 
by the extended water networks within highly hydrophilic pores. 
Separately, other studies found that first-order rate constants61 
and conversions62 for glucose isomerization over hydrophobic 
zeolites are greater in liquid methanol than in water. Christianson 
et al. used density functional theory (DFT) and molecular 
mechanics to analyze glucose isomerization in methanol and 
water over Sn-BEA zeolites.63 They attributed greater glucose 
conversions in methanol to the partial solvation of glucose by 
methanol molecules within Sn-BEA-F pores and proposed that 
this lowers the energetic penalty for desolvating glucose during 
adsorption to the Sn active site.63 Methanol forms a condensed 
phase in the pores of both hydrophobic and hydrophilic Lewis 
acid zeolites,52, 63-64 while water only does so in hydrophilic 
pores.52 Consequently, glucose loses a large fraction of the 
solvating water molecules when it adsorbs into a hydrophobic 
pore from a bulk water phase, yet a greater portion of methanol 
molecules may co-adsorb with glucose in the pore. Therefore, 
methanol may provide modest stabilization to transition states 
through hydrogen bonding without significant entropic 
destabilization. Collectively, critical comparisons of these studies 
show that hydrogen bonded networks of water molecules in 
hydrophilic zeolites inhibit glucose isomerization.52, 57-59 Small 
clusters of protic solvent molecules in hydrophobic zeolites lower 

Gε,‡ with respect to GA
ε through hydrogen bonding,60, 62-63 leading 

to a decrease in ΔG‡
app (Eq. 8). These observations demonstrate 

that the greatest glucose isomerization turnover rates result from 
optimizing the balance between enthalpic stabilization and 
compensating entropic penalties.

The restructuring of alcohol solvent molecules in 
hydrophobic and hydrophilic Lewis acid zeolite pores also 
impacts turnover rates of cyclohexanone transfer 
hydrogenation.65 Di Iorio et al. showed that transfer 
hydrogenation rates are 10 times greater over Sn-BEA-F than Sn-
BEA-OH with 2-butanol as solvent and reductant.65 As depicted in 
Fig. 4, they hypothesized that 2-butanol forms ordered dimeric 
hydrogen bonding networks in Sn-BEA-F, but oligomeric 
extended hydrogen bonded networks stabilized by Si-OH groups 
in Sn-BEA-OH.65 They reasoned that the ordered network of 2-
butanol molecules in Sn-BEA-F leads to greater solvent 
displacement when cyclohexanone enters the pore and increases 
the enthalpy and entropy of adsorption relative to Sn-BEA-OH.65 
However, ΔH‡

app for the kinetically relevant hydride shift between 
adsorbed cyclohexanone and 2-butanol decreases in Sn-BEA-F, 
which they attributed to enthalpic stabilization of the transition 
state by the ordered 2-butanol structure in the hydrophobic 
pore.65 The structuring of alcohol molecules within zeolite pores 
may also explain why Ti-MFI-F shows greater ΔH‡

app  and ΔS‡
app 

values than Ti-MFI-OH for 1-octene epoxidation with aqueous 
H2O2 in methanol solvent.66 Methanol molecules may form 
networks with short range ordering within Ti-MFI-F and 
oligomeric extended structures in Ti-MFI-OH. The disruption of 
the ordered methanol network in Ti-MFI-F by the 1-octene 
epoxidation transition state likely leads to greater values of  
ΔH‡

app and ΔS‡
app than disrupting the oligomeric network in Ti-

MFI-OH.66 These studies demonstrate that zeolite pore functions 
affect the structure of alcohol solvent networks, which 
determines the degree of solvent reorganization required to 
accommodate the adsorption of reactive species, and by 
extension, affects GA*

ε and Gε,‡.
This section shows that the arrangement of solvent molecules 

around active sites in a zeolite pore affects the adsorption and 
stabilization of reactive species, significantly impacting reaction 
rates. The solvent environment within the zeolite depends on 
pore polarity and solvent choice. Hydrophobic reactants (e.g., in 
alkene epoxidation) show enhanced reactivity in hydrophilic 
pores containing water, while hydrophilic reactants (e.g., in 
glucose isomerization or cyclohexanone transfer hydrogenation) 
prefer empty or alcohol-filled hydrophobic pores. The 
appropriate pairing of transition states with solvents and 
solvating pore environments provides opportunities to 
selectively lower Gε,‡ and increase reaction rates and selectivities, 
as seen for alkene epoxidations with H2O2.

3.2 Effect of Zeolite Framework on Solvent and Reactant 
Structure

The confining environment of a zeolite pore (typically less 
than 1 nm) forces solvent molecules to adopt different 
configurations than in the bulk solvent. The confined solvent 
structures interact with reactants in the pore, affecting GA*

ε and 
Gε,‡ and influencing reaction rates (Note: an increase in Gε 

Figure 4. Alcohol solvents (ROH) a) interacting with silanol defects (Si-OH) and 
forming a) dimeric H-bonding networks in a hydrophobic pore and b) an extended 
liquid-like H-bonding network in a hydrophilic Sn-BEA pore. Made to illustrate 
concepts in Ref. 65.
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represents a change where Gε becomes more positive; i.e., the 
species is destabilized).  Myriad zeolite frameworks provide a vast 
array of pore topologies with distinct diameters and shapes for 
pores and voids formed at their intersections. The large range of 
variations in the environments surrounding catalytic active sites 
gives rise to consequential differences in solvent structure that 
impact the stability of reactive species even when the zeolite 
frameworks possess similar numbers of hydrogen bonding Si-OH 
groups.

Wang et al. demonstrated that water solvates and mobilizes 
reactive protons in Brønsted acid zeolites that electronically 
balance framework Al3+ atoms.67 These interactions form 
protonated water clusters within the pores and can delocalize 
protons relative to their equilibrium positions within dehydrated 
conditions.68 Bates et al. studied ethanol dehydration over 
Brønsted acid zeolites with a range of mean pore diameters, 
including H-Al-CHA (0.38 nm pores), -MFI (0.55 nm), -BEA (0.65 
m), and -FAU (1.3 nm).69 They collected transmission infrared 
spectra while flowing water and ethanol vapor to qualitatively 
examine hydrogen bonding among water and ethanol molecules 
within the pores, and compared these spectra to results from ab 
initio simulations to confirm the formation of protonated clusters 
of ethanol and water.69 They demonstrated that the zeolite pore 
size affects reactivity by stabilizing the ethanol-water cluster 
MARI and bimolecular ethanol dehydration transition state to 
different extents. Van der Waals interactions with the pore walls 
stabilize the larger [C2H5O(H)---(C2H5)+---OH2(H2O)n] transition 
states more significantly than the smaller (C2H5OH)(H3O+)(H2O)n 
MARI, lowering Gε ,‡ compared to GA*

ε  and thus lowering ΔG‡
app 

(Eq. 10).69 The resulting increase in apparent rate constants for 
smaller pore zeolites couples with a greater tendency for water to 
aggregate near active sites and inhibit rates. The authors 
attributed the inhibition to greater barriers to reorganize water 
networks in response to transition state formation in the most 
tightly confined pores.69 Therefore, varying the zeolite pore size 
leads to competing effects of dispersive stabilization and solvent 
competition for active sites that alter GA*

ε and Gε,‡.

Recent work from the Lercher group shows that zeolite 
confinement and proton solvation affect reactant adsorption and 
several aqueous-phase Brønsted acid catalyzed reactions within 
aluminosilicate zeolites. For aqueous phase alcohol dehydration, 
rates increase by a factor of 15 to 1000 when confined water 
molecules solvate protons and transition states in comparison to 
the homogeneous reaction.70-73 For example, H-BEA gives rates of 

cyclohexanol dehydration 15 times greater than those for 
homogeneous H3PO4 when normalized by the number of catalytic 
protons.70 Complementary adsorption measurements of 
cyclohexanol and water uptake indicate that H-BEA contains 
about 5 cyclohexanol and 20 water molecules per unit cell. In 
comparison, the liquid phase possesses only 1 cyclohexanol 
molecule among 180 water molecules, which demonstrates 
preferential uptake of the reactant within the zeolite.70 Fig. 5 
illustrates that a larger fraction of hydronium ion (H+(H2O)n) 
clusters associate with cyclohexanol molecules in H-BEA, which 
increases rates with respect to the homogeneously catalyzed 
reaction. Cyclohexanol shows similar values of ΔH‡

app for 
dehydration in H3PO4 and over H-BEA but higher values of ΔS‡

app 
over H-BEA. The authors reasoned that the lower entropy of the 
intermediates in zeolite pores leads to a smaller entropy loss 
when forming the dehydration transition state.70 Separately, Shi 
et al. examined the effect of pore size on aqueous phase 
cyclohexanol dehydration and found that H-MFI gives greater 
rates than larger pore H-BEA and H-FAU zeolites.71 H-MFI binds 
cyclohexanol most exothermically and shows the lowest 
dehydration ΔH‡

app compared to H-BEA and H-FAU, which they 
attributed to stabilization of the adsorbed intermediate and 
transition state by van der Waals interactions with the pore 
walls.71 Alternatively, these rate differences may result from 
interactions with the H+(H2O)n cluster in the tighter confines of H-
MFI destabilizing adsorbed cyclohexanol (a relatively 
hydrophobic molecule) more significantly than in larger pores, 
which increases GA*

ε and decreases ΔG‡
app (Eq. 10). Eckstein et 

al.74 and Pfriem et al.75 showed that H-MFI zeolites with greater 
concentrations of Brønsted acid (H+(H2O)n) sites (i.e., more 
hydrophilic) lead to increased activity of adsorbed cyclohexanol 
(γA*). The H+(H2O)n cluster also stabilizes the positively charged 
transition state for cyclohexanol dehydration, leading to an initial 
decrease in ΔG‡

app as H+(H2O)n concentrations increase.75 Rates 
eventually decrease at higher H+(H2O)n concentrations, which 
results from competitive adsorption effects (discussed in Section 
5.2). 

The Lercher group also demonstrated that solvent and 
reactant identity impact Brønsted acid catalyzed reactions and 
described similar intermolecular phenomena that underpin these 
effects. For example, Shetty et al. showed that dehydration rates 
of secondary alcohols are greater in H-MFI than H-BEA,72 which 
they attribute to van der Waals stabilization lowering ΔH‡

app for 
alcohol dehydration in the smaller MFI pores. Tertiary alcohols, 
however, show lower values of ΔH‡

app and greater dehydration 
rates in the larger pore H-BEA than H-MFI.72 The authors found 
that H-BEA shows a greater ratio of alcohol reactant to H+(H2O)n 
site than H-MFI, which they postulated to signify that surrounding 
reactant alcohol molecules solvate and stabilize the transition 
state through dispersive interactions more effectively in H-BEA 
than H-MFI.72 A similar study by Chen et al. on cyclohexanol 
dehydration using H-MFI, -BEA, and -FAU shows the greatest 
dehydration rates on H-FAU within a nonpolar decalin solvent.76 
They hypothesized that intraporous decalin and cyclohexanol 
molecules lower ΔH‡

app in H-FAU through dispersive interactions, 
while these interactions play less of a role in H-MFI because the 

Figure 5. a) Greater numbers of water molecules present per reactant (R) in a 
Brønsted acid catalyzed homogeneous reaction leads to an increased mean 
distance between the reactant and catalytic hydronium ion compared to b) a 
zeolite catalyzed reaction. Figure made to illustrate concepts in Ref. 70-73.
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smaller pores impede adsorption of the large solvent and reactant 
molecules.76 Chen et al. also found that each zeolite showed 
greater cyclohexanol dehydration rates in decalin than water 
solvent,76 as also observed for phenol alkylation in H-BEA.77 
These trends were taken as evidence that catalytically active 
protons remain bound to the zeolite framework in decalin, which 
lowers ΔG‡

app to transfer protons to the reactant in comparison to 
proton transfer from delocalized hydronium ion clusters formed 
with water.76-77 These water-solvated protons possess lower GA

ε 
than framework protons, which decreases rates per Brønsted acid 
site by decreasing values of γA (i.e., activity of the catalytic proton) 
(Eq. 11). Coupling the works here with the studies discussed in 
the previous paragraph shows that the pore size of Brønsted acid 
zeolites determines how solvent and reactant molecules organize 
and interact with transition states in the pore, leading to changes 
in GA*

ε and Gε,‡.
Our group recently showed that framework topology and 

polarity impact Lewis-acid catalyzed alkene epoxidation 
reactions in acetonitrile solvent with aqueous hydrogen 
peroxide.15, 47, 78-79 Specifically, Fig. 6 illustrates that the topology 
and polarity of the zeolite pores determine the concentration and 
structuring of water molecules: water forms bulk-like three-
dimensional hydrogen bonded structures in large pore Ti-FAU 
but one-dimensional chains and oligomers in smaller pore 
zeolites, such as Ti-BEA, Ti-MFI, and siliceous CDO.47 In situ 
vibrational spectroscopy and both classical and ab initio 
molecular dynamics (MD) simulations show that the average 

number of hydrogen bonds per water molecule (<NHB>) 
decreases as the mean void diameter and Si-OH density decrease. 
These decreases in <NHB>  lead to greater entropy gains upon the 
disruption of the water structures near Ti active sites.47 The 
reorganization of these water structures to accommodate the 
formation of epoxidation transition states likely leads to large 
entropic gains that offset the enthalpic penalty of breaking these 
hydrogen bonds (vide supra). More specifically, the correlation of 
ΔH‡

app and ΔS‡
app values for epoxidation reactions depends 

directly upon the water structures present in the pore. These 
interpretations are supported by a strong correlation between 
the temperature dependence of populations of hydrogen bonded 
water molecules within pores (assessed by infrared spectra) and 
measured activation parameters.  Together, these measurements 
show that smaller pore zeolites give the greatest entropic gain per 
enthalpic cost of hydrogen bond disruption because the highly 
correlated motion of the H2O molecules significantly decreases 
the entropy of the confined H2O structures prior to reorganization 
during catalysis,47 which gives greater decreases in Gε,‡ in 
comparison to GA*

ε  that lower ΔG‡
app (Eq. 10). This enthalpy-

entropy compensation relationship also explains why the 
difference in epoxidation rates between hydrophobic and 
hydrophilic zeolites is greatest for Ti-MFI (0.55 nm pores) and 
smallest for Ti-FAU (1.3 nm pores). While demonstrated here for 
epoxidation reactions, these concepts should broadly apply to 
other reactions catalyzed within microporous materials 
containing hydrogen bonded solvents (e.g., other zeolites 
topologies and compositions but also microporous metal oxides 
and organic frameworks).

Collectively, this section shows that confinement requires 
solvent molecules to adapt configurations that affect the solvation 
and stability of active sites and reactive species for Brønsted and 
Lewis-acid catalyzed reactions. Altering the zeolite pore size can 
affect GA*

ε and Gε,‡ to different extents, which leads to changes in 
catalytic turnover rates. Combining the findings from this section 
with those from Section 3.1 shows that controlling the identity of 
zeolites, solvents, and reactants can alter the values of GA*

ε and Gε,‡ 
and strongly impact liquid phase catalytic processes.

3.3 Solvation Effects in Multicomponent Solvent Systems
Sections 3.1 and 3.2 discussed studies that used a single 

solvent or one solvent in a large excess of another (i.e., alkene 
epoxidations with organic solvent and less than 0.01 mole 

Figure 7. (a) The water content in the local domain increases compared to the bulk when introducing a high content of organic co-solvent, (b) as shown by radial distribution 
function simulations. (c) The increased water content stabilizes alcohol dehydration transition states. Adapted from Ref. 83 with permission from the Royal Society of Chemistry.

Figure 6. Two-dimensional heat maps of the position of H2O molecules within 
hydrophilic zeolites from MD simulations. Adapted from Ref. 47. 
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fraction water). This section describes multi-component solvent 
mixtures, which we define as mixtures containing at least two 
solvent components with mole fractions of each greater than 0.01. 
In these mixtures, solvent domains or mixed hydrogen bonded 
solvent structures form and affect the stability of reactive species 
for catalytic reactions. For homogeneously acid catalyzed alcohol 
dehydration reactions, a two-component solvent mixture can 
partition such that the bulk domain (i.e., far from the alcohol 
reactant) becomes enriched in one solvent molecule and the 
domain near the alcohol reactant (i.e., within a length scale < 2 
nm) possesses a different composition. The presence of these 
distinct solvent domains resembles the differences between 
solvent composition and structure of the bulk fluid and intrapore 
domains within zeolites (Sections 3.1 and 3.2), albeit without also 
imposing the confining effects of the zeolite on the solvent 
structure. This analogy suggests that mixing an organic solvent 
with water may impact zeolite catalyzed reactions by altering the 
differences between the solvent environment in the bulk solution 
and the zeolite pore. In both homogeneous and zeolite catalyst 
systems, the formation of solvent mixtures can affect the stability 
of reactants and transition states in ways that change rates 
significantly.

Turnover rates of homogeneous acid catalyzed alcohol 
dehydration increase by orders of magnitude upon changing the 
solvent from water to mixtures containing water and gamma-
valerolactone (GVL) co-solvent (>70 % by mass).80-81 In the 
aqueous-organic mixtures, MD simulations show that the bulk 
domain is enriched in GVL and the local domain around the 
hydrophilic alcohol reactant is enriched in water.81-83 The reactive 
proton preferentially resides in the hydrophilic local domain over 
the bulk GVL phase, increasing the association between the 
proton and alcohol reactant. As illustrated in Fig. 7, Walker et al. 
showed that this local water domain stabilizes the protonated 
alcohol reactant complex while also stabilizing the positively 
charged transition state that forms, thus lowering Gε,‡.83 Rates are 
lower in pure water because water solvates the proton in the bulk 
liquid phase, stabilizing the reactants relative to the transition 
state and increasing values of ΔG‡

app (Eq. 8). 
When water mixes with a more basic organic co-solvent (e.g., 

dimethyl sulfoxide (DMSO)), the co-solvent may solvate polar 
reactants more effectively than water. Through MD simulations, 
Chew et al. found that hydronium ions show lower Gε in DMSO 
than water.84 Their simulations also showed that 1,2-propanediol 
preferentially interacts with DMSO rather than water,84 which 
suggests that DMSO should concentrate in the local domain 
surrounding alcohol dehydration transitions states during 
homogeneous reactions in DMSO-water mixtures. In further 
work, Chew et al. showed that the primary product of 1,2-
propanediol dehydration switches from propanal in pure water 
to acetone in DSMO-water mixtures.85 They attributed the change 
to the enrichment of both water and DMSO molecules around the 
hydroxyl groups on 1,2-propanediol that facilitate a distinct 
reaction pathway (a semipinacol rearrangement) that eliminates 
the terminal hydroxyl group before yielding acetone.85 Mixing 
DMSO with water decreases Gε of reactive species for acetone 

formation compared to propanal formation, making the acetone 
pathway more favorable.

Adding tetrahydrofuran (THF) to water increases rates for 
sulfuric acid catalyzed cellulose hydrolysis86 and metal halide 
catalyzed sugar dehydration87 relative to pure water, while also 
enhancing the solubilization of biomass such as cellulose86 and 
corn stover.87 MD simulations by Mostofian et al. revealed that 
THF and water phase separate to hydrophobic and hydrophilic 
surfaces of cellulose fibers, respectively.86 The hydrogen bond 
lifetime between water molecules and the hydrophilic glycosidic 
linkages of cellulose increases in THF-water mixtures in 
comparison to pure water.86 This suggests that water molecules 
stabilize the transition state for cellulose hydrolysis more 
significantly in the THF-water mixture than in pure water, which 
decreases Gε,‡ and leads to an enhanced rate of cellulose 
hydrolysis. The homogeneous studies described here show that 
mixing water with organic co-solvents affects reaction rates by 
altering values of GA

ε and Gε,‡ to different extents and thereby 
changing ΔG‡

app.
The compositions of aqueous organic solvent mixtures also 

dictate the solvent environment both in bulk solution and in the 
pores of zeolites or other solid catalysts, which leads to changes 
in the stability of reactive species in the fluid phase (GA

ε) but also 
within the pores (GA*

ε, Gε,‡). For example, Mellmer et al. showed 
that xylose dehydration rates over H-BEA zeolite are 40 times 
greater in an aqueous solution containing 90 wt% GVL than those 
measured in pure water.80 They attributed the changes to the 
increased solvation of the zeolite proton in neat water that lowers 
GA

ε with respect to G ε ,‡ and increases ΔG‡
app (Eq. 8) relative to 

aqueous GVL.80 Separately, Mellmer et al. showed that the 
levulinic acid yield from furfuryl acid hydrolysis over H-MFI 
zeolite increases from <10% in pure water to ~70% in a 4:1 THF-
water mixture by weight.88 They took these differences as 
evidence for changes in the enrichment of THF in the H-MFI pores 
for the THF-water mixture, which leads to greater hydrolysis 
rates than a water-filled pore.88 Alternatively, these zeolites 
possess significant densities of Si-OH functions, as the authors 
showed by infrared spectroscopy.88 In this situation, the pores of 
the MFI structure likely stabilize networks or clusters of water 
that solvate reactive species in turn and lower Gε,‡. Concomitantly, 
the hydrophobic bulk THF phase should destabilize hydrophilic 
furfuryl alcohol and increase the free energy of the fluid-phase 
reactant (GA

ε). The effects taken together would decrease values 

Figure 8. GVL affects catalytic activity for glucose isomerization and glucose uptake 
into NaX zeolite. Reprinted with permission from Ref. 89. Copyright 2017 American 
Chemical Society.
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of ΔG‡
app (Eq. 8) and would be consistent with the reported 

differences in rates. Fig. 8 shows results from the work of Qi et al. 
that reported initial turnover rates for glucose isomerization over 
Na-exchanged faujasite zeolites (NaX and NaY) decrease by a 
factor of 300 with the addition of ~4 mol% GVL to water.89 The 
uptake of glucose into the zeolite pore (measured with solid-state 
NMR) decreases upon adding this small amount of GVL, which 
they explained as the occlusion of glucose by GVL present in the 
pores.89 Measured excess enthalpies of mixing for GVL and water 
are slightly exothermic (~-0.1 kJ mol-1) at GVL mole fractions 
below 0.1 and endothermic (maximum +0.8 kJ mol-1) at higher 
mole fractions,90 which suggests that water and GVL likely mix in 
the pore at low GVL concentrations. Qi et al. argue that GVL 
disrupts water in the pores and limits the ability of water 
molecules to stabilize reactive species at low GVL 
concentrations.89 This reasoning suggests that GVL increases Gε,‡ 
relative to GA

ε , which increases values of ΔG‡
app and leads to the 

300-fold decrease in rates compared to pure water. Glucose 
isomerization rates and glucose uptake in the zeolite pore 
increase with GVL content, with a 12-times greater uptake 
observed in a mixed solvent with 46 mol% GVL than in pure 
water. At higher GVL contents, GA

ε of glucose in the bulk GVL 
phase should increase with respect to the transition state and lead 
to a decrease in ΔG‡

app (Eq. 8).
The studies in this section collectively demonstrate that 

mixing solvents affects the reaction environment and stability of 
reactive intermediates and transition states for both 
homogeneous and zeolite catalyzed reactions. The reaction 
environment in a solvent mixture depends on solvent 
composition and active site surroundings (i.e., within the zeolite 
pore or the first- and second-coordination spheres of 
homogeneous catalysts). Furthermore, tuning the solvent 
composition of a mixture affects reactive species stability (GA

ε, 
GA*

ε, Gε,‡), which affects ΔG‡
app and alters rates and selectivities for 

desired and undesired reaction pathways. 

3.4 Solvent Interactions within Mesoporous Materials and 
over Metal Nanoparticles

Like the zeolite studies discussed so far, solvents also impact 
the stability of reactive species in reactions with other solid 
catalysts, such as mesoporous catalysts, metal nanoparticles, and 
MOF. These catalysts possess pores and voids of greater 
dimensions than many zeolites and therefore contain condensed 
phases around active sites that more closely resemble the 
structure of the bulk solvent. Nevertheless, solvent molecules 
organize around and solvate reactive species at the active sites of 
these catalysts, leading to changes in Gε,‡ that affect reaction rates 
(Note: a decrease in Gε represents a change where Gε becomes more 
negative; i.e., the species is stabilized).

Trimethylphenol oxidation in Cu-Al-MCM-41 mesopores (2.4-
2.6 nm diameter) shows greater yields and selectivities in 
benzaldehyde solvent (69%, 79%) than acetonitrile (47%, 73%), 
acetaldehyde (1%, 2%), or ethanol (0%, 0%).91 Yields and 
selectivities also increase when using bulky tert-butyl 
hydroperoxide (TBHP) (88%, 89%) as the oxidant instead of 
hydrogen peroxide (69%, 79%).91 The transition state for 
trimethylphenol oxidation may be stabilized by dispersive 

interactions with the bulky benzaldehyde solvent molecules and 
the tert-butyl group in TBHP, leading to a decrease in Gε,‡. The 
large mesopores in MCM-41 presumably afford freedom of 
motion to the transition state, oxidant, and solvent molecules 
needed to assume favorable configurations that lead to stabilizing 
dispersive interactions. This proposal agrees with recent work 
from our group that showed mesoporous Ti-SBA-15 allows for 
favorable interactions between adsorbed 1-octene and bulky 
TBHP or cumene hydroperoxide oxidants as compared to 
microporous Ti-BEA zeolite.79 We found that the transition state 
for 1-octene epoxidation could adopt more configurations in the 
Ti-SBA-15 mesopores, which lowers its free energy relative to Ti-
BEA.79 These studies show that the use of mesoporous catalysts 
promotes dispersive interactions between bulky transition states 
and solvent molecules that decrease Gε,‡ and ΔG‡

app (Eq. 8 and 10).

Figure 9. The desorption transition state for the product of ethene dimerization 
over Ni-Al-MCM-41 is stabilized through dispersive solvating interactions with 
surrounding condensed phase ethene molecules. Made to illustrate concepts in 
Ref. 92-93.
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The presence of a condensed non-polar phase (e.g., liquid 
alkene/alkane) in Ni-Al-MCM-41 mesopores (1.0-2.2 nm 
diameter) enhances the dimerization of ethylene to butenes.92-93 
Dimerization rates increase by factors of 2-3 and selectivities 
increase by factors of 2-6 when the reaction temperature 
decreases from 448 to 248 K, which the authors attributed to 
condensation of the alkene reactants within the mesopores.92-93 
Fig. 9 shows that the butene product desorbs through a late 
transition state that possesses a lower Gε,‡ when interacting with 
a condensed alkene phase in the pore. The condensed phase also 
prevents deactivation of the catalyst by increasing selectivity to 
dimer products and limiting the formation of oligomers that bind 
strongly and block Ni sites. Similar promotion of dimerization and 
reduction of deactivation rates also occur when inert alkanes are 
co-fed and condensed within pores, which suggests that these 
benefits stem from non-specific interactions between the 
nonpolar condensed phase and reactive complexes.92 The critical 
role of these non-specific interactions agrees with results from 
Madrahimov et al. in their examination of ethylene dimerization 
over Ni sites contained within a MOF (NU-1000-bpy-NiCl2).94 
They found that carrying out the reaction in liquid n-heptane 
increases rates and selectivities to the dimer product compared 
to the gas phase reaction. Farrusseng and co-workers achieved 
similarly high selectivities to ethylene dimerization products in n-
heptane over the MOF Ni@(Fe)MIL-101.95 The condensed phase 
likely leads to similar effects in the MOF as observed in detailed 
analysis within Ni-Al-MCM-41 mesopores, enhancing the 
desorption of dimer products by solvating the desorption 
transition state to lower Gε,‡ relative to that of oligomerization 
product transition states. 

Introducing a condensed solvent phase also affects ΔH‡
app for 

cyclohexene epoxidation over mesoporous transition metal 
silicate catalysts (6 nm pore diameter). Ahn et al. showed that Ti-
SiO2 and Nb-SiO2 give similar values for ΔH‡

app in the vapor phase 
with anhydrous H2O2, but Ti-SiO2 gives an ΔH‡

app value 29 kJ mol-

1 lower than Nb-SiO2 in liquid acetonitrile solvent with aqueous 
H2O2.96 They proposed a transition state structure that includes a 
coordinated solvent molecule (water or acetonitrile) over Ti-
SiO2,97-98 which may not occur over Nb-SiO2 due to an additional 
Nb-OH ligand that hinders solvent coordination. The authors 
attributed the lower barrier over Ti-SiO2 to the solvent providing 
low barrier pathways to shuttle protons during oxygen transfer 
and stabilize the associated transition state.96 Alternatively, these 
results appear consistent with solvent molecules (either water or 

acetonitrile) acting to stabilize the transition state through 
dispersive interactions or by the formation of hydrogen bonds 
with the peroxide moiety, which would decrease Gε,‡ in 
comparison to GA*

ε, thus decreasing ΔG‡
app  (Eq. 10). 

The presence of hydrogen bonding solvents impacts the 
hydrogenation of carbonyl groups within molecules like ketones. 
Wan et al. found that rates for hydrogenation of 2-butanone over 
Ru/C are much greater in protic solvents than aprotic solvents, 
with the greatest rates in water.99 They found that protic solvents 
hydrogen bond with 2-butanone and surmised that this decreases 
ΔH‡

app for hydrogenation. They found that rates correlate to the 
Kamlet-Taft parameter α (i.e., the hydrogen bond donor ability)23 
of the solvent and suggested stronger hydrogen bond donors 
interact favorably with the C=O bond in the hydrogenation 
transition state, which would decrease Gε,‡.99 Akpa et al. examined 
the same reaction over Ru/SiO2 and found that rates in water are 
7 and 33 times greater than in 2-propanol or methanol solvents, 
respectively.100 They also attributed the greater rates in water to 
a decrease in ΔH‡

app from hydrogen bonding between water and 
the O-H bond forming in the hydrogenation transition state.100 We 
concur that protic solvents stabilize the surface-bound transition 
state for hydrogenation but emphasize that they must do so more 
significantly than the extent by which these interactions stabilize 
the adsorbed 2-butanone intermediate, such that Gε,‡ decreases to 
a greater degree than GA*

ε and ultimately reduces ΔG‡
app (Eq. 10). 

As suggested by Fig. 10, DFT calculations show that the nascent 
O-H bond makes the transition state more sensitive to the 
presence of water than adsorbed 2-butanone, which presents the 
O atom of the ketone function but does not possess apparent 
hydrogen bond donors. Additionally, the greater rates in 2-
propanol than in methanol suggest that dispersive interactions 
between 2-propanol molecules and the 2-butanone 
hydrogenation transition state may decrease Gε,‡ in 2-propanol 
compared to methanol. Separately, microkinetic modeling studies 
by Heyden, Bond and co-workers examined similar effects for 
hydrodeoxygenation (HDO) reactions. HDO reactions of 
propionic acid over Ni101 and levulinic acid upon Ru102 proceed at 
greater rates in aqueous solutions than in the vapor phase. They 
attributed these increases in rate to water molecules lowering Gε,‡ 
for HDO pathways through hydrogen bonding with transition 
state structures. However, the presence of liquid water leads also 
to stronger adsorption of reactants to the catalyst surface for HDO 
of propionic acid over Pt103 and Pd104 and methyl propionate over 
Pd,105 which decreases rates relative to the vapor phase. These 
observations suggest that water decreases GA*

ε with respect to Gε,‡ 
for HDO pathways, thus increasing  ΔG‡

app (Eq. 10). Additionally, 
the fact that water increases rates for propionic acid HDO over 
Ni101 but decreases rates over Pt103 and Pd104 suggests that the 
identity of the metal also plays a role in solvent-reactant 
interactions. The impact of hydrogen bonding solvents on 
hydrogenation and HDO reactions depends on the active metal 
identity and the relative stabilizing effects of the solvent on 
adsorbed intermediates and transition states.

This section demonstrates that solvating interactions affect 
the stability of reactive species for several classes of solid 
catalysts beyond zeolites. Solvent molecules organize around 

Figure 10. DFT calculated binding configurations for a) molecularly adsorbed 2-
butanone and b) the transition state of 2-butanone hydrogenation over Ru(001) in 
the aqueous phase.  The hydrogen atom involved in hydrogenation is shown in 
yellow. Adapted from Ref. 100, with permission from Elsevier.
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intermediates and transition states at the surface of these 
catalysts and affect rates, but the magnitudes of these rate 
differences are generally smaller than those discussed previously 
for microporous materials (Sections 3.1 and 3.2). The solvent 
structures in bulk solvent and around the active site are likely 
more similar upon mesoporous materials, MOF, and metal 
nanoparticles, which causes excess interactions with solvent 
molecules to have less significant effects on rates (e.g., commonly 
less than a 10-fold change). These findings indicate that similar 
principles to those discussed for microporous materials can guide 
the selection of appropriate catalyst and solvent combinations for 
chemical processes over other solid catalysts. 

3.5 Effect of Solvent Structure on Adsorption Processes
Solvents selectively stabilize certain solutes in the liquid 

phase relative to the components adsorbed onto a solid catalyst, 
altering Gε values and leading to changes in ΔG1 (Eq. 7). These 
effects parallel the phenomena described for transition state 
stabilization in prior sections.  The presence and identity of a 
solvent, therefore, affects liquid phase adsorption and separation 

processes onto porous or nonporous solid catalysts.
Gould et al. examined the adsorption and desorption of 

pyridine into H-BEA pores in distinct solvents (e.g., water, 
acetonitrile, 1-4 dioxane, n-heptane).106-107 Fig. 11 shows the 
differences in adsorption between polar water solvent and less 
polar 1,4-dioxane solvent. The authors found that the solvent 
dielectric constant (ε) (i.e., a measure of polarity) affects the 
equilibrium constant for pyridine adsorption to the Brønsted acid 
sites (K1), and thus, modifies the free energy for pyridine 
adsorption (ΔG1 = -RT ln(K1)). As the dielectric constant of the 
solvent increases, the uptake of pyridine into the pores and the 
confinement equilibrium constant increases, indicating that the 
free energy change (ΔGconf.) becomes more negative.107 Pyridine, a 
relatively nonpolar molecule compared to water, interacts 
unfavorably with bulk water and shows a greater free energy 
difference between the bulk and zeolite phases in polar solvents 
than nonpolar solvents.107 However, Gould et al. found that the 
proton transfer equilibrium constant increases, and the 
protonation free energy change (ΔGprot.) becomes more negative 
as the solvent polarity decreases. This difference occurs because 
the catalytic proton possesses a higher free energy within less 

polar solvents (e.g., vacuum) and reacts with pyridine more 
readily, which agrees with the conclusions from Lercher et al. 
regarding Brønsted acid catalyzed cyclohexanol dehydration in 
decalin and water (Section 3.2). Overall, the free energy change 
for pyridine to adsorb to the active site (ΔG1) increases in 
nonpolar solvents because these solvents lower GA*

ε of the 
adsorbed pyridinium intermediate more significantly than fluid-
phase pyridine (GA

ε) (Eq. 7). Ancillary studies on the same 
materials using temperature-programmed desorption show that 
pyridine desorption shifts to lower temperatures with increasing 
solvent polarity, which indicates that more polar solvents lead to 
weaker binding of pyridine (less negative ΔG1) and corroborates 
the prior conclusion.106 

Several recent studies used Monte Carlo simulations to 
examine the separation of alcohol-water mixtures with purely 
siliceous hydrophobic MFI108-110 and FER110 zeolites. For mixtures 
of water with methanol,108-109 ethanol,108-109 or 1-butanol,110 
alcohols adsorb preferentially at the lowest intrapore 
concentrations, but the selectivity to adsorb alcohols decreases 
significantly once pores attain a critical density of alcohol 

molecules. These findings show that the formation of alcohol 
clusters within hydrophobic zeolites promotes water adsorption 
by lowering GA*

ε of adsorbed water molecules, suggesting that 
alcohol molecules provide sites for water to hydrogen bond even 
when such sites are absent from vacant hydrophobic pores. 
Separately, a study on water mixtures with methanol and ethanol 
in a number of zeolite topologies (FAU, MFI, DDR, and LTA) 
revealed that hydrogen bonds between alcohol and water 
molecules represent a larger fraction of total hydrogen bonding 
interactions than those between identical molecules.111 These 
findings indicate that water-alcohol interactions predominate 
over water-water or alcohol-alcohol interactions within these 
mixtures. Notably, the free energy of mixing water and alcohol 
molecules within zeolite pores differs from that within the bulk 
fluid phase for a system equilibrated with a given solvent 
composition, and this distinction allows for the separation of 
alcohol-water mixtures. The presence of water-alcohol bonding in 
these mixtures introduces thermodynamic non-idealities that 
have consequences for adsorption processes but also for catalysis, 
as discussed above.

Figure 11. The stabilities of the catalytic proton and liquid phase pyridine in water and 1,4-dioxane (solvents that show a large difference in dielectric constant ε) lead to 
differences in the favorability of pyridine being confined in the H-BEA pores (ΔGconf.) and then being protonated (ΔGprot.). Made to illustrate concepts in Ref. 106-107.
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Metal-organic frameworks (MOF) can selectively adsorb 
compounds from the liquid phase for similar reasons. While these 
adsorption processes may be driven by covalent or ionic bonding 
at metal-oxide nodes in many cases, differences in excess free 
energies also influence these processes. For example, solvent 
molecules within MOF pores influence the removal of toxic 
dyes112-113 from bulk solvent. Haque et al. demonstrated that the 
adsorption of the large dye molecules methyl orange and 
methylene blue from water into Fe-MOF-235 led to large 
increases in entropy that offset corresponding increases in 
enthalpy.112 The dye molecules disrupt hydrogen bonds among 
intrapore water molecules as they adsorb, providing entropic 
gains that decrease GA*

ε and give more negative ΔG1 values (Eq. 7). 
As described for zeolites in Section 3.1, the polarity of MOF pores 
determines the type of structures that solvent molecules form and 
impacts separation114 and adsorption115-116 efficiency. For 
example, Huang et al. modified -OH defects in the MOF UiO-66 to 
alter the efficiency of adsorptive oil/water separations.114 They 
found that the defect dense MOF samples (i.e., more hydrophilic) 
preferentially reject aliphatic hydrocarbons (e.g., hexane, n-
decane, cyclohexane) and give nearly perfect separations for 
mixtures of hydrocarbons and water.114 The hydrophilic UiO-66 
MOF leads to a lower GA*

ε for water than the alkanes, which causes 
the MOF to preferentially adsorb water molecules. In another 
study, Rieth et al. varied the pore size and hydrophilicity of the 
MOF Ni2Cl2BTDD by exchanging Cl- with other anions.116 The 
partial pressure of water required to achieve spontaneous pore 
condensation was lower for Br-modified materials than the Cl-
exchanged MOF. The authors demonstrated that introducing 
bromide contracts the MOF pore diameter, which they proposed 
to improve the favorability of water uptake by increased 
confinement that lowers GA*

ε of adsorbed water.116 This work also 
showed that water molecules form the lowest average number of 
hydrogen bonds in the Br-exchanged MOF at low water partial 
pressures, which may result from the relative hydrophobicity of 
Br-moieties and concomitant pore constriction that reduce the 
number of available configurations for water molecules. The 
lower number of hydrogen bonds in the Br-exchanged MOF 
allows water molecules to attach to adsorbed waters with 
unsaturated hydrogen bonding environments. Collectively, these 
interactions modify the structure of water clusters in the Br-
exchanged MOF in manners that increase adsorption of water 
molecules. Adsorbed water molecules also promote CO2 
adsorption for the MOF 2-ampd-Mg2(dobpdc).117 Adsorbed CO2 
molecules bind with framework amine groups and form 
ammonium carbamate (R-NH-CO2

-) chains. These carbamates 
hydrogen bond with water117 and lower GA*

ε of adsorbed CO2, 
which leads to more negative values of ΔG1 (Eq. 7). These studies 
show that the structure of solvent molecules within MOF pores 
impacts the free energies of adsorbates and depends strongly on 
the chemical moieties present within the pores.

The presence of solvents also affects adsorption onto metal 
surfaces. For example, Getman and co-workers found that an 
aqueous phase lowers the enthalpy of hydrophilic adsorbed 
intermediates on Pt(111) through hydrogen bonding.118-119 Fig. 
12 shows that hydroxyl groups of an adsorbed glycerol derivative 

Figure 12. MD simulations showing the hydrogen bonding interactions of water 
molecules with a) adsorbed CH2OH and b) adsorbed C3H7O3 over a Pt(111) surface. 
Reprinted with permission from Ref. 118. Copyright 2015 American Chemical 
Society.
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(C3H7O3*) form a total of 6-7 hydrogen bonds with surrounding 
water molecules that enthalpically stabilize this intermediate by 
125 –145 kJ mol-1, while an adsorbed methanol derivative 
(CH2OH*) forms approximately two hydrogen bonds that lower 
its enthalpy by 60 kJ mol-1.118-119 These hydrogen bonds also 
decrease the entropy of the system containing C3H7O3* more 
significantly than CH2OH*, however, the enthalpy difference 
dominates in this case and leads to lower GA*

ε for C3H7O3* in 
comparison to CH2OH*.119  The enthalpy/entropy compensation 
of hydrogen bonds between solvent molecules and the adsorbed 
intermediates determines if the solvent stabilizes or destabilizes 
the intermediates. Overall, both surface intermediates carry 
negative GA*

ε, such that the presence of water stabilizes these 
species compared to the vapor phase. Separately, a computational 
study by Yang et al. found that the uptake of phloroglucinol onto 
Pt and Pd surfaces decreases by 20-25% in the aqueous phase 
relative to the vapor phase.120 They credited this to hydrogen 
bonding between the hydroxyl groups in phloroglucinol and 
water, stabilizing the phloroglucinol in the bulk aqueous phase 
(lower GA

ε) with respect to adsorbed phloroglucinol (GA*
ε), thus 

lowering ΔG1 (Eq. 7). The favorable interactions among water 
molecules and the hydroxyl groups of these surface intermediates 
agree with chemical intuition, however, the significance of 
hydrogen bonds extends also to adsorbates that do not present 
such obvious pairs of hydrogen bond donors and acceptors.  Yang 
et al. demonstrated that H2 dissociatively adsorbs less strongly on 
Pt surfaces in the aqueous phase than the gas phase, because the 
presence of water lowers the enthalpy of adsorption and leads to 
a greater entropy loss for H2 adsorption.121 The authors attributed 
this to both the displacement of adsorbed water molecules from 
the surface and the destabilization of the chemisorbed H atoms 
(H*) by interactions with surrounding water that increases GA*

ε. 
This destabilization reflects the formation of more ordered water 
structures at the interface with Pt surfaces in the presence of H*, 
which simultaneously limit the mobility of H*.121 The solvation 
free energy of the reactant state (H2 in water) was determined to 
be +18 kJ mol-1 at 298 K,121 which resembles an estimate of +28  
kJ mol-1 from prior work.122 Combined, these values show that 
water increases GA

ε of H2, which accounts for the limited 
solubilities of H2 in aqueous solutions. These values indicate that 
the corresponding increase in GA*

ε for H*, together with the free 
energy to displace water from Pt surfaces, must be greater to 
explain the less negative value for ΔG1 to dissociatively adsorb 
hydrogen in water (Eq. 7).  The findings discussed here show that 
solvent molecules impact the stability of species in the liquid 
phase (GA

ε) and adsorbed to metal surfaces (GA*
ε), which impacts 

free energies to bind adsorbates and catalytic intermediates (ΔG1) 
(Eq. 7).

This section demonstrates that solvent choice affects 
adsorption and separation processes onto several classes of solid 
catalysts. The solvent can selectively increase or decrease GA

ε of 
fluid-phase molecules, affecting how strongly these molecules 
adsorb onto solid catalysts. The solvent structure within 
nanometer-scale pores of zeolites and MOF and at nonporous 

metal surfaces differs from that in the liquid phase, with 
variations diminishing as an exponential function of distance 
from the solid-liquid interface. Consequently, microporous 
materials exhibit adsorption selectivities that differ significantly 
from nonporous surfaces that expose similar chemical functions. 
The local solvent structure influences GA*

ε for molecules 
adsorbing into the pore. Effective combinations of solvent and 
adsorbates can alter GA

ε and GA*
ε to improve the efficiency of 

adsorption and separation processes.

3.6 Solvation of Ionic Reactants, Additives, and Catalysts 
Solvents interact with and affect the activity of ions in 

solution, as theorized by Brønsted123 and Debye and Hückel22 
nearly a century ago. The ions alter the hydrogen bonded 
networks within protic solvents through the formation of 
individual solvation shells. Additionally, solvated ionic additives 
influence reactive species through hydrogen bonds and dipole-
dipole interactions. These interactions apply to charged reactants 
and transition states relevant in many homogeneous21 and 
electrocatalytic reactions.124 Solvent molecules may also solvate 
and stabilize ionic catalytic species that promote homogeneous125 
and heterogeneous126 processes. 

Salt additives often dissociate in solvents and selectively 
stabilize charged reactants and transition states. For example, 
Enslow and Bell utilized kinetic measurements and 13C and 1H 
NMR to demonstrate that alkali metal halide additives affect rates 
of xylose dehydration catalyzed by homogeneous Brønsted acids 
(e.g., HCl) through direct interactions between the salt ions and 
reactive intermediates.127 The metal cations interact with oxygen 
atoms in xylose and weaken the C-O bonds that cleave during 
dehydration, while the halide ions stabilize carbocation 
intermediates for the reaction. In addition, the ions from the metal 
halide disrupt stabilizing interactions between water and reactive 
species, which increases values of Gε for reactants in comparison 
to Gε,‡  and increases rates as a result.127 Separately, Mellmer et al. 
found that adding chloride salts to polar aprotic organic solvents 
mixed with water (10% by mass) increased rates of fructose 
dehydration by homogeneous acids by factors of 3 to 10 with 
respect to the reaction without chloride additives.82 MD 
simulations showed that the local environment around the 
hydrophilic fructose reactant contains a high concentration of 
water that solvates Cl- anions, which stabilize the positively 
charged transition state through electrostatic interactions that 
lower Gε,‡ and ΔG‡

app (Eq. 8). 
Solvents also form catalytic complexes with active site ions. 

For example, Choudhary et al. found that Lewis acid metal salts 
dissociate in water to form hydrated complexes that catalyze 
homogeneous glucose isomerization.125 This process occurs for 
metal chloride (MClx) catalysts including CrCl3,125, 128 AlCl3,129-130 
and SnCl4.131 The catalytically active hydrated metal chloride 
complexes bind a combination of water molecules and hydroxyl 
(-OH) groups (i.e., [M(H2O)x(OH)x]x+). MD simulations show that 
the -OH group in the Cr complex ( [Cr(H2O)5(OH)]2+) lowers ΔG‡

app 
for the glucose ring opening to 125 kJ mol-1 from a barrier of 272 
kJ mol-1 in the absence of the -OH group.128 Others proposed a 
mechanism in which the -OH group can facilitate the reaction by 
abstracting a proton from glucose.130, 132 These studies show that 

Figure 13. Crown ethers chelate with sodium ions, leading to a decreased 
concentration of hydrated sodium ions in the outer Helmholtz plane. Reproduced 
from Ref. 138. Copyright 2019 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
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water molecules react with and solvate Lewis acidic metal atoms 
to form new species that catalyze glucose isomerization.  A similar 
effect occurs for active sites in Cu-exchanged zeolite catalysts. In 
the selective catalytic reduction (SCR) of nitrogen oxides (NOx) 
with ammonia, Paolucci et al. demonstrated that ammonia 
solvates and mobilizes the Cu ions in [CuI(NH3)2], [CuII(NH3)4], 
and [CuII(OH)(NH3)3] complexes in Cu-exchanged CHA zeolites.133 
Once solvated, the mobile copper ions move between the cages of 
Cu-CHA zeolite and form Cu site pairs, which activate oxygen for 
the SCR cycle.134 The mobility of these active Cu complexes allows 
for steady-state interconversion between isolated ([CuI(NH3)2]) 
and paired ([CuII(NH3)4], [CuII(OH)(NH3)3]) Cu ions that catalyze 
the reduction and oxidation SCR cycles, respectively.126 Thus, 
solvation leads to the formation of dynamic Cu active sites that 
mediate multiple reaction cycles, which would prove difficult for 
immobile Cu ions tethered to the zeolite framework. These works 
demonstrate that solvents can form catalytic complexes with and 
lower Gε of ionic catalyst sites. The solvated homogeneous or 
heterogeneous catalytic complexes can mediate alternate 
reaction mechanisms with lower ΔG‡

app than those observed upon 
desolvated catalysts.

Interactions between ionic complexes and solvent molecules 
also affect electrocatalytic reactions at electrode-solvent 
interfaces. For example, alkali metal cations impact the product 
distribution of aqueous-phase electrochemical CO2 reduction 
(CO2RR).135-137 Fig. 13 shows that the solvent environment at the 
electrode-water interface consists of three regions: the inner 
Helmholtz plane (IHP) that contains water and anions adsorbed 
to the electrode, the outer Helmholtz plane (OHP) which consists 
of cations solvated by water, and a diffuse layer containing excess 
ions distributed diffusely compared to the OHP. The solvated 
cations in the OHP create an electric field that affects the stability 
of intermediates in CO2RR with large dipole moments adsorbed 
to the electrode.135  This resembles ideas from Debye-Hückel 
theory, which postulates that solvated ions interact with and 
affect the stability of other charged species in solution.22 Resasco 
et al. found that the concentration of cations at the OHP increases 
with increasing cation size.135 The increase in cation 
concentration corresponds to an increase in the current density 
of HCOO- and C2 products for CO2RR on Cu films, which the 
authors attributed to hydrated cations stabilizing surface 
intermediates with large dipole moments (e.g., CO2*, CO*, OCCO*, 
OCCHO*) that lead to these products.135 In other words, the 
cations stabilize CO2* relative to CO2 (decreasing GA*

ε with respect 
to GA

ε) and increase CO2* coverages, impacting HCOO* and CO* 
formation.  The cations also lower the free energy of OCCO* and 
OCCHO* more significantly than CO*, suggesting that the cations 
stabilize C-C coupling transition states (decreasing Gε,‡) in 

comparison to CO*, leading to a decrease in ΔG‡
app for the 

formation of C2 products from CO* (Eq. 10). Cations also can affect 
electrochemical CO reduction (CORR) to hydrocarbon 
products.138-139 Li et al. demonstrated that Na+ ions promote the 
formation of C≥2 products,138 which they suggested may result 
from modification of the electric field at the electrode or changes 
in interfacial water structure. They reasoned that the altered 
water structure may solvate the C-C coupling transition state 
more effectively. We propose that hydrated Na+ in the OHP lower 
Gε,‡ for C-C coupling relative to the system without Na+ present, 
thus lowering ΔG‡

app for C≥2 product formation (Eq. 8). In contrast 

to the changes induced by Na+, the Faradaic efficiency of C≥2 
product formation decreases by a factor of two upon introducing 
crown ethers.138 As illustrated in Fig. 13, crown ethers chelate 
with Na+ ions and remove them from the OHP, which prevents the 
ions from interacting with surface species and likely increases 
Gε,‡.138 In other work, Waegele and co-workers found that the 
introduction of quaternary alkylammonium cations influenced 
the selectivity for ethylene formation in CORR in ways that 
reflected the size of the alkyl substituents.139 Ethylene forms in 
the presence of smaller methyl and ethyl ammonium cations but 
not for larger propyl and butyl ammonium cations. They showed 
that the larger cations prevent interfacial water from interacting 
with adsorbed CO139 and blocks the formation of the CO dimer 
intermediate for ethylene formation. They postulated that water 
molecules hydrogen bond to the CO dimer and facilitate its 
formation. Following this line of thinking, we suggest that water 
molecules stabilize the transition state for CO dimer formation  
relative to the adsorbed CO monomers (decreasing G ε ,‡ in 
comparison to GA*

ε), promoting the ethylene formation pathway. 
The findings outlined in this paragraph indicate that cations alter 
the solvent environment at electrode-solvent interfaces, which 
alters GA*

ε and Gε,‡ for CO2RR and CORR pathways.  
Collectively, these contributions show that protic solvents 

interact with and affect Gε of ionic complexes in solution. The 
solvent can stabilize ionic additives near active sites, allowing 
these additives to affect GA*

ε and Gε,‡. Interactions between water 
and ionic additives influence rates and selectivities for reactions 
with charged transition states, such as homogeneous alcohol 
dehydrations and electrocatalytic CO2RR and CORR. In other 
instances, solvent molecules may solvate and mobilize a catalytic 
ion, forming unique catalytic complexes that alter the reaction 
mechanism. Understanding these interactions enables the 
rational selection of combinations of ionic additives and solvents 
to promote desired reaction pathways.

4. Solvents Act as Reactants or Co-Catalysts 
A solvent may directly participate as a reactant in a catalytic 

reaction (Section 4.1). In these cases, reaction rates may not 
depend strongly on solvent concentration because solvents often 
exist in large excess relative to reactants. However, the presence 
and choice of solvent can change the reaction mechanism and 
affect the identity of reactive species and the relevant standard 
state free energies (GA

0, GA*
0, G0,‡) when the solvent forms a 

reactant. Simultaneously, the solvent may affect Gε of transition 

Figure 14. MPVO transfer hydrogenation reaction between cyclohexanone and 2-

butanol over Sn-BEA zeolite. Reproduced with permission from Ref. 65. Copyright 

2020 American Chemical Society.
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states or other reactive species due to intermolecular 
interactions, including hydrogen bonding and dispersive forces. 
In addition, solvents may act as co-catalysts by facilitating proton-
electron transfer reactions (Section 4.2). By acting as a catalyst, 
the solvent can introduce a new and more facile reaction pathway 
than competing reactions in the absence of the solvent. The 
solvent can also lower Gε of key transition states and 
intermediates for this alternate pathway (Note: a decrease in Gε 
represents a change where Gε becomes more negative; i.e., the 
species is stabilized). 

4.1 Solvents act as reactants
Solvent molecules can react with reactive solute species or 

couple to form larger molecules. For example, alcohols act as both 
solvents and hydrogen donors for catalytic transfer 
hydrogenation reactions65, 140 and serve as the sole reactant for 
Guerbet alcohol coupling reactions.141-142 Traditional solvents 
such as ethanol or acetone can also couple with aldehydes in aldol 
condensation reactions.143-144 Non-conventional solvents such as 
supercritical fluids (i.e., compounds heated beyond their critical 
point with properties of both liquids and gases) may also function 
as both a reactant and reaction medium.145 For example, carbon 
dioxide hydrogenation146 and alkene hydroformylation147 with H2 
proceed efficiently in supercritical carbon dioxide (scCO2) due to 
the high solubility of H2 within scCO2. Other reactions involving 
carbon dioxide, including carbonation148 and 
copolymerization,149 sometimes use scCO2 as a reactant to 
circumvent organic solvent usage and waste.  A decrease in the 
pressure after the reaction reverts scCO2 to gaseous CO2 and 
allows for easy separation of the products from the solvent. Most 
of these reactions form products that possess functional groups 
that resemble the solvent molecule (e.g., ketones, carboxyl 
groups), but the solvent acts only as a hydrogen donor for 
catalytic transfer hydrogenations. The hydrogen-donating ability 
of the solvent is, therefore, an important consideration for 
transfer hydrogenations.

Catalytic transfer hydrogenations proceed primarily through 
two mechanisms: a direct hydrogen transfer mechanism known 
as Meerwein-Ponndorf-Verley reduction and Oppenauer 
oxidation (MPVO), or an indirect metal hydride route where 
hydrogen atoms dissociate onto a catalyst surface and serve as the 
hydrogen source.140 Transfer hydrogenations with alcohols often 
involve the MPVO mechanism, which Fig. 14 depicts for the 
reaction between cyclohexanone and 2-butanol.65 Within this 
mechanism, secondary alcohol solvents lead to greater rates than 
primary alcohols for the hydrogenation of furfural,150-151 5-
(hydroxymethyl)-furfural,151-152 levulinic acid,153 and levulinate 
esters, among other substrates.154-156 Some researchers attribute 
the rate differences to the greater electron-donating ability of the 
terminal methyl group in secondary alcohols, which leads to 
greater stabilization of the transition state for methyl levulinate 
reduction over Hf-, Zr-, Sn-, and Ti-BEA zeolites154 and furfural 
hydrogenation over Ru/RuO2/C.150 Others argue that secondary 
alcohols donate hydrogens more efficiently than primary alcohols 
because a more stable carbocation transition state forms during 
hydride transfer.140 Secondary alcohol solvents likely lead to a 

lower free energy for the charged hydride transfer transition 
state (G0,‡) compared to the reactants (GA

0) and a lower ΔG‡
app 

over comparable intermediates formed from primary alcohols. 
The dehydrogenation of secondary alcohols also shows greater 
equilibrium constants than primary alcohols because secondary 
C-H bonds have lower dissociation energies, which may also affect 
rates.

In addition to the isomeric structure of the alcohol reactant, 
the alcohol chain length affects transfer hydrogenation rates. For 
example, rates decrease with increasing polarity of the alcohol 
solvent (achieved by decreasing alkyl chain length) for methyl 
levulinate reduction over Hf-, Zr-, Sn-, and Ti-BEA zeolites154 and 
furfural hydrogenation over Ru/RuO2/C.150 Panagiotopoulou et 
al. attributed this effect to stabilizing interactions between more 
polar solvents and the polar furfural reactant in the liquid 
phase,150 while Luo et al. postulated that polar solvents interact 
more strongly with methyl levulinate derived surface 
intermediates compared to the transition states.154 Luo et al. 
assign the hydride shift between adsorbed solvent and methyl 
levulinate as the kinetically relevant step; however, reduction 
rates show a first-order dependence on methyl levulinate 
concentration,154 suggesting that the kinetically relevant step 
involves adsorption of methyl levulinate to the catalyst surface. 
Interactions between solvent molecules and the reactant in the 
liquid phase likely explain the trends in both studies discussed 
here; polar solvents stabilize the polar furfural150 and methyl 
levulinate154 reactants more effectively than less polar solvents, 
and the decrease in GA

ε increases ΔG‡
app (Eq. 8) in turn. 

These articles demonstrate that liquid and supercritical 
solvents act as reactants and reaction media for several classes of 
reactions. In these reactions, the solvent affects GA

0, GA*
0, and G0,‡ 

by introducing new reaction pathways and distinct reactive 
intermediates.  For transfer hydrogenation reactions, the solvent 
can affect the stability of reactants and transition states via excess 
contributions and can directly donate hydrogen atoms to the 
reactant. In these scenarios, the solvents may simultaneously 
influence the standard state and excess free energies of key 
reactive species within the bulk fluid phase and upon the solid 
catalyst.
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4.2 Solvents facilitate proton and electron transfer
Protic solvent molecules facilitate heterolytic oxidation and 

reduction reactions at the solid-liquid interface of metal 
nanoparticles. Past studies showed that these proton-electron 
transfer (PET) reactions occur readily in homogeneous 
systems157-159 and on metal catalysts present on electrodes held 
at an applied potential.160 Similar PET reactions also influence 
thermocatalytic processes, which was reflected in observations 
made by Haruta and co-workers for CO oxidation more than three 
decades ago but not fully understood at the time.161-164 Their work 
demonstrated that water increases CO oxidation rates,163-165 
which Desai and Neurock166-167 later attributed to water enabling 
PET for the reaction. Seminal contributions from Chandler and 
Grabow168-170 and Iglesia171 further elucidated the effects of water 
on CO oxidation. Recent reports also showed related phenomena 
in chemistries such as alcohol oxidation,172-173 carbonyl 
reduction, hydrodeoxygenation,45, 174-176 hydrogen oxidation, and 
oxygen reduction reactions.177-183 In general, these reactions 
involve coupled or concerted PET steps, in which the solvent 
shuttles protons from the reductant to activate the oxidant (e.g., 
O2, H2O2), while metal nanoparticles and a semiconducting 
support facilitate electron transfer between the redox pair. 

Redox reactions involving  O2, H2, H2O, and organic oxygenates 
(e.g., CO) occur readily on metal surfaces and at metal-support 
interfaces (MSI). A protic solvent molecule solvates reductants 
bound to the catalyst surface (e.g., H*), which react to form a 
proton-electron pair.184 Many of these reactions involve direct 
oxidation of H2 or adsorbed H* atoms through steps that resemble 
the Heyrovsky (H2 + * + H2O   H* + H3O+ + e-) and Volmer (H* + 
H2O  * + H3O+ + e-) reactions reported in the electrochemical 
hydrogen oxidation reaction (HOR) literature.185-187 For example, 
work from our group on the direct synthesis of H2O2 from H2 and 
O2 shows that Pd-, Pt-, and Au-based materials couple HOR with 
the oxygen reduction reaction (ORR).177-179 We found that protic 
solvents are required to achieve detectable rates of H2O2 
formation.177 Similarly, rates and selectivities towards H2O2 
formation increased by an order of magnitude upon increasing 
the activity of protons by orders of magnitude (e.g., decreasing the 
pH from 10 to 2), which increase GA

ε relative to Gε,‡ and thus lower 
ΔG‡

app to reduce oxygenates.177 These studies parallel findings by 
the Chandler and Grabow groups, which show that the MSI of Au 
nanoparticles and metal-oxide supports (e.g., TiO2, Al2O3) 
heterolytically activate hydrogen molecules, leading to electron 

transfer to oxygen-derived intermediates (e.g., O2*, OOH*, H2O2*, 
OH*).188-190 Those authors suggested that hydrogen molecules 
dissociate through Heyrovsky-like reactions co-catalyzed by 

hydroxyl groups on the support. DFT calculations and kinetic 
isotope experiments suggest that heterolytic reactions between 
hydrogen and oxygen present much lower barriers than 
competing homolytic surface reactions in the absence of protic 
solvents.

Analogous PET reactions occur between hydrogen and 
organic species during the hydrogenation of C-O and C-N bonds. 
For example, Chin and co-workers reported the promotional role 
of proton-hydride pairs during gas-phase184 and liquid phase191-

193 hydrogenation reactions of arene and carbonyl species on Ru-
based catalysts. They showed that carbonyl reduction rates 
increased exponentially with the proton affinity of the carbonyl 
and the dielectric constant (i.e., a measure of polarity) of the 
solvent.192 The authors found that the rate trends and H2-D2 
kinetic isotope effects agree more closely with a PET mechanism 
(shown in Fig. 15) than an alkoxy-based mechanism involving 
homolytic reactions of H*.192 Polar solvents lower Gε,‡ for the 
charged carbonyl reduction states more significantly than less 
polar solvents, leading to the rate increases. Similar work by Zhao 
et al. indicates that furfural hydrogenation over Pd proceeds by 
solvent-mediated reactions between H* and adsorbed 
intermediates.194 Reaction rates are orders of magnitude greater 
in water than cyclohexane, and the dependence of rates on H2 
pressure differs between these solvents.194 DFT calculations 
showed that ΔG‡

app decreases by 50-62 kJ mol-1 in the presence of 
water relative to the vapor phase, which the authors attribute to 
water facilitating a lower barrier PET pathway to reduce 
furfural.194 Water molecules stabilize the positively charged 
transition state, lowering Gε,‡ and ΔG‡

app (Eq. 8). For CO 
hydrogenation over Ru nanoparticles, Hibbitts et al. found that 
water plays a similar promotional role.195 Proximal water 
molecules lower DFT calculated ΔH‡

app values for the reduction of 
CO* by allowing for proton transfer in the formation of COH* and 
*HCOH* intermediates. They postulated that water should lead to 
greater coverages of *HCOH* without affecting chain termination 
rates. Consequently, water indirectly leads to greater rates of C-C 
formation during Fischer-Tropsch synthesis by lowering Gε,‡ for 
COH* and *HCOH* formation, which increases the selectivity to 
longer chain hydrocarbon products in comparison to methane.195 
Overall, these studies show that C-O and C-N hydrogenation 
reactions readily occur via solution-mediated reactions with H*. 

Figure 15. Elementary steps for R1C(O)R2 hydrogenation via proton-electron transfer (PET) at the H2O-Ru interface. Reproduced with permission from Ref. 192. Copyright 

2019 American Chemical Society.
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Similar heterolytic processes occur during 
hydrodeoxygenation (HDO) reactions that cleave C-O bonds in 
organic oxygenates. Recent experimental and computational 
studies show that water co-catalyzes HDO reactions over metal 
surfaces (e.g., Pt, Ni, Ru, and Fe).45, 174 For instance, the HDO of 
phenol175 and m-cresol176 over Ru/TiO2 involves heterolytic 
activation of H2 at the MSI between Ru atoms and hydroxyl groups 
on TiO2. These reactions involve the formation of proton-hydride 
pairs consisting of a ruthenium hydride (Ru-Hδ-) and a surface-
bound water species with an acidic proton (H-O-Hδ+).175-176  The 
hydride and surface water species facilitate kinetically relevant C-
O bond scission by transferring protons across the Ru/TiO2 
interface, which lowers Gε,‡ and ΔG‡

app (Eq. 8). Work from the Chin 
group demonstrated that similar PET reactions occur during the 
HDO of guaiacol over Ru surfaces.193, 196 Beyond serving as a 
source of protons, water molecules improve selectivity to the 
desired HDO pathway over the undesired hydrogenation pathway 
because hydrogen bonding interactions lower Gε,‡ for the charged 
HDO transition state more significantly than the neutral 
transition state for hydrogenation.193 Moreover, the authors 
indicated that the kinetically relevant C-O bond cleavage occurs 
through a water-assisted intramolecular PET from the hydroxyl 
group of guaiacol to the methoxy moiety, while bonding with Ru 
atoms stabilizes electrons within the aromatic ring.193, 196 These 
investigations suggest that heterolytic solvent-assisted PET 
processes occur with lower ΔG‡

app than competing homolytic 
mechanisms and show that excess contributions associated with 
hydrogen bonding and the permittivity of the solvent influence 
rates.

Water molecules influence CO transformations through PET 
processes over metal nanoparticles. For example, CO oxidation 
and hydrogenation rates increase at low partial pressures of H2O 
over Au or Ru nanoparticles supported on metal oxides.163-164, 168, 

171, 195 Daté et al. also observed that moisture increases CO 
oxidation rates, and they postulated that water facilitates both O2 
activation163-164 and carbonate decomposition,164 an idea that 
later studies would corroborate. Several studies showed that an 
adsorbed water molecule donates a proton to O2, activating it to 
form OOH*.168-171, 197 Saavedra et al. further demonstrated that 
CO* and OOH* react to form COOH* species that transfer protons 
to H2O during the formation of CO2.168 While water can promote 
CO conversion reactions at low coverages, further increases in 
water concentration (>100 ppm,163 >0.5 kPa171) leads to lower 
rates, which may result from strong binding and inhibition of 
active sites by water (as discussed in Section 5.1). Alternatively, 
water also inhibits catalytic activity for H2 oxidation over 
Au/TiO2,188-189 which Chandler and co-workers initially 
attributed to water occupying active sites188 but later credited to 

a monolayer of water on the TiO2 surface destabilizing the 
transition state for heterolytic H2 dissociation and proton transfer 
to hydroxyl groups on TiO2 (i.e., increased Gε,‡).189 Water slows the 
proton transfer to the hydroxyl group and leads to an 
accumulation of charge on the Au surface, which increases Gε,‡. 
The latter explanation may also apply to CO oxidation, where a 
water monolayer may form at higher water pressures and inhibit 
proton transfer.

Davis and Neurock found that water facilitates alcohol 
oxidation and the deprotonation of hydroxylated species over 
supported Au and Pd catalysts.172-173, 198-200  In such systems, 
glycerol and ethanol oxidation rates increase with the pH of liquid 
water (i.e., concentrations of OH-), which implies that crucial 
elementary steps involve hydroxide ions.172-173 Isotopic labeling 
experiments (18O2 and H2

18O) show that the products possess 
oxygen atoms originating from hydroxide ions or surface 
hydroxyl groups derived from water and not from molecular 
oxygen.172 DFT calculations suggest that these solvent-derived 
hydroxides and hydroxyl groups offer lower Gε,‡ for O-H and C-H 
bond activation, which reduces ΔG‡

app in comparison to pathways 
that proceed by dissociative adsorption of the alcohol on these 
metal surfaces.172-173 Thus, solvents can mediate proton and 
electron transfer between organic reductants and other oxygen-
containing species, lowering ΔG‡

app for kinetically relevant bond 
activation steps.

Recent work from our group shows that PET processes 
facilitate multiple elementary steps during the reaction of H2 and 
O2 in the presence of methanol on Pd surfaces (Fig. 16).180 
Specifically, methanol (introduced as the reaction solvent) 
activates upon Pd surfaces to generate numerous surface species 
that include hydroxymethyl intermediates (CH2OH*), which 
mediate PET steps to O2* and OOH* species that form H2O2 and 
CH2O simultaneously.180 The resulting formaldehyde (CH2O*) 
subsequently reacts with hydrogen to regenerate CH2OH*, 
analogous to the reactions shown in Fig. 15. Notably, the 
hydroxymethyl/formaldehyde pair readily transfers both 
protons and electrons, whereas solution-phase methanol and 
water molecules transfer only protons effectively. Consequently, 
DFT calculations reveal that PET pathways that involve CH2OH* 
species give significantly lower ΔH‡

app (3-18 kJ mol-1) than 
solution-mediated pathways (30-33 kJ mol-1). These findings 
demonstrate that certain oxygenates form surface redox 
mediators (e.g., CH2O*/CH2OH*) that provide alternative paths to 
co-catalyze PET reactions between distinct redox pairs. Within 
this system, H2O2 formation rates depend strongly on the 
fractions of methanol and water within the liquid phase and rates 
reach maximum values in 70 volume % methanol,180 which 
indicates that ΔG‡

app for this reaction reaches the minimum value 

Figure 16. (A) Hydroxymethyl (CH2OH*) forms either by oxidative initiation of methanol or the reductive initiation of formaldehyde, after which, CH2OH* acts as a redox 
mediator for reactions of O2 and H2 to form H2O2 and water. O atoms are shown in red, H atoms in white, carbon atoms in grey, and Pd atoms in dark blue. (B) Steady-state 
H2O2 selectivities increased when formaldehyde (0.5 M CH2O) is added to DI H2O (200 kPa H2, 60 kPa O2, 278 K). Adapted from Ref. 180. Reprinted with permission from AAAS.
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at this solvent composition. The solvent composition likely affects 
the solvation of the transition states and intermediates for H2O2 
formation, leading to changes in Gε,‡ and GA*

ε. The observations in 
this paragraph show that surface species derived from protic 
solvent molecules facilitate proton-electron transfer and alter 
ΔG‡

app for H2O2 synthesis in similar ways to the oxidation and 
hydrodeoxygenation processes discussed above.

While Section 3 focuses primarily on the stabilization of 
reactive species by confined solvent networks or bulk solvent 
domains, the investigations described here give evidence for 
catalytic processes that involve direct reactions between 
reactants and solvent molecules or solvent-derived 
intermediates. When solvents participate as reactants or co-
catalysts, distinct reaction pathways may appear and provide 
reactive species and transition states with lower standard state 
free energies (Section 4.1). For example, protic solvent molecules 
facilitate proton-electron transfer steps that offer lower ΔG‡

app 
than the pathways that prevail in the absence of a solvent (Section 
4.2). The solvent can also lower Gε,‡ with respect to GA

ε and GA*
ε for 

these reactions through hydrogen bonding or electrostatic 
screening interactions that influence charged transition states. In 
summary, a significant body of research shows that protic 
solvents can participate directly in thermocatalytic reactions at 
solid-liquid interfaces by acting as hydrogen donors or facilitating 
proton-electron processes.  

5. Competition for Active Sites Influences Catalysis
A solvent may inhibit a chemical reaction by competing with 

reactants for active sites. Researchers recognized this 
phenomenon decades ago,201-206 but it remains an important 
consideration for the design of catalytic processes. The solvent 
terms introduced to the rate expression in Eq. 13 and 14 quantify 
the effect of solvent competition on reaction rates. Solvent 
molecules may directly coordinate to the catalyst active site 
(Section 5.1) or form hydrogen bonded or otherwise ordered 
networks that occlude active sites in zeolite pores (Section 5.2). 
Both situations inhibit reaction rates by reducing the coverage of 
reactive species.  Solvent molecules may also increase Gε,‡ by 
requiring additional energy to desorb from active sites (Note: an 
increase in Gε represents a change where Gε becomes more positive; 
i.e., the species is destabilized).

5.1 Direct coordination to the active site
Solvents with a high affinity for catalytic surfaces compete 

with reactants to occupy sites for catalysis. For example, Fig. 17 
shows recent work from our group in which thiophene oxidation 
turnover rates over transition-metal substituted zeolite BEA 
decrease as the Lewis basicity (i.e., nucleophilicity) of the solvent 
increases.207 We attributed these trends to coverages of solvent 
molecules upon Lewis acid active sites that increase with the 
Lewis base strength of the solvent, which leads to lower coverages 
of intermediates that participate directly in the catalytic cycle.207 
Similarly, rates for the cyclization of citronellal over the Lewis 
acid catalyst Sn-SBA-15 decrease by an order of magnitude upon 
changing the solvent from toluene to acetonitrile, which competes 
with citronellal for the Sn active sites.208 A solvent with a higher 
affinity for the active metal heteroatom in zeolites will show a 
greater value of K4[S] in Eq. 13 and decrease turnover rates.

During reactions on metal surfaces, solvent molecules may 
reduce the number of available active sites by binding to the 
surface or affecting the adsorption strength of reactive species. 
Recent studies by Singh and co-workers demonstrated that the 
adsorption enthalpies of organics containing hydrogen bonding 
functions onto Pt209-210 and Rh209 surfaces are much lower in 
water than for adsorption from the gas phase to pristine surfaces. 
Similarly, Yang et al. found that H2 showed a lower adsorption 
enthalpy to Pt surfaces in water than in the gas phase.121 For both 
cases, the authors attributed the differences to the need to 
displace water from the surfaces prior to adsorption and the 
associated enthalpic cost.121, 209-210 For the HDO of levulinic acid 
(LA) over Ru catalysts, Mamun et al. found that 1,4-dioxane 
adsorbs to the surface more strongly than polar solvents (e.g., 
methanol, water), which reduces the coverage of LA-derived 

intermediates and decreases rates.102 The rate changes may result 
Figure 17. Turnover rates for thiophene oxidation over Ti-BEA zeolite decrease 
with increasing solvent nucleophilicity, as measured on the Mayr Nucleophilicity 
scale. Reprinted rom Ref. 207, with permission from Elsevier.

Figure 18. Rates of dimethyl ether formation over H-CHA zeolite increase with 
methanol pressure at low pressures, then decrease at higher pressures. The solid 
line represents an associative dehydration rate law with a methanol trimer MASI, 
the dotted line represents a dissociative rate law with kinetically-relevant methoxy 
formation and methanol monomers and protonated dimers as the MASI, and the 
dashed line represents a dissociative rate law with kinetically-relevant DME 
formation, reversible and quasi-equilibrated methoxy formation, and methanol 
monomers and protonated dimers as the MASI.  Reprinted from Ref. 219, with 
permission from Elsevier.
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from 1,4-dioxane having a higher affinity for the Ru surface than 
the polar solvents, but displacing the solvation shell of bulky 1,4-
dioxane molecules near the surface may also require a greater 
energetic penalty than smaller methanol and water molecules. An 
experimental study on phenol HDO over Pd/C211 observed that 
rates vary by solvent choice in the order water > methanol > 
hexadecane and attributed these results to similar effects as those 
described by Mamun et al. in reactions of LA. Hexadecane and 
methanol strongly adsorb to the Pd catalyst surface, leading to 
lower coverages of reactive species. Referencing the mechanism 
in Scheme 3, the equilibrium constant for solvent adsorption (K4) 
is greater for hexadecane and methanol than water, leading to a 
decrease in rates. A similar inhibitory effect can occur in the 
presence of water vapor during gas-phase reactions. As discussed 
in Section 4, water acts as a co-catalyst for CO oxidation over 
Au/TiO2 at low water pressures, but rates decrease at high water 
pressures.163, 171  Daté et al.163 and Ojeda et al.171 attributed the 
rate decreases to water displacing CO and O2 reactants from 
active sites at these higher water pressures. Solvent molecules at 
metal surfaces or nanoparticles can thus increase ΔG‡

app by 
limiting the access of reactants to active sites. 

These reports emphasize the need to consider the direct 
coordination of solvents (reversible or otherwise) to catalytic 
sites and the consequences on the number of reactive species for 
the intended catalytic cycle. An aprotic or protic solvent that 
binds strongly to a zeolite or metal surface active site can inhibit 
the reaction by blocking active sites. Solvent molecules can 
require additional energy to desorb from active sites, which adds 
to Gε,‡ and lead to an increase in ΔG‡

app.

5.2 Solvent-filled zeolite pores
Solvents may form structured networks within zeolite pores, 

especially in the cases of protic molecules, that must be displaced 
or reorganized for reactants to access active sites. Section 3 
discussed the excess energy effects of these solvent networks, but 
here we emphasize how these networks can inhibit access to and 
competitively bind to active sites. H-MFI zeolites with greater 
concentrations of Brønsted acid (H+(H2O)n) sites (i.e., more 
hydrophilic) show lower uptakes of cyclohexanol into the pores74 
and lower rates of cyclohexanol dehydration above 0.4 mmol 
(H+(H2O)n) per gram of MFI.75 Pfriem et al. found that the volume 
between H+(H2O)n clusters reduces to values less than the van der 
Waals volume of cyclohexanol at high concentrations of 
H+(H2O)n.75 These proton-solvent clusters limit the access of 
cyclohexanol to zeolite pores and decrease cyclohexanol 
dehydration rates. Separately, the water networks within Ti-BEA-
OH pores inhibit aqueous-phase glucose isomerization compared 
to Ti-BEA-F.52, 59 However, not all protic solvents reduce glucose 
isomerization rates. Methanol63 and ethanol212 give greater rates 
than water for glucose isomerization in Sn-BEA, which the 
authors attributed to glucose displacing methanol or ethanol 
molecules more easily than water.63, 212 The enthalpies of fusion 
(ΔHfus) of solvents quantify the strength of hydrogen bonds among 
molecules, and values for water, methanol, and ethanol are 6.0, 
3.2, and 4.9 kJ mol-1, respectively.213 These values relate to ΔG‡

app 
and, by extension, the respective differences between glucose 

isomerization rates in solvent-filled pores of Sn-BEA zeolites. 
Solvents that show a larger ΔHfus presumably require greater 
energy to be disrupted or displaced, which leads to an increase in 
ΔG‡

app and lower rates.
The presence of a protic solvent can also limit rates in gas-

phase reactions. When water vapor is co-fed with reactants, 
increasing the water pressure decreases reaction rates for zeolite 
catalyzed cyclohexene epoxidation,214 ethanol dehydration,215-216 
1-propanol dehydration,217 and methyl lactate dehydration.218 
Some authors assign this effect to competitive adsorption of 
water to active sites (Scheme 3),214-215, 218 while others reason that 
water stabilizes reactive intermediates more significantly than 
kinetically relevant transition states (increasing ΔG‡

app).217 
Similarly, protic reactants can inhibit a zeolite catalyzed reaction 
as reactant pressures increase. For 1-propanol dehydration over 
H-MFI, the rate of monomolecular dehydration decreases with 
increasing 1-propanol pressure, while the rate of bimolecular 
dehydration increases due to preferential formation of 1-
propanol dimers at higher pressures.217 A separate study on 
bimolecular methanol dehydration over H-CHA found that rates 
of dimethyl ether (DME) formation initially increase with 
methanol pressure but decrease with a superlinear dependence 
on methanol pressure at the highest values (Fig. 18).219 
Dehydration proceeds through a dissociative mechanism 
(represented by the dashed line in Fig. 18) at low methanol 
pressures (<4 kPa). This process involves adsorbed and 
protonated methanol (CH3OH2

+*) undergoing kinetically relevant 
dehydration to eliminate H2O and form a methyl intermediate 
(CH3*) that reacts with a gas-phase methanol molecule to form 
DME. At higher methanol pressures (>4 kPa), dehydration 
preferentially occurs by an associative mechanism (represented 
by the solid line in Fig. 18) in which DME forms in the kinetically 
relevant step from a methanol trimer that contains one spectator 
methanol. At methanol pressures above 10 kPa, the authors argue 
that methanol tetramers and pentamers gather at the active site 
and 2-3 spectator methanol molecules must be displaced by the 
bimolecular transition state that yields the ether.219 The presence 
of these additional spectator methanol molecules inhibits the 
associative pathway with increasing methanol pressures. The 
extended methanol complexes that form at higher pressures 
likely approached the condensed phase structures in zeolite 
pores in a liquid phase reaction. The complexes likely increase 
ΔG‡

app by introducing an energetic penalty for adsorbing 
reactants.

Collectively, the studies discussed in this section demonstrate 
that solvents can inhibit catalytic reactions by indirect or direct 
interaction with the active site.  An aprotic or protic solvent with 
a high affinity for active sites within a zeolite or on a metal surface 
may directly coordinate to that site and prevent reactants from 
binding. A protic solvent may also form an extended hydrogen 
bonded network in a zeolite pore that may inhibit adsorption 
without directly interacting with the active site. These inhibitory 
effects can increase ΔG‡

app, meaning that solvent competition can 
significantly affect catalysis and warrants consideration for liquid 
phase systems.
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6. Conclusions and Future Outlook
Solvent interactions with reactants and active sites can 

drastically affect the rate and selectivity of chemical reactions, 
which makes the choice of solvent a critical consideration when 
creating catalysts or designing processes.  The specificity of these 
interactions implies that a solvent that provides optimal catalytic 
properties for a certain pairing of reactants and a catalyst may be 
suboptimal following seemingly innocuous changes in the 
extended surface of the catalyst or the distal end of the reactant. 
To explain the origins of these effects, we presented rate 
expressions and equations that quantify the effect of solvents on 
reaction rates (Section 2). We then used those generalizable 
frameworks to connect studies in which solvent molecules affect 
Gε of reactive species by solvation (Section 3), act as a reactant or 
co-catalyst and directly participate in chemical reactions (Section 
4), and competitively bind to active sites and inhibit reactions 
(Section 5). These simple models show that an optimal solvent 
minimizes ΔG‡

app for desired reactions by altering the Gε of 
reactive species or introduces new mechanisms and reaction 
pathways. Developing effective combinations of reactant, solvent, 
and catalyst requires a molecular understanding of the 
interactions between these three components at solid-liquid 
interfaces.

Investigations conducted over the past 150 years repeatedly 
illustrate the ability of solvents to impact rates and selectivities of 
chemical reactions , but only recently have these studies begun to 
elucidate molecularly informed explanations for these kinetic 
changes. Theoretical treatments, such as transition state theory 
and microkinetic modeling, can identify the impact of solvents on 
the energetics of reaction steps and the stability of reactive 
species. Experimental techniques, including infrared and nuclear 
magnetic resonance spectroscopy, allow for direct observation of 
solvent structures and binding configurations with reactants or 
catalytic functions. Computational efforts, namely MD simulations 
and DFT, can provide molecular detail of solvent interactions with 
reactants and catalysts and support experimentally calculated 
changes in Gε. The insights gained from these techniques can be 
coupled with machine learning to develop quantitative structure-
activity relationships that may predict solvent effects and identify 
methods to more effectively combine reactants, solvents, and 
catalysts to selectively form desired molecules.

This contribution summarizes recent efforts to interpret 
solvent effects at the molecular level. Many industrial processes 
must occur at mild conditions in a solvent, which yields an 
extensive carbon footprint.220 Understanding how solvents 
influence reactions is critical to improving the efficiency of these 
processes and reducing waste. The findings discussed here 
represent ongoing work from many groups, including our own, to 
elucidate how unique solvent structures affect liquid- and gas-
phase catalytic reactions. The catalysis community must develop 
a more comprehensive understanding of solvent-mediated 
interactions to truly design solid-liquid interfaces that select 
reactive intermediates or transition states based on 
intermolecular forces beyond those present at the point of 
covalent attachment.
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