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Abstract

Liquid water and electric fields play significant roles in phenomena occurring at catalytic and 

electrocatalytic interfaces; however, how their interplay influences interfacial energetics remains 

uncertain. Electric fields control the orientations of water molecules, which we hypothesized 

would influence the solvation thermodynamics of surface species. To explore this hypothesis, we 

used multiscale simulations involving density functional theory and classical molecular dynamics. 

We computed the energies and entropies of solvation of surface species on Pt(111), specifically, 

adsorbed CH3OH, COH, and CO, which are intermediates in the pathway of methanol oxidation, 

in the presence of electric fields spanning –0.5 to +0.5 V/Å. We found that both the energy and 

entropy of solvation depend on the strength and direction of the field, with the entropy of solvation 

being significantly impacted. Both the energy and entropy dependence on the field can be ascribed 

to water molecule orientations. Specifically, more positive fields orient water molecules so that 

they can more effectively hydrogen bond with surface species, which strengthens the energies of 

solvation. However, at more negative fields, competition with the surface species causes interfacial 

water molecules to reorient, which leads to disorder in the water structure and hence increased 

entropy.
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1. Introduction

Environmental issues such as toxic gas emissions and global warming have made it urgent to 

replace fossil fuels with renewable and sustainable energy conversion technologies.1, 2 

Electrochemical energy conversion and storage systems are excellent potential alternatives to 

fossil fuels in the power and transportation sectors,3-6 with fuel cells and batteries being developed 

and applied on growing scales.7 In particular, fuel cells can be recharged in a few minutes and 

exhibit long term stability, giving them significant potential for energy conversion applications.8, 

9

When speaking of fuel cells, the use of hydrogen as the energy carrier often comes to mind. 

While hydrogen is promising due to its high energy to weight ratio,9 it exhibits key drawbacks that 

make it potentially more problematic than helpful. They are: 1) transporting and storing hydrogen 

is expensive and energy-intensive, and 2) the energy needed to produce hydrogen is likely to be 

derived from coal or fossil fuels (although sometimes electricity is used to produce hydrogen via 

water electrolysis).10 Methanol and ammonia are alternative sources of hydrogen that bypass these 

challenges;11-16 however, current electrocatalysts used to oxidize (and create hydrogen from) these 

compounds are often comprised of platinum,17-19 which can be prohibitively expensive and prone 

to poisoning.20-23 Hence, new materials that are less expensive and more stable under 

electrocatalytic operating conditions are needed. A grand challenge in catalyst design is to identify 

such materials; however, a prerequisite step is to understand how current materials function. 

Understanding the mechanism of electrocatalytic reactions is significantly challenging. One of 

the things that makes this problem so challenging is the liquid reaction environment: water 

molecules at the electrode interface alter the energies and entropies of surface species and impact 

the thermodynamics and kinetics of reaction steps.24-27 Thus, explicit description of liquid 
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molecules at the electrode interface is needed. However, this complicates experimental and 

computational probes of electrocatalytic chemistry. Specifically, the large density of molecules 

present in the liquid system (compared to a gas) increases the number of chemical and physical 

interactions that influence electrocatalytic behavior. Furthermore, it leads to configurational 

disorder that induces thermodynamic effects that are not present at gas-solid interfaces.28, 29 The 

interplay between the electric field and the liquid at the interface additionally induces phenomena 

that are not present at thermal-catalytic interfaces, even under liquid conditions. Hence, while 

aqueous electrocatalytic reactions have been studied for decades,30-33 there remains a large 

knowledge gap concerning how liquid molecules interact with electrode surfaces. This knowledge 

gap greatly inhibits understanding of important aqueous electrocatalytic reactions, which impedes 

the design of improved materials and inhibits the broader expansion of technologies that rely on 

electrochemical energy conversion and storage. 

As a step toward understanding the electrode interface, several researchers have modeled 

electrocatalytic phenomena in the presence of an electric field under vacuum34-38 as well as in 

presence of solvent.34, 39-49 One key finding is that the energies of surface species depend on the 

strength and direction of the applied electric field,35, 41-47, 50, 51 with energies of intermediates in the 

pathway for methanol oxidation varying by ~ 0.4 eV as the electric field is adjusted from –1.0 to 

+1.0 V/Å.35 The aqueous environment also influences the energies of surface species, and this 

phenomenon is more pronounced when the surface species form hydrogen bonds with liquid 

water.28, 52-54 However, understanding the interplay between an applied electric field and solvent 

effects and how this interplay influences the free energies of surface species remains unknown,55 

in part because of the need to simultaneously apply explicit liquid solvent and an electric field. 
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In this work, we use our previously developed method of multiscale sampling (MSS),54 which 

combines density functional theory (DFT) calculations and classical molecular dynamics (cMD) 

simulations to investigate the solvation thermodynamics for species in the pathway for methanol 

oxidation on Pt electrode surfaces under liquid H2O in the presence of electric fields. Specifically, 

we compute energies and entropies of solvation of CH3OH*, COH*, and CO* (* denote that these 

species are adsorbed to the Pt electrode surface) in the presence of explicit liquid water solvent 

and applied electric fields spanning from –0.5 V/Å to + 0.5 V/Å. We show how the electric field 

influences the structure of liquid H2O at the Pt electrode surface and how these structural effects 

influence the energies, entropies, and free energies of solvation of CH3OH*, COH*, and CO*. 

Specifically, the electric field influences the orientations of the H2O molecules near the interface,56 

which affects the energy and entropy of solvation but has a more significant influence on the 

entropy of solvation of these species. 

2. Method

2.1. Simulation Supercell

Pt electrodes are modeled using 4 Pt × 4 Pt periodic slabs, constructed by cleaving a (111) surface 

from the calculated structure of bulk Pt.57 The resulting supercells are orthorhombic with 

dimensions of a = 11.22 Å and b = 9.72 Å. Slab thicknesses of three layers are employed (i.e., slab 

models contain 48 total Pt atoms). We find this choice gives a maximum difference of 0.09 eV in 

the DFT results when compared with thicker slab models (see Supporting Information Section S4). 

Surface species are optimized on the topmost Pt layers. 

Two water column heights are employed (Figure 1), one shorter and computationally 

efficient for the DFT calculations (cell #1) and one taller and more realistic for the cMD 
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simulations (cell #2). The water column heights in cells #1 and #2 are chosen to balance 

computational efficiency with accurately capturing the first solvation shell of the surface species 

(most important for calculating solvation energies28; cell #1) or the full interfacial structure of H2O 

(most important for calculating solvation entropies53, 58; cell #2). Water column heights needed to 

accurately capture the first solvation shells and full interfacial structures of H2O are determined 

using molecular specific gravity analysis in cMD (see Supporting Information Section S3). In this 

analysis, the average molecular specific gravity (i.e., molecular density of H2O relative to the 

molecular density of bulk liquid H2O) is plotted as a function of distance from the Pt electrode 

surface (Figure S5) to identify regions of interfacial and bulk liquid H2O. In the interfacial region, 

the molecular specific gravity oscillates with respect to distance from the surface due to H2O 

molecule layering on the Pt electrode. In contrast, in the bulk region, the molecular specific gravity 

evens out at 1. 

 
Figure 1. Supercell models used in this work. a) Cell #1 optimized for DFT calculations. b) 
Cell #2 optimized for cMD calculations. The surface species pictured is CH3OH*. Pt = gold, 

C = cyan, O = red, H = white. 
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In the interfacial region, there is an initial peak which represents the first solvation shell of 

the surface species (see Figure S5). The water column heights in cell #1 are chosen such that this 

peak is reasonably well captured when compared to cell #2 while keeping the number of H2O 

molecules that need to be added small enough to be computationally tractable for DFT 

calculations. We find that heights of ~ 12.5 Å, with slight variation depending on the surface 

species and electric field (see Section 2.3), which correspond to incorporation of 40 H2O 

molecules, are sufficient for this purpose. To ensure that 40 H2O molecules are sufficient for the 

DFT calculations, we compared DFT results from these cells with results calculated using cells 

comprising 100 H2O molecules and found a maximum difference of 0.03 eV (see Supporting 

Information Section S5). To facilitate calculation in DFT, 14 Å of vacuum space is included above 

the water columns in cell #1 (Figure 1a) in the DFT calculations (no vacuum space is included in 

the cMD calculations). We compared this vacuum spacing with cells using 28 Å vacuum space 

and found a maximum difference of 0.05 eV (see Supporting Information Section S7). A 

representative snapshot of cell #1 used in DFT calculations is shown in Figure 1a.

Water column heights in cell #2 are chosen such that the H2O structure comprises 

interfacial H2O and at least 10 Å of bulk H2O (Figure S5), included to ensure the interfacial 

structure is not influenced by the periodic image of the Pt electrode in the periodic supercell. We 

find that heights of ~ 29.5 Å, which correspond to incorporation of 100 H2O molecules, are 

sufficient for this purpose. A representative snapshot of cell #2 is shown in Figure 1b.   

2.2. Free Energy Calculations

Surface species considered in this work are CH3OH*, COH*, and CO*. These surface species 

were chosen to compare with our prior work (performed under thermal-catalytic conditions).53 We 
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acknowledge that a variety of other intermediates (e.g., CHO*) are possible in catalytic methanol 

oxidation; however, analysis of the full pathway is reserved for future work. 

Interaction energies, entropies, and free energies of solvation for CH3OH*, COH*, and CO* 

are calculated using multiscale sampling (MSS), which uses a combination of DFT and cMD:53 

(1)∆𝐹MSS
sol = ∆𝐸DFT

int ―𝑇∆𝑆cMD
int

where  is the Helmholtz free energy of solvation,  is the water-surface species ∆𝐹MSS
sol ∆𝐸DFT

int

interaction energy calculated with DFT, and  is the water-surface species interaction entropy ∆𝑆cMD
int

calculated with cMD. A flowchart illustrating how these quantities are obtained is provided in 

Figure S1. The narrative of Figure S1 is as follows. First, DFT is used to obtain the geometry of a 

surface species on the Pt electrode surface under vacuum. The system is then solvated by 

introducing H2O molecules using the MCPliQ code.54 MCPliQ adds H2O molecules to the 

simulation box randomly within user-specified distance criteria. The H2O molecule positions are 

then initialized through a sequence of cMD steps (see Section 2.3). H2O molecule configurations 

are then produced in the canonical (NVT) ensemble in cMD (see Section 2.3.1). 

Configurations of H2O molecules used to calculate  are generated in cell #1.  ∆𝐸DFT
int ∆𝐸DFT

int

is then calculated following our prior work 28, 53:

 (2)∆𝐸DFT
int = 〈(𝐸liq

Pt + ads ― 𝐸vac
Pt + ads) ― (𝐸liq

Pt ― 𝐸vac
Pt )〉

where  is the DFT-calculated electronic energy of the Pt electrode surface plus surface 𝐸liq
Pt + ads

species under liquid water,  is the DFT calculated energy of the Pt electrode surface plus 𝐸vac
Pt + ads

surface species under vacuum,  is the DFT-calculated energy of the Pt electrode surface under 𝐸liq
Pt

the same liquid structure as for  but with the surface species removed,  is the DFT-𝐸liq
Pt + ads 𝐸vac

Pt
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calculated energy of the clean Pt electrode surface under vacuum, and the bracket notation 

indicates the ensemble average. 

 are calculated using cell #2:53𝑇∆𝑆cMD
int

(3)𝑇∆𝑆cMD
int = (∆𝐸cMD

Pt + ads ― ∆𝐸cMD
Pt ) ― (∆𝐹cMD

Pt + ads ― ∆𝐹cMD
Pt )

where  is the average energy of interaction between liquid H2O molecules and the Pt ∆𝐸cMD
Pt + ads

electrode and surface species, and  is the average energy of interaction between liquid H2O ∆𝐸cMD
Pt

molecules and the clean Pt electrode (see Section 2.3.1).  are Helmholtz free energies ∆𝐹cMD

calculated using the method of thermodynamic integration in cMD (see Section 2.3.5).59, 60 Values 

of E and F are calculated relative to the clean Pt electrode in order to isolate the contribution due 

to the surface species (see Supporting Information Section S10 for an elaborate discussion). 

2.3. Classical MD Simulations

cMD calculations are performed with the Large-scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS).61 All cMD simulations are carried out at 300 K. In all cMD simulations, 

H2O molecules are allowed to move, while the positions of Pt atoms and surface species atoms are 

held fixed.54 All simulations are carried out similar to our prior work.28, 53, 54 Briefly, H2O 

molecules are added to cells #1 and #2 using the MCPliQ code.54 H2O molecule positions are then 

refined in a 0.5 ns cMD simulation performed in the microcanonical (NVE) ensemble to check for 

energy conservation. Next, a cMD simulation is performed in the isothermal−isobaric (NPT) 

ensemble for a total of 5 ns to achieve the appropriate water density. In these simulations, the 

supercell height (c dimension) is allowed to vary while the lateral dimensions are held fixed. The 

average height yields the appropriate water density. Heights for each species at each electric field 

used in this work are provided in Supporting Information Section S3. Finally, simulations are 

performed in the NVT ensemble in order to generate configurations of H2O molecules. Like the 
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NPT simulations, the NVT simulations are first initialized with a 0.5 ns NVE simulation to check 

for energy conservation. 

2.3.1. Water Molecule Configurations 

NVT simulations are performed to produce H2O molecule configurations for calculating 

water-surface species interaction energies, water molecule mobilities, and water molecule 

orientations. A summary of simulation running times and sampling frequencies for each quantity 

is shown in Table 1. The details are as follows. Simulations used to generate configurations of 

H2O molecules for computing  are carried out for 5 ns, where the first 2 ns are used for ∆𝐸DFT
int

system equilibration and the remaining 3 ns are used for the production run (i.e., to generate H2O 

molecule configurations for computing the ensemble average). Configurations are sampled every 

300 ps (resulting in 10 total configurations), as in prior work.54 Vacuum space is added to the top 

of the water column (see Section 2.1), and then the ensemble average is calculated by evaluating 

Eq. (2). Simulations used for calculating  are carried out for 30 ns, where the first 2 ns are ∆𝐸cMD
int

used for system equilibration and the remaining 28 ns are used for the production run. 

Configurations are sampled every 1 ps, and the ensemble average is calculated by evaluating the 

energy of interaction between the H2O molecules and Pt electrode surface + surface species or the 

clean Pt electrode in cMD (see Section 2.3.4 for further details). Simulations used for computing 

H2O molecule orientations (see Section 2.3.2) are carried out for 30 ns, where the first 2 ns are 

used for system equilibration and the remaining 28 ns are used for the production run. 

Configurations are sampled every 10 ps, and the ensemble average is calculated by measuring the 

angles that the H2O molecule –OH bonds make with the Pt electrode surface normal (j; see 

Section 2.3.2). Simulations used for computing H2O molecule mobilities ( ; see Section 𝐶OHb(𝑡)

2.3.3) are carried out for 5 ns, where the first 2 ns are used for system equilibration and the 
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remaining 3 ns are used for the production run. The ensemble average is calculated by dividing 

the production run into 150 ps increments, sampling H2O molecule configurations every 100 fs 

within each increment and determining the rotational time correlation function (TCF; see Section 

2.3.3). Results presented herein are for one 150 ps increment; however, results from all 150 ps 

increments are similar. 

Table 1. NVT simulation run times and sampling frequencies used to generate H2O molecule 
configurations for calculating , , , and .∆𝐸𝐷𝐹𝑇

𝑖𝑛𝑡 ∆𝐸𝑐𝑀𝐷
𝑖𝑛𝑡 𝐶𝑂𝐻𝑏(𝑡)

H2O molecule 
configurations 
for calculating

Supercell 
model

Total 
simulation 

time

Equilibration 
run duration

Production 
run 

duration

Sampling 
frequency 
(every…)

∆𝐸DFT
int Cell #1 5 ns 2 ns 3 ns 300 ps

∆𝐸cMD
int Cell #2 30 ns 2 ns 28 ns 1 ps

 Cell #2 30 ns 2 ns 28 ns 10 ps

𝐶OHb(𝑡) Cell #2 5 ns 2 ns 3 ns 100 fs

2.3.2. Water Molecule Orientations 

The orientations of H2O molecules that are hydrogen bonded to surface species are calculated 

to provide insight into how the H2O structure is related to solvation thermodynamics. Hydrogen 

bonds are identified using geometric criteria of OH2O−Oads distances of 3.5 Å or less and 

Oads−OH2O−HH2O or OH2O−Oads−Hads angles of 30.0° or less.62, 63 H2O molecule orientations are 

tracked by measuring both angles that the H2O molecule –OH bonds make with the surface normal 

(1 and 2; see Error! Reference source not found. for an example). 
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Figure 2. A water molecule and the two angles that its –OH bonds make with the surface 
normal. Pt = gold, O = red, H = white.

2.3.3. Water Molecule Mobilities

The mobilities of the H2O molecules that are hydrogen bonded to the surface species are 

studied using the rotational TCF,29, 64 as in our prior work.53 The rotational TCF tracks the 

orientation of a vector as a function of time t with respect to the original orientation of the vector:  

(4)𝐶OHb(𝑡) =
〈𝑖𝑗(𝑡) ∙ 𝑖𝑗(0)〉
〈𝑖𝑗(0) ∙ 𝑖𝑗(0)〉

The vectors that we selected were the H2O molecule –OH bonds. Hence, in Equation (4), ij(t) and 

ij(0) are the two –OH bonds of the ith hydrogen-bonded H2O molecule at time t = t and t = 0, 

respectively (and j is equal to 1 or 2). In our calculations, t = 0 at the formation of a hydrogen bond 

between a H2O molecule and a surface species, and we stop computing  once the hydrogen 𝐶OHb(𝑡)

bond breaks. The rotational TCF is hence an indication of how fast a H2O molecule rotates away 

from its initial orientation after forming a hydrogen bond with a surface species. 

2.3.4. Force Fields and Parameters

Energies of interaction between H2O molecules and the Pt electrode and surface species in 

all cMD simulations are calculated using Lennard-Jones plus Coulomb potentials. Lennard-Jones 
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parameters for H2O molecules, Pt atoms, and surface species atoms are taken from the TIP3P,65-

67 UFF,68 and OPLS-AA69 force fields, respectively.53 Pairwise interaction parameters are 

calculated with geometric mixing rules, except for the intermolecular O-H interactions between 

water molecules, which are calculated with Lorentz-Berthelot mixing rules.70, 71 Coulomb charges 

for Pt atoms and surface species are taken as the partial charges calculated from DFT using the 

DDEC method,72 while Coulomb charges for H2O molecules are taken from the TIP3P force field. 

All force field parameters and partial charges are listed in Tables S1, S2, S7, S8, and S9 of the 

Supporting Information.

2.3.5. Thermodynamic Integration Calculations

Thermodynamic integration calculations are carried out to compute Helmholtz free energies 

of solvation. In this method, a solute (here, the Pt electrode + surface species or the clean Pt 

electrode) is grown in a solvent (H2O) over the course of a NVT simulation. The energy of 

interaction between the solute and solvent over the growth process is integrated to give . ∆𝐹cMD

Simulations are run for 45 ns for systems with surface species and 30 ns for the clean Pt electrode 

surface. In these simulations, the Lennard-Jones and Coulomb parameters are scaled for the surface 

species, while only the Coulomb charges are scaled for the Pt electrode surface, as in our prior 

work.53 

2.4. DFT Calculations

DFT calculations are performed with the Vienna Ab initio Simulation Package (VASP)73-76 

using PAW pseudopotentials,77, 78 the PBE exchange and correlation functional,79 and D2 

dispersion method,80 following our prior work.53 An energy correction for slab-to-slab dipole 

interactions along the c direction is also included.34, 36, 81 7 × 7 × 1 Monkhorst − Pack k-point 
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meshes82 are used to sample the first Brillouin zones. A sample VASP INCAR file is provided in 

Section S15 of the Supporting Information.

Geometries, partial charges, and energies of systems with surface species are obtained using 

partial geometry relaxations. In partial geometry relaxations carried out under vacuum, surface 

species atoms are allowed to relax, while Pt atoms are held fixed. In partial geometry relaxations 

carried out under liquid water, the H2O molecules that are hydrogen bonded to the surface species 

are allowed to relax, while Pt atoms and the surface species are held fixed. Partial geometry 

relaxations are considered to be converged when the forces on all of the nonfixed atoms fall below 

0.03 eV/Å. Geometries, partial charges, and energies of systems without surface species are 

calculated using single point calculations. This means that in Equation (2),  and  𝐸liq
Pt + ads 𝐸vac

Pt + ads

are calculated using partial geometry relaxations, while  and  are calculated as single points 𝐸liq
Pt 𝐸vac

Pt

(see Figure S1). The positions of the Pt atoms and H2O molecules used in the single point 

calculations are inherited from the parent calculations used to obtain , following our prior 𝐸liq
Pt + ads

work.28 Influence of the relaxation strategy on  is detailed in Supporting Information Section ∆𝐸DFT
int

S6.

2.5. Comparison of MSS With Other Multiscale Methods 

Note that the MSS method is sequential in that the surface species structure is generated in 

DFT, then H2O configurations are generated in cMD (and used to compute solvation entropies), 

and then a tractable number of H2O configurations is sampled and calculated in DFT (and used to 

compute solvation energies). The rationale for this is that MSS can tractably produce large 

trajectories of H2O configurations (needed to compute solvation entropies). However, surface 

species structures (and hence thermodynamic quantities) cannot be fully precise, since the surface 

species is held fixed, and hence prevented from responding to H2O dynamics, during cMD 
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simulations. A method that would incorporate surface species dynamics is quantum 

mechanics/molecular mechanics (QM/MM). For example, Heyden developed a state-of-the-art 

QM/MM method (called explicit solvation model for metal surfaces, or eSMS83) to study catalytic 

chemistry under liquid H2O.84, 85 In general, eSMS and MSS arrive at similar conclusions about 

the influences of liquid H2O on surface species free energies52, 84 as well as the ratio of solvation 

entropy to solvation enthalpy53, 85 for surface species, indicating that errors due to holding the 

surface species fixed during cMD simulations should not influence our overall conclusions.

2.6. Inclusion of Electric Fields

Solvation thermodynamics are calculated at electric fields of –0.5, –0.25, 0, +0.25 and +0.5 

V/Å, following a prior study.34, 47 There are multiple approaches for applying electric fields in 

electrochemical interface simulations. These methods can be divided into two main categories: 

explicit charge and applied electric field. Explicit charge can be added to the system by adding 

neutral atoms to the unit cell that subsequently ionize, leaving a charged ion some distance from 

an oppositely charged metal surface,45, 46, 86 or by modifying the total number of electrons in the 

system from its neutral value while compensating with a countercharge.87, 88 In contrast, in the 

applied electric field method, presence of charge separation and forces exerted on charged species 

is represented by application of an external electric field. These two methods for including electric 

fields have been previously shown to be in good agreement for calculating the free energies of 

surface species with DFT.47 In this work, we use the applied electric field method since it can be 

applied in both the DFT (quantum) and cMD (non-quantum) simulations (since cMD is not 

equipped to capture charge transfer). 

Electric fields are included in all NVT simulations and all DFT simulations. In the NVT 

simulations, a force equal to the partial charge of each atom times an external electric field (F = q 
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× E) is applied in the c direction using “fix efield” command in LAMMPS. In DFT, an external 

electric field is applied in the c direction using the “EFIELD” command in VASP. 

3. Results

Structures of CH3OH*, COH*, and CO* are shown in Figure 3 along with representative 

configurations of hydrogen bonded H2O molecules (determined using geometric criteria). H2O 

molecules that hydrogen bond with CH3OH* and COH* are usually hydrogen bond acceptors (see 

Figures 3 and S15) that orient “oxygen down” with respect to the Pt electrode surface, i.e., these 

H2O molecules point their oxygen atoms toward the Pt electrode surface and their hydrogen atoms 

into the liquid H2O structure. This orientation is expected, as it maximizes the number of hydrogen 

bonds that these H2O molecules can form (with the surface species and other liquid H2O 

molecules).89  

 for CH3OH*, COH*, and CO* are plotted as a function of electric field in Figure 4a. ∆𝐸DFT
int ∆

 for CO* span from +0.07 to –0.13 eV, representing relatively weak interaction with liquid 𝐸DFT
int

H2O molecules, in agreement with prior work from our group28, 54 and others.90 CH3OH* and 

COH* form stronger hydrogen bonds with liquid H2O molecules via their –OH groups and hence 

exhibit more negative values of , with values for CH3OH* spanning from –0.26 eV to –0.54 ∆𝐸DFT
int

eV and values for COH* spanning from –0.51 eV to –0.63 eV.  for the most part strengthen ∆𝐸DFT
int

(get more negative) as the field is adjusted from –0.5 to +0.5 V/Å. 
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Figure 3. Structures of CH3OH* (a), COH* (b), and CO* (c) used in this work. A representative 
hydrogen bonded water molecule (generated in cMD and identified using geometric criteria) is 

shown for each surface species. Pt = gold, C = cyan, O = red, H = white.
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Figure 4. Interaction energies calculated with  DFT (a), entropies calculated with cMD (b), and 
free energies calculated with MSS (c) as functions of electric field for CH3OH* (circles), COH* 

(triangles), and CO* (squares). In a) reported values are averages over 10 configurations of 
water; error bars are the 95% confidence intervals and are a result of the configurational 

variability of the liquid H2O structure. T used to compute values in b) and c) is equal to 300 K.  

 are plotted in Figure 4b. Values of  for CO* span from 0 to –0.33 eV, while 𝑇∆𝑆cMD
int 𝑇∆𝑆cMD

int

values for CH3OH* and COH* vary more strongly with electric field. Specifically,  for 𝑇∆𝑆MD
int

CH3OH* and COH* go from positive at negative electric fields to negative at positive electric 
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fields, with  for CH3OH* spanning from +0.07 eV at –0.5 V/Å to –0.84 eV at +0.5 V/Å, 𝑇∆𝑆cMD
int

and  for COH* spanning from +0.25 eV at –0.5 V/Å to –0.62 eV at +0.5 V/Å. 𝑇∆𝑆cMD
int

, obtained by subtracting  from , are plotted in Figure 4c.  for ∆𝐹MSS
sol 𝑇∆𝑆cMD

int ∆𝐸DFT
int ∆𝐹MSS

sol

CO* span between –0.08 eV and +0.23 eV, while values for CH3OH* and COH* are more 

dependent on electric field, with  for CH3OH* spanning from –0.38 eV to +0.30 eV, and ∆𝐹MSS
sol ∆

 for COH* spanning from –0.85 eV to +0.07 eV. That said,  for CH3OH* and COH* 𝐹MSS
sol ∆𝐹MSS

sol

are nearly constant below –0.25 V/Å due to nearly identical changes in  and  going ∆𝐸DFT
int 𝑇∆𝑆cMD

int

from –0.25 to –0.5 V/Å for these surface species.

4. Discussion

Of interest are the dramatic changes in  for CH3OH* and COH* as a function of electric 𝑇∆𝑆cMD
int

field. That  for CO* is not as significantly influenced by electric field as   for 𝑇∆𝑆cMD
int 𝑇∆𝑆cMD

int

CH3OH* and COH* suggests that hydrogen bonding with liquid H2O molecules contributes to this 

relationship. We have previously shown that  for surface species adsorbed to Pt under 𝑇∆𝑆cMD
int

thermal-catalytic  conditions is related to loss of mobility in the hydrogen bonded H2O molecules,53 

caused by the strength of the hydrogen bonds, which “lock” the H2O molecules into place and 

hence hinder their translational and rotational mobilities. This loss of mobility can lead to an 

increase in “order” within the H2O structure; increased order is associated with lower (more 

negative) entropies. To investigate if this relationship occurs under electric fields, we computed 

COHb(t) for CH3OH* and COH* as functions of electric field. The results are shown in Figure 5.    
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 Figure 5. Rotational TCFs calculated with cMD for CH3OH* (dotted lines) and COH* (solid 
lines) at electric fields of –0.5 (red lines), 0.0 (green lines), and +0.5 (blue lines) V/Å. COHb(t) 
beyond 2 ps shows significant oscillation due to uncertainty caused by the limited number of 

hydrogen bonds that sustain lifetimes greater than 2 ps; hence, data beyond 2 ps are not shown. 

Values of COHb(t) closer to 1 suggest lower rotational mobility of the hydrogen bonded 

H2O molecules. From Figure 5, H2O molecules at +0.5 V/Å (blue trends) have the lowest 

mobilities, followed by H2O molecules at –0.5 V/Å (red trends), followed by H2O molecules at no 

electric field (green trends; representing thermal-catalytic conditions). The higher mobilities of the 

H2O molecules under thermal-catalytic conditions is because the field influences the H2O structure 

(see Refs.41, 91-93 and Figure 6). As illustrated in Figure 6, at negative fields, H2O molecules near 

the Pt electrode surface orient “hydrogen down,” whereas at positive fields, H2O molecules orient 

“oxygen down”. The field hence creates order within the H2O structure that limits H2O molecule 

mobility,94 which could explain why COHb(t) at electric fields of –0.5 and +0.5 V/Å are closer to 1 

than COHb(t) under thermal-catalytic conditions. However, two observations contradict H2O 

molecule mobility as a dominant phenomenon controlling  over the range of electric fields 𝑇∆𝑆cMD
int

that we studied. These are that i)  in Figure 4b decrease continuously with increasing 𝑇∆𝑆cMD
int

electric field (i.e., ), whereas COHb(t) follow the 𝑇∆𝑆cMD
int | ―0.5 V/Å > 𝑇∆𝑆cMD

int |0 V/Å > 𝑇∆𝑆cMD
int | +0.5 V/Å

trend , and ii) COHb(t) for COH* in Figure 5 𝐶OHb(𝑡)| +0.5 V/Å > 𝐶OHb(𝑡)| ―0.5 V/Å > 𝐶OHb(𝑡)|0 V/Å

are in general larger (suggesting lower H2O molecule mobility) than COHb(t) for CH3OH*, whereas 
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 for COH* in Figure 4b are in general more positive (suggesting more disorder) than 𝑇∆𝑆cMD
int 𝑇∆

 for CH3OH*. 𝑆cMD
int

Figure 6. H2O molecule orientations calculated with cMD at electric fields of a) –0.5 and b) +0.5 
V/Å. Black rectangles drawn near the surface are to emphasize how H2O molecules near 

negatively charged electrodes (negative electric fields; part a) orient “hydrogen down” whereas 
H2O molecules near positively charged electrodes (positive electric fields; part b) orient “oxygen 

down”. Pt = gold, O = red, H = white.

With this in mind, along with the knowledge that electric field influences solvent structure, we 

postulated that the electric field influence on the water structure could additionally influence 𝑇∆

.41-44 To test this hypothesis, we quantified H2O molecule orientations by calculating the angles 𝑆MD
int

that the H2O molecule –OH bonds make with the Pt electrode surface (j) at electric fields of –0.5 

V/Å, 0 V/Å, and +0.5 V/Å. These angles are plotted in Figure 7 for the clean Pt electrode surface 

(Figure 7a), CH3OH* (Figure 7b), and COH* (Figure 7c). Specifically, Figure 7b and 7c plot j 
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for the H2O molecules that are hydrogen bonded to CH3OH* and COH*, respectively, whereas 

Figure 7a plots j for all H2O molecules. From Figure 7a, H2O molecules exhibit near symmetrical 

distributions of j over the clean Pt electrode at 0 V/Å, with j between 80o and 120o having the 

largest representation. The distributions are skewed toward lower values of j at –0.5 V/Å, with j 

between 60o and 80o having the largest representation, and toward larger values of j at +0.5 V/Å, 

with j between 100o and 120o having the largest representation. 
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Figure 7. Angles that H2O molecule –OH bonds make with the Pt electrode surface normal at 
electric fields of –0.5 (red bars with downward hashes), 0.0 (green bars with horizontal hashes), 
and +0.5 V/Å (blue bars with upward hashes) in bins of 20o, calculated with cMD. a) All H2O 

molecules over the clean Pt electrode. b) H2O molecules that are hydrogen bonded to CH3OH*. 
c) H2O molecules that are hydrogen bonded to COH*. Normalized fraction refers to 

normalization by the total number of H2O molecules in a), the number of H2O molecules that 
hydrogen bond to CH3OH* at +0.5 V/Å in b), and the number of H2O molecules that hydrogen 

bond to COH* at 0.0 V/Å in c). In b) and c), the fields were selected to perform the 
normalization because they had the maximum number of hydrogen bonds for that adsorbate; 

however, the maximum number of hydrogen bonds is similar at all fields studied. 

Page 23 of 31 Physical Chemistry Chemical Physics



24

In general, in the absence of external influences, j for H2O molecules that hydrogen bond to 

surface species will tend toward higher values, since this points the –OH groups toward the liquid 

H2O structure, hence maximizing opportunities for hydrogen bonding (with surface species and 

other H2O molecules).89 This can be seen in Figures 7b and 7c, where larger values of j are 

preferred at 0 V/Å. This tendency is amplified at +0.5 V/Å, where there are only a few instances 

of j < 80o (see Figures 7b and 7c). In fact, comparing Figure 7a with Figures 7b and 7c, j for 

H2O molecules that are hydrogen bonded to CH3OH* and COH* approximately follow the same 

trend as the liquid H2O structure at 0 V/Å and +0.5 V/Å. 

At –0.5 V/Å, there is less agreement between Figure 7a and Figures 7b and 7c. At this field, j 

for CH3OH* has large representations at 0o to 20o and 80o to 100o (looking more like an inverse 

bell curve). j for COH* are mainly from 60o to 100o but span from 0o and 180o, which is a greater 

range of angles than for the clean Pt electrode at this field. This observation suggests that CH3OH* 

and COH* have a larger influence on H2O molecule orientations at negative electric fields than at 

positive fields (and under thermal-catalytic conditions). A suggestion here is that the competing 

effects of the surface species and the electric field on H2O molecule orientations causes disorder, 

which leads to more positive values of . In this scenario,  under electric fields is 𝑇∆𝑆cMD
int 𝑇∆𝑆cMD

int

related to surface species inducing disorder in the H2O structure by competing with the electric 

field for how to orient H2O molecules. 

Along these lines, the H2O molecule orientations induced at 0 V/Å and +0.5 V/Å may also 

explain why  for CH3OH* strengthens with increasing field. As oxygen down H2O ∆𝐸DFT
int

orientations enable H2O molecules to maximize the number of hydrogen bonds that they form, it 

seems plausible that interactions between the surface species and the liquid H2O structure are 
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stronger at these fields. Indeed, analysis of the proportion of hydrogen bonded H2O molecules that 

act as hydrogen bond donors increases as the field is made more negative (see Figure S15). Also 

interesting is that changes in  with respect to the applied electric field are less significant for ∆𝐸DFT
int

COH* than for CH3OH*. As  for COH* are quite strong, COH* has a larger control on H2O ∆𝐸DFT
int

molecule orientations at negative fields (as seen in Figure 7c). While this phenomenon causes 𝑇∆

 to depend on the field similar to CH3OH*, it makes  less sensitive to the field than for 𝑆cMD
int ∆𝐸DFT

int

CH3OH*.

5. Conclusions

In this study, we used a multiscale approach that combines density functional theory with 

classical molecular dynamics to calculate the energies, entropies, and free energies of solvation 

for intermediates in the pathway for methanol oxidation on a Pt electrode surface under explicit 

H2O solvent and external electric fields. In agreement with prior studies,35, 41-47, 50, 51 we showed 

that surface species’ energies can be significantly influenced by the strength and direction of an 

electric field. We further found that solvation free energies depend on the strength and direction 

of the electric field, and that this is mostly due to the entropy of solvation. Specifically, the entropy 

of solvation for surface species that hydrogen bond with liquid H2O molecules goes from positive 

at an electric field of –0.5 V/Å to negative at a field of +0.5 V/Å. We hypothesized that this was 

due to disorder in the structure of liquid H2O at negative fields, which could be caused by a loss 

in H2O molecule mobility due to hydrogen bonding or other phenomena occurring in the liquid 

H2O structure. Specifically, analysis of the molecular orientations of the H2O molecules that 

hydrogen bond with surface species suggests that while all water molecules are experiencing the 

force exerted by applied electric field, H2O molecules at the interface can be re-oriented due to 
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hydrogen bonding with surface species. This competition between the surface species and the 

electric field and the resulting orientational disorder leads to increases in entropy. 

A limitation of the work presented herein is that it does not consider reaction on the Pt electrode 

surface. For example, H2O molecules are expected to dissociate on electrode surfaces, forming 

adlayers of H* and O*,41 which could influence surface species’ free energies. However, modeling 

– and hence understanding – surface phenomena requires accurate calculation of surface species’ 

free energies, to which solvation contributes significantly. The knowledge presented herein 

provides insight into the extent that electric fields influence solvation energies and entropies under 

actual liquid conditions as well as the phenomena that contribute to these quantities. The insights 

developed herein will be valuable to future studies aimed at determining adlayer coverages as well 

as reaction energetics on electrode surfaces. Our vision for future work is to use the methods and 

models developed herein along with the insight garnered to elucidate the relevant surface 

environments and mechanisms for methanol and ammonia electrocatalytic oxidation, with a long-

term goal of learning how to design electrocatalysts for these reactions. 
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