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1 Introduction 

Water radiolysis is a physicochemical, 

multi-scale process, fundamental to various 

technological and biological phenomena when 

subjected to high-energy radiation. Ionization of 

liquid water leads to the formation of highly 

reactive species, particularly hydrated electrons and 

cationic holes on water molecules (i.e. H2O+). 

While the hydrated electron has been 

experimentally detected2 and its dynamics have 

been studied extensively3-8, the dynamics of the 

cationic hole specie was measured only recently by 

Loh, et al. using ultrafast X-ray spectroscopy in 

2020.9 In particular, they observed ultrafast 

chemical dynamics between cationic holes and 

water molecules, yielding OH radicals and 

hydronium cations, H2O+ + H2O  OH· + H3O+, 

under 100 fs. This ultrafast dynamical process was 

further examined by first-principles Ehrenfest 

simulation which additionally showed not only the 

proton transfer, but also other related processes that 

can occur in such a short period of time.10 

Understanding these ultrafast processes represents 

a major advance in studies of water radiolysis. At 

the same time, we still lack understanding on how 

these ultrafast chemical dynamics depend on the 

radiation type. In the so-called physical stage of 

water radiolysis, the relevant dynamics is 

predominantly of electrons instead. In this temporal 

regime, the electron dynamics depend on the type 

of ionizing radiation (i.e. X-ray, 𝛾 -ray, charged 

particles) while it is usually assumed that excited 

electrons and holes have relaxed prior to the 

subsequent physicochemical stage. Although 

electronic excitation of water under 

electromagnetic irradiation like X/𝛾-ray has been 

widely studied, much less is known about the 

excitation under charged particle radiation. In 

particular, ion radiation, such as that of protons, has 

become quite important in recent years, especially 

from the viewpoint of developing detailed 

understanding of proton beam cancer therapy at the 

molecular level.11 When an energetic ion travels 

through and interacts with condensed matter like 

water, its kinetic energy is transferred into the 

matter’s electronic and nuclear subsystems. This 

energy loss by the irradiating ion can arise from 

both elastic collisions with nuclei (nuclear 

stopping) and inelastic scattering events (electronic 

stopping). When the particle’s kinetic energy is 

sufficiently large (on the order of ∼10 keV per 

nucleon), electronic stopping is the primary energy 

transfer mechanism, wherein the irradiating ion 

induces massive electronic excitations in the target 

matter.12, 13 In the context of water radiolysis, our 

recent first-principles theory works on electronic 

stopping have quantified the energy transfer rate 

(i.e. electronic stopping power) and the spatial 

characteristics of the induced electronic 

excitation.14-16 At the same time, understanding on 

how the electronic excitation dynamics in proton 
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irradiation leads to the formation of cationic holes, 

which undergo ultrafast chemical dynamics, is 

missing. In this work, first-principles time-

dependent simulation is used to study electron 

dynamics that immediately follow the primary 

excitation induced by proton irradiation. In 

particular, we focus on the non-linear electronic 

response to the electromagnetic field of the 

irradiating protons, following the initial excitation. 

The work here provides atomistic insights into the 

dynamics that bridge the physical and 

physicochemical stages of water radiolysis.  

 

2 Computational Details 

Following our earlier work on electronic 

stopping processes14, 15, 17-19, real-time time-

dependent density function theory (RT-TDDFT) is 

used to simulate non-perturbative excitation 

dynamics in liquid water under proton irradiation. 

We use our RT-TDDFT implementation based on 

the plane wave pseudopotential (PW-PP) 

formalism20-22  in the Qbox/Qb@ll code.23, 24 In the 

RT-TDDFT simulations, we express the single 

particle Kohn-Sham (KS) orbitals in the maximally 

localized Wannier function (MLWF)25 gauge, 

rather than in the more commonly used Bloch 

representation. We propagate the time-dependent 

(TD) MLWFs26 in the RT-TDDFT simulations. The 

structure of liquid water was generated by taking a 

snapshot of the equilibrated system following a 20 

picosecond classical molecular dynamics 

simulation at 300 K using the single point charge 

with polarization correction (SPC/E) model.27 A 

cubic simulation cell (16.229Å) containing 162 

water molecules (1296 electrons) with periodic 

boundary conditions was used. Convergence of the 

simulated electronic excitation with respect to the 

water structure was checked by computing optical 

absorption spectra, and the water structure was 

examined against those from first-principles 

molecular dynamics and with respect to that of a 

larger simulation cell size (see Supplemental 

Material Fig. S1 and S2).28 The generalized 

gradient approximation by Perdew-Burke-

Ernzerhof (PBE)33 was used for the exchange-

correlation (XC) functional. GGA functionals, such 

as PBE, are known to give artificial charge 

delocalization in some cases.34 However, previous 

work on liquid water has shown hybrid functionals 

such as PBE0 give nearly identical results to 

GGA:PBE when comparing projectile ion effective 

charge state and electronic stopping power.15 

Additional XC testing using recent meta-

GGA:SCAN35 is included in  Supplemental 

Material S8. A plane wave cut-off energy of 50 

Rydberg was used, along with Hamann-Schluter-

Chiang-Vanderbilt (HSCV)36, 37 norm-conserving 

pseudopotentials for all atoms. -point-only 

sampling of Brillouin zone integration was 

sufficient for liquid water structure of this 

simulation size.38 For all RT-TDDFT simulations, a 

0.05 a.u. time step was used with the enforced time-

reversal symmetry (ETRS) propagator.39 The 

positions of all atoms, other than the irradiating 

(also called projectile) proton, were fixed, and only 

the electronic system was evolved in response to the 

time-dependent potential of the proton for the 

electronic stopping dynamics. Recent experimental 

work shows only small nuclear motions for 

neighboring waters over the first 10 fs even upon 

H2O+ formation in liquid water.9 Given the 

relatively short simulation time of up to 7.25 fs for 

studying electron dynamics here, the nuclear 

motions are not considered in this work. Once the 

irradiating proton reached the end of the simulation 

cell, the proton was removed from the simulation, 

 
FIG.1. The number of electron-hole pairs (EHPs) 
averaged over an ensemble of 10 trajectories for each 
irradiating proton velocity. Once the irradiating proton 
reaches the end of the simulation cell and is removed 
from the simulation (marked t=0), the electronic states 
are propagated for an additional 250 a.u. (6.02 
femtoseconds).  
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and the simulation was propagated for an additional 

6.02 fs. We also tested the use of a complex 

absorbing potential40, 41 to remove the electron 

charge accumulated on the irradiating proton, but 

the results did not change as the localized charge on 

proton is quite small (see Fig. S3 in the 

Supplemental Material).28 An ensemble of 10 

randomly generated paths was sampled, with the 

irradiating proton traveling in the +z direction.   

 

3 Results and Discussion 

Figure 1 shows the number of generated 

electron-hole pairs (EHPs) in the simulation cell for 

the irradiating proton velocities of 0.63, 1.90, and 

4.43 a.u., as a function of time after the proton is 

removed from the simulation. The number of EHPs 

was calculated by projecting the TD-MLWFs onto 

the equilibrium KS eigenstates in the valence band 

and quantifying the time-dependent changes in their 

occupations. The velocities were chosen based on 

stopping power calculated in previous works.14, 15 

Figure 1 shows that the proton velocity of 0.63 a.u. 

results in the most significant EHP increase, not the 

stopping power maximum velocity of 1.90 a.u. 

Such a difference between the velocities for the 

maximum EHPs and for the stopping power 

maximum has been observed also for DNA.16 This 

is not necessarily surprising because large stopping 

power (i.e. energy transfer rate) could result from 

the excitation of electrons from electronic states 

that are comparatively deep in energy. We also note 

that the proton velocities of 0.63 a.u. and 4.43 a.u. 

yield  similar stopping powers14 despite the 

significant difference in the EHPs. Once the 

irradiating proton reaches the end of the simulation 

cell and is removed from the simulation (t=0 in 

Figure 1), no work is done on the system and the 

number of EHPs remains essentially constant for all 

velocities. Electronic excitation under ionizing 

irradiation can be of neutral excitation or more of 

ionization in character.42, 43 In order to quantify this 

aspect, the TD-MLWFs are projected onto a set of 

unoccupied (i.e. conduction band) KS eigenstates 

that covers 10.75 eV above the conduction band 

minimum (CBM). This energy range essentially 

covers all the conduction band states up to the 

vacuum level44, and transitions of electrons into the 

electronic states above this energy manifold can be 

considered ionization.  For the 4.43 a.u. and 1.90 

a.u. velocities, the excitations are largely ionization 

in character, as less than 25% of the excited 

electrons are found to be below this ionization 

threshold at any instance of time (see Fig. S4 in the 

Supplemental Material).28 For the lowest proton 

velocity of 0.63 a.u., the excitations are noticeably 

less ionizing, with more than 40% of the excited 

electrons below this energy threshold.  

Excited electrons that are generated in 

ionization events by the primary radiation (e.g. 

irradiating protons) are often referred to as 

secondary electrons, and they have a relatively 

short mean free path of 1~10 nm for the relevant 

energy range.45 A large body of literature exists on 

the secondary electrons46-49, and they are usually 

treated as the secondary radiation, being 

distinguished from the primary radiation. In the 

context of electronic stopping excitation in water, 

the majority of excited electrons are highly itinerant, 

even those below the vacuum level.14, 50 These 

secondary electrons are the likely source of 

hydrated electrons, which are formed on a longer 

timescale into pico-seconds.7, 51-54 At the same time, 

dynamics of the generated holes have not been 

investigated to the same extent. Recent 

experimental work showed that the cationic hole, 

H2O+, undergoes an ultrafast chemical reaction to 

form OH radicals within 100 fs9, and first-

principles Ehrenfest dynamics work also revealed 

other equally rapid processes.10 In electronic 

stopping, electrons are excited away from the 

immediate vicinity of the irradiating proton paths, 

 
FIG. 2. (a) Five cylindrical “shell” regions surrounding the irradiating proton path.  R < 5.25 a0 (purple), 5.25-9.55 a0 (red), 9.55-
12.00 a0 (blue), 12.00-15.00 a0 (cyan), > 15.00 a0 (black). The cylindrical shells are divided such that no wannier functions sit 
across the shell boundaries. (b-d) Hole population in each spatial region for different irradiating proton velocities. (b) 0.63a.u., 
(c) 1.90a.u., and (d) 4.43a.u.   
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generating highly-localized concentrations of 

holes.14 Thus, the distribution of H2O+ species in 

water would depend on the spatial and temporal 

changes of the generated holes by the proton 

radiation, making this consideration particularly 

important given such ultrafast processes H2O+ 

undergoes. In order to investigate dynamics of the 

hole generation, we examine non-linear effects in 

our RT-TDDFT simulation by analyzing spatial 

and time dependent changes of TD-MLWFs. The 

TD-MLWFs are localized on individual water 

molecules even in liquid, and the hole population 

can be decomposed into different spatial regions, 

defined by distance from the center of proton paths.  

As shown in Fig. 2(a), we define five spatial regions 

using cylindrical shells. Averaged hole population 

(per water molecule) in each cylindrical shell, S, is 

quantified by  

                  

𝐻𝑃𝑠(𝑡) =
1

𝑁𝑠

∑ ∑ ∑ (2 − |⟨𝜓𝑗|𝑤𝑖
𝐼(𝑡)⟩|

2
) (1)

𝑛

𝑗

4

𝑖

𝑁𝑠

𝐼∈𝑠
  

 

where Ns is the number of molecules in each shell. 

Each TD-MLWF, |𝑤𝑖
𝐼(𝑡)⟩, can be identified with 

individual water molecules, I, and four TD-MLWFs 

(two for lone-pair electrons and two for OH bonds) 

are identified for each water molecule. |𝜓𝑗⟩ are the 

occupied (i.e. valence band) eigenstates of the 

equilibrium system, and the nuclei are not moved in 

the simulations. The regions for each cylindrical 

shell S are defined such that no Wannier centers 

(the expectation value of the position operator39) 

reside on the boundaries. As the irradiating proton 

moves through water, over 80% of the holes are 

generated within 5.25 Bohr (a0) of the paths. While 

the total hole population remains nearly constant 

after the irradiating proton is removed from 

simulation at t=0, an immediate decay of the holes 

is observed near the proton track and simultaneous 

excitations in the regions farther away from the 

proton paths. Figure 2 (b-d) shows the hole 

population changes in different spatial regions as a 

function of time for the three irradiating proton 

velocities. The decay of holes is observed only in 

the region closest to the proton paths, while the hole 

population growths show up in other regions to 

varying degrees. These secondary excitations are 

evident even in the most distant region, and they are 

observed for all velocities considered here. In the 

closest region to the irradiating proton paths (i.e. R 

< 5.25 a0), more than 30% of the holes decay within 

250 a.u. (6.02 fs). Concurrently, other regions show 

a more gradual increase in the hole population. By 

6 fs, more than 10% of the total hole population is 

in the two farthest regions from the irradiating 

proton paths (i.e. R > 12.00 a0). The rates with 

which the hole population changes vary in time 

initially, but they approach a plateau value on a 

relatively short time scale within t=75 a.u (2.9 fs) 

(Fig. S5 in the Supplemental Material).28 In the two 

regions farthest from the paths, the hole population 

change is always positive and shows a nearly 

constant average.  

Particle current due to a non-uniform 

concentration of holes is often viewed as diffusion 

current in condensed matter physics, in contrast to 

drift current which is caused by an external electric 

field such as that from irradiating protons. We 

examine the extent to which the observed behavior 

of spatially-spreading holes (while the total hole 

 
 

 
 
FIG.3 Temporally and spatially dependent hole 
distributions in water, overlaid with diffusion model 
(shown as a dark mesh) in (top panel) R < 10 a0 and 
(bottom panel) R > 10 a0. A Savitzky-Golay filter1 is used 
in order for the first-principles simulation data to be fit to 
the diffusion model.   
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population remains essentially constant) can be 

described as such semi-classical diffusion current. 

We employ a cylindrical diffusion model in which 

the holes diffuse in the radial direction55,  

 
𝜕𝐶(𝑅, 𝑡)

𝜕𝑡
=

1

𝑅
 

𝜕

𝜕𝑅
(𝑅 × 𝐷

𝜕𝐶(𝑅, 𝑡)

𝜕𝑅
)      (2) 

 

where the concentration 𝐶(𝑅, 𝑡) is taken as the hole 

distribution and R is the radial distance from the 

center of the proton paths. D is the diffusion 

constant. To obtain a continuous function for 

performing an analytical fit to the diffusion  model 

(the least squares fitting), the RT-TDDFT 

simulation data is pre-processed with Savitzky-

Golay filter.1 Fig. 3 shows that the classical 

diffusion model with the best fit value of 𝐷 =  7 ×
10−3 ℎ𝑜𝑙𝑒𝑠/(𝑎. 𝑢. (𝑡𝑖𝑚𝑒)2 × 𝑎0) and also the first-

principles simulation result for the proton velocity 

of 1.90 a.u. Two key differences between the 

diffusion model and the simulation results are 

observed. First, the decay rate near the irradiating 

proton paths is much more gradual in the diffusion 

model while the actual hole decay is better 

described as an exponential decay. Secondly, the 

growth in the distant regions is much slower in the 

diffusion model. These observations are rather 

insensitive to the specific diffusion constant value 

D, and the same conclusion holds also for the 0.63 

a.u. and 4.43 a.u. velocities but with slightly larger 

diffusion constants of 1.1 × 10−2 ℎ𝑜𝑙𝑒𝑠/(𝑎. 𝑢 ×

𝑎0)  and 1.3 × 10−2 ℎ𝑜𝑙𝑒𝑠/(𝑎. 𝑢. (𝑡𝑖𝑚𝑒)2 × 𝑎0) , 

respectively (Fig. S8-S9 of the Supplemental 

Material).28 

The dynamics of the holes can be further 

analyzed from the perspective of chemical moieties. 

On individual water molecules, two sets of the TD-

MLWFs can be identified; one for lone-pair 

electrons and one for OH covalent bonds as shown 

in Fig. 4(a).56 Lone-pair electron orbitals and OH 

bonds electron orbitals contribute near equally to 

the initial excitation. However, as seen in Fig. 4(b) 

for the velocity of 1.90 a.u., the decay of holes near 

the irradiating proton paths (R<5.25 a0) is primarily 

due to the lone-pair electron orbitals. For the 1.90 

and 0.63 a.u. velocities, 76% and 78% of the decay 

is attributed to the lone pairs, respectively. The 4.43 

a.u. velocity shows a slightly smaller contribution, 

with 62% of the hole decay coming from the lone 

pairs.  Both lone-pair electron orbitals and OH bond 

orbitals are equally responsible for the hole 

population growths from the secondary excitation 

in the outer regions, as seen in Fig. 4(c-d). As 

expected from this observation, energetics of the 

holes is somewhat different for those that are 

 
 

FIG.5. Cumulative hole population integrated from the 
VBM (E=0 eV) for the primary excitation in R < 5.25 a0 
at t=0 and for the secondary excitation in R > 15 a0 at 
t=250 a.u. for the 1.9 a.u. velocity (solid lines). The 
shaded regions below each curve represents the 4.43. 
a.u. velocity and the shaded regions above represents 
the 0.63 a.u. velocity.  Density of states is shown as a 
reference.   

 

 
 
FIG.4(a) Maximally localized Wannier functions for a single water in liquid water. (b-d) Changes in hole population 
for the 1.90 a.u. velocity, decomposed into contributions from lone-pair holes and O-H bond holes for (a) R < 5.25 
a0. (b) R=5.25-15.00 a0. (c) R > 15.00. Black line represents total hole populations changes per water, while blue and 
red represent the contributions from lone-pair and OH bond centered TD-MLWFs, respectively.  
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generated in the secondary excitations farther away 

from the irradiating proton paths. Fig. 5 shows the 

cumulative hole population from the primary 

excitation in the closest region (R<5.25 a0) and 

from the secondary excitation in the farthest region 

(R>15.00 a0). The hole population is integrated 

from the valence band maximum (VBM) to lower 

energies. All holes are generated within 26 eV of 

the VBM. In general, the more distant from the 

irradiating proton paths, the larger percentage of the 

holes are formed close the VBM; the secondary 

excitations generate holes that are less energetic 

than those generated in the primary excitation by 

the irradiating protons. In the primary excitation, 

approximately half the holes are formed within 8 

eV of the VBM, which corresponds to the most 

prominent peak in the density of states. We find 

essentially no dependence on the proton projectile 

velocity. In the secondary excitation, a larger 

percentage of holes are formed within 8 eV of the 

VBM; 60%, 60% and 67% in the farthest region (i.e. 

R >15.00 a0) for the velocity of 4.43 a.u., 1.90 a.u., 

and 0.63 a.u., respectively.     

 

4 Conclusion 

The nonlinear electronic response in water 

is fundamental to understating water radiolysis 

under high energy proton irradiation. Employing 

first-principles simulation, we studied the spatial 

and temporal dependence of the dynamics of holes 

generated in water under proton irradiation. A 

significant majority of holes are generated in the 

immediate vicinity of the irradiating proton paths. 

The simulation revealed that the holes decay 

rapidly while secondary excitations are 

simultaneously induced in regions farther away 

from the irradiating proton paths. The semi-

classical diffusion current model does not 

adequately describe this spatially spreading hole 

distribution while the hole population remains 

essentially constant. Lone-pair electron orbitals are 

primarily responsible for the hole decay while OH 

bond-centered electron and lone-pair electron 

orbitals equally contribute to the secondary 

excitation farther away. Compared to the primary 

excitation induced by the protons, the secondary 

excitation is somewhat less energetic. A greater 

percentage of holes are formed near the VBM in the 

secondary excitation. Our first-principles theory 

simulation of nonlinear excitation dynamics in 

water under proton irradiation here provides a 

quantum-mechanical description of how the 

primary excitation by proton radiation precedes the 

formation of cationic holes, which undergo sub-

100fs chemical processes in water radiolysis.  

While including nuclear motion within RT-TDDFT 

is possible at the level of Ehrenfest dynamics, the 

quantum nature of protons in water might 

complicate simulations of coupled electron-nuclear 

dynamics necessary for investigating excitation-

induced dissociation of water molecules.57, 58  

Future work will address this great challenge with 

developing advanced methodologies.  
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