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Structural and Electronic Analysis of the Octarepeat Re-
gion of Prion Protein with Four Cu2+ by Polarizable MD
and QM/MM Simulations†

Jorge Nochebuena,∗a Liliana Quintanar,b‡ Alberto Vela,b‡ and G. Andrés Cisnerosa

Prions have been linked to neurodegenerative diseases that affect various species of mammals
including humans. The prion protein, located mainly in neurons, is believed to play the role of
metal ion transporter. High levels of copper ions have been related to structural changes. A 32-
residue region of the N-terminal domain, known as octarepeat, can bind up to four copper ions.
Different coordination modes have been observed and are strongly dependent on Cu2+ concentration.
Many theoretical studies carried out so far have focused on studying the coordination modes of a
single copper ion. In this work we investigate the octarepeat region coordinated with four copper
ions. Molecular dynamics (MD) and hybrid quantum mechanics/molecular mechanics (QM/MM)
simulations using the polarizable AMOEBA force field have been carried out. The polarizable MD
simulations starting from a fully extended conformation indicate that the tetra–Cu2+/octarepeat
complex forms a globular structure. The globular form is stabilized by interactions between Cu2+

and tryptophan residues resulting in some coordination sites observed to be in close proximity, in
agreement with experimental results. Subsequent QM/MM simulations on several snapshots suggests
the system is in a high–spin quintet state, with all Cu2+ bearing one single electron, and all unpaired
electrons are ferromagnetically coupled. NMR simulations on selected structures provides insights on
the chemical shifts of the first shell ligands around the metals with respect to inter–metal distances.

1 Introduction

Neurodegenerative diseases such as Creutzfeldt-Jakob disease in
humans, mad cow disease in cattle, chronic wasting disease in
deer or scrapie in sheep are related to the accumulation of prion
protein (PrP) in the brain.1 Prion diseases are part of a larger
group of protein aggregation disorders including Alzheimer’s and
Parkinson’s disease. These diseases usually take many years to
develop. The disorder progresses asymptomatically during the
incubation period until the onset of degeneration of the ner-
vous system causing tremendous damage to cognitive processes
and high fatality rates in both humans and animals. Disorders
can occur sporadically or arise from infection by contaminated
material.2 Significant efforts have been made to develop thera-
pies against prion disease, including small molecules, vaccination,
and antibody-based therapies.3–5 The origin of prion diseases has
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been related to the conversion of the PrP from its normal cel-
lular form (PrPC) to the β -sheet rich infectious scrapie isoform
(PrPSc).6 PrPC and PrPSc share an identical primary sequence,
but they have different physicochemical and structural charac-
teristics. PrPSc forms detergent insoluble amyloid aggregates
whereas PrPC is detergent soluble.7 The formation of proteinase
K-sensitive PrPSc oligomers is associated with serious pathological
changes in the brain.8

PrPC is found in several mammal species such as mice, ham-
sters, monkeys, sheep, goats, minks, cattle, deer and humans.9–13

PrP is a typical component of many types of tissues such as lung
and kidney. In the central nervous system it is expressed at pre-
and post-synaptic membranes of neurons where it is found as a
glycophosphatidylinositol (GPI) anchored glycoprotein.14 It is lo-
cated in detergent-resistant lipid rafts on the cell surface.15 The
function of PrPC in healthy tissues is not clear because mice with-
out prion protein expression do not show symptoms of prion dis-
ease, suggesting that neurodegeneration is due to an increase in
toxic compounds, rather than a loss of activity.16 However, it
has been proposed that PrPC modulates various synaptic mech-
anisms through interaction with different proteins as well as cell-
protective mechanisms against oxidative stress, neuronal mainte-
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Fig. 1 Prion protein model. The structured (right) and unstructured (left) domains are displayed. The red ribbons represent the octarepeat region
within the N-terminal domain.

nance, and metal ion homeostasis.17,18 For example, PrPC mod-
ulates receptors involved in memory and learning, such as the
N-methyl-D-aspartate receptor (NMDAR), and it does it in a Cu-
dependent manner.19,20

Prior to post-translational modifications, PrPC is a protein of
about 254 residues.17 Once the signal peptide has been removed,
the protein consists of 209 residues. PrPC has two well dif-
ferentiated domains, a structured C-terminal domain (residues
121-231) and an unstructured N-terminal domain (residues 23-
120).21 The C-terminal domain is composed of two short antipar-
allel β -sheets and three α-helices (see Figure 1). The N-terminal
domain of the protein is glycine-rich and some regions can be
distinguished, such as the polybasic regions.22 PrPC has the abil-
ity to bind various metal ions, including copper, zinc, iron, and
manganese.23

One of the most studied fragments is the octarepeat region
(residues 60 to 91), composed by four octapeptides (PHGGG-
WGQ).24 The octarepeat region contains four histidine residues
able to bind divalent cations, such as Cu2+ or Zn2+ ions.25,26 In
addition, other binding sites outside of the octarepeat region in-
volving His96 and His111 residues have also been observed.27,28

Changes in copper concentrations occur during synaptic trans-
mission, varying from nanomolar to micromolar concentration
range.29,30 In addition, it has been suggested that copper ions
could cause conformational changes in the octarepeat region and
promote the interaction between amyloid-beta (Aβ) and prion
protein.31–33 The Aβ–Cu–PrP interaction is highly site-specific
and is dependent on the copper occupancy.34 It has also been
proposed that the binding of Cu ions to PrP favors the interactions
between the N-terminal and C-terminal domains.35 Furthermore,
Cu ions compete with other divalent ions36.

Different modes of octarepeat coordination have been identi-
fied, controlled by the ratio of Cu2+/protein concentration. At

physiological pH, the octarepeat region binds Cu2+ ions in three
distinct coordination modes, referred to as components 1, 2, and
3.37–39. Component 1 arises at full copper occupancy where
each octarepeat segment binds a single Cu2+ ion through an im-
idazole nitrogen of histidine, two deprotonated amide nitrogens
from glycines immediately adjacent to the histidine, and a car-
bonyl oxygen from the second glycine. The component 3 coor-
dination mode, observed at low copper occupancy, involves up
to four octapeptides binding a single Cu2+ through the histidine
imidazoles. In component 2, at intermediate occupancy, two or
more His imidazoles can coordinate a single Cu2+.38

The different coordination modes for single cations have been
studied with density functional theory40–42, and with classical ap-
proaches.43 Component 1 has been the most studied coordination
mode,44 due to the availability of a crystallographic structure for
the Cu-HGGGW segment.45 In the crystal structure, the copper
ion in the single Cu-HGGGW segment is pentacoordinated with
the deprotonated nitrogens of the two sequential glycines, the δ -
nitrogen of histidine, the carbonyl oxygen of the second glycine
and an oxygen from a water molecule that interacts with the NH
of the indole ring of tryptophan. Theoretical results have shown
that the coordination geometry in component 1 is planar when
it is tetracoordinated.46 Furthermore, the interactions with these
three equatorial nitrogen donors are not equivalent. In fact, the
copper nitrogen bonds with the amide groups are more covalent
than the copper nitrogen bond in histidine.44 On the other hand,
theoretical results have shown that the coordination of the copper
ion forming the component 3 is mainly planar, with N-Cu-N an-
gles close to 90º.47 The electron configuration of the copper ion
is d9 with an unpaired electron. Electronic structure calculations
have shown that the highest occupied molecular orbital involves
the dx2−y2 orbital of copper.48 Results from ab initio molecular dy-
namics have shown that copper ions in the [Cu(HGGG)]2 dimer
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Fig. 2 Fragment formed by the His-Gly-Gly residues in the octarepeat se-
quence using the pseudobond aproach. The atoms in cyan represent the
atoms in the QM region. The two atoms in yellow correspond to the pseu-
doatoms. The six atoms in purple indicate the boundary atoms. Atoms
in grey are described in the MM region. Note that the pseudobonds are
representing the α-carbons of the proline and glycine residues. The top
image is shown for reference.

can interact with each other.49

In this contribution, we present results from polarizable MD
and QM/MM simulations on models of the full octarepeat region
in the component 1 coordination mode aiming to better under-
stand the molecular and electronic structure of the octarepeat re-
gion in full copper concentration. The remainder of the paper is
organized as follows. The Methods section describes the develop-
ment of the AMOEBA parameters for two models, and details of
the classical and QM/MM simulations. Subsequently, the results
section presents a discussion of the structural and dynamical re-
sults obtained from the MD simulations, followed by a detailed
analysis of the electronic structure results from the QM/MM sim-
ulations, including NMR calculations for selected snapshots. Our
study shows that: i) The interactions between tryptophan and
copper ions observed in the crystal structure are possible in solu-
tion, and ii) The Cu-highly occupied octarepeat region is an open
shell system where each copper ion has one unpaired electron.

2 Methods
We studied the octarepeat region (residues 60-91) in the hamster
prion protein coordinated with four copper ions, where each cop-
per ion is forming component 1. All calculations involving a clas-
sical potential were performed with the 2018 AMOEBA (Atomic
Multipole Optimized Energetics for Biomolecular) polarizable
force field.50,51 We built a 32-residue peptide (PHGGGWGQ×4)
using Tinker tools. The N-terminal and C-terminal were capped
with acetyl and N-methylamide, respectively. An ε–protonated
histidine (HIE), a Cu2+ ion, and two glycines with deprotonated
backbone amines were considered in each Cu2+ binding site (see
Figure S1a). For the parametrization we have used the acetyl-
HIS-GLY-GLY-N-methylamide peptide coordinating a copper ion
(see Figure S1b). This peptide was optimized with the ωB97-

XD52 functional and the 6-311g(d,p)53 basis set as implemented
in Gaussian16.54 The short peptide shares the main characteris-
tics of the OR peptide, that is, each copper ion is coordinated with
two deprotonated nitrogens of two adjacent glycines, a carbonyl
oxygen atom, and a nitrogen atom of the imidazole ring of his-
tidine. In all cases, the considered systems are neutral since the
charge of each Cu+2 ion is neutralized by the negative charges
of the deprotonated backbone nitrogens. The bonded and non-
bonded parameters were obtained according to the procedure de-
scribed in reference.55 The Tholé factor and the polarizability of
the copper ion were taken from reference.56 The parameters ob-
tained for the copper ion and its closest atoms were adapted to
the OR peptide (see Supplementary Information).

Two octarepeat models were developed: model 1 includes
bonded interactions between the copper ion and the deproto-
nated nitrogens, as well as with the nitrogen atom of the imi-
dazole ring of the coordinating histidine (see Figure S2a). The
second model, considers only bonded interactions between the
copper ion and the deprotonated backbone nitrogen atoms (see
Figure S2b). That is, in model 2 the histidine imidazole ring inter-
acts with Cu+2 only via non–bonded interactions. In other words,
model 2 allows us to see the effect of increasing the number of
degrees of freedom. In both models the carbonyl oxygen coordi-
nates the copper ion only via non-bonded interactions.

The OR peptide with four copper ions was relaxed via molec-
ular dynamics in vacuum for 2 ns to obtain a starting structure
for our simulations. Complementary simulations using implicit
water with the GBSA model57 were also performed. The 32-
residue peptide obtained after the relaxation in implicit solvent
was placed in the center of a 60×60×60 Å box containing 8,000
water molecules. After the equilibration step, MD simulations
were carried out for 100 ns in an NPT ensemble (1 atm and 298
K). The Monte Carlo barostat58 and the Bussi59 thermostat were
used. The duration of the time step was 2 fs using RESPA60 in-
tegrator. The smooth particle mesh Ewald (PME) method61 was
used in the calculation of charge, atomic multipole and polar-
ization interactions. A value of 9 Å was used for the cutoff dis-
tance value for van der Waals potential energy interactions and
the real-space distance cutoff in the Ewald summation. Geometry
sampling was done every 5 ps. In total 20,000 structures were
obtained.

Root mean squared deviation (RMSD) with respect to the ini-
tial (GBSA relaxed) structure, radius of gyration (Rg), and root
mean squared fluctuation (RMSF) were calculated for both sys-
tems to compare structural features between the models. A six-
dimensional cluster analysis using the k-means method was car-
ried out for each model. Each dimension corresponds to a dis-
tance between two copper ions. We evaluated six distances corre-
sponding to the distances between the adjacent copper ions (Cu1-
Cu2, Cu2-Cu3 and Cu3-Cu4) and the non-adjacent copper ions
(Cu1-Cu3, Cu2-Cu4 and Cu1-Cu4). The ordering of the copper
ions follows the direction from the N-terminal to the C-terminal
(see Figure 1). The total data set was divided into 10 clusters. Ad-
ditionally, we included the structure where the average distances
between the copper ions are minimized, because we expect any
electronic effects to be exacerbated in this structure.
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Fig. 3 Radius of gyration (Rg) (blue trace) and RMSD (orange trace)
for model 1 (above) and model 2 (bottom). Note that the scales used
are different for each case.

We used the LICHEM62,63 (Layered Interacting CHEmical Mod-
els) code to perform a single point QM/MM analysis of the struc-
tures closest to the centroids of each cluster. QM subsystem
calculations were carried out with the ωB97-XD functional and
the Def2-SVP basis set using Gaussian16.54 The MM calcula-
tions were performed with Tinker 8 using the AMOEBABIO18
force field. We have used the long-range electrostatic correc-
tions (LREC) method,64 for multipolar/polarizable QM/MM sim-
ulations using a LREC cutoff of 25 Å for the smoothing function.
We have use the Ewald summation and periodic boundary condi-
tions for the MM calculations.

In all cases, the pseudobond approach65 was employed for co-
valent bonds across the QM/MM boundary. In this approach,
only 3 residues per OR unit are considered in the QM region,
that is, histidine and adjacent glycines that participate in the
coordination of the copper ion (see Figure 2). The remaining
residues (PRO and GLY–TRP–GLY–GLN per OR unit) and all sol-
vent molecules were described by the AMOEBABIO18 potential.
The structure with the pseudobond approximation was used to
perform non-relativistic nuclear magnetic resonance calculations
using Gaussian1654 and combined ELF/NCI analysis66 using the
MultiWFN67 and TopMod68 software packages. We calculated
NMR shifts using the Gauge-Independent Atomic Orbital (GIAO)
method69–71 implemented in Gaussian code. In addition, we

Fig. 4 Side chain RMSF for model 1 (above) and model 2 (bottom).
The green and orange shaded areas indicate the atoms corresponding
to the side chains of histidines and glycines in each coordination site,
respectively.

have calculated spin-spin coupling constants for the copper ions.
Both calculations were performed with the converged SCF den-
sity in the external field provided by AMOEBA using the LICHEM
procedure, which allows the polarization of the wavefunction.

3 Results and discussion
MD simulations of the octarepeat region (residues 60-91) in vac-
uum and using the GBSA solvation model were performed from
an extended conformation to generate a starting structure for an
explicitly solvated model (see Figure S3). In both cases, the ex-
tended structure rapidly contracts to a globular conformation,
with radius of gyration reaching values less than 10 Å. As would
be expected, the OR peptide in implicit solvent achieves smaller
radius of gyration values compared with the gas phase system.
The implicit solvation structure served as the basis for the explic-
itly hydrated production simulations.

Figure 3 shows the radius of gyration and RMSD of the 32-
residue peptide in a box of water calculated using the average
geometry as reference for models 1 and 2 (see Methods). The
radius of gyration shows values from 8.4 to 12.8 Å with mean
values of 10.0 Å for model 1 and from 8.8 to 11.4 Å with mean
values also of 10.0 Å for model 2. the RMSD, calculated ignor-
ing hydrogen atoms, shows values from 7.2 to 23.3 Å with mean
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Fig. 5 Distances between copper ions in models 1 (left) and 2 (right). The vertical lines indicate the representative points according to the k-means
analysis. The dashed line indicates the minimum of the average of the distances. The shaded area indicates distances less than 6 Å. The labeling of
the coppers corresponds to the Figure 1.

values of 14.6 Å for model 1 and 1.5 to 6.0 Å with mean values
of 3.1 Å for model 2. Interestingly, although model 2 does not
include an explicit bonded interaction between the His and the
Cu ion, the Rg in model 2 oscillates less than for model 1.

The RMSF of the side chain for the two models is shown in
Figure 4. In model 1, the most significant fluctuations occur at
the ends, and between Cu2 and Cu3. The GGW sequence of the
second octarepeat appears to be very mobile. In model 2, the C-
terminal end is the most flexible compared to the N-terminal end.
In this model the side chains of residues between the Cu bind-
ing sites show large fluctuations compared with model 1, albeit
the section between Cu2 and Cu3 has overall smaller fluctuations
than the same region in model 1.

Distance analysis of the copper ions for each model shows that
the separation between the different copper binding sites vary de-
pending on their location in the peptide. For model 1, the analysis
of the Cu1-Cu2 distance shows different regions starting with low
values that increase after 40 ns (red trace in Figure 5 and S4). The
Cu2-Cu3 distance starts with intermediate values but reaches the
lowest values at the end of the simulation (green trace in Figure
5 and S4). The Cu3-Cu4 distance shows low values during most
of the simulation time (navy trace in Figure 5 and S4).

With respect to the distances between non-adjacent copper
ions, the Cu1-Cu3, Cu2-Cu4 and Cu1-Cu4 distances show a bell
shape (orange, cyan and purple traces in Figure 5 and S5). In
other words, the distances between these sites oscillate through-
out the simulations, with maximum distances reached almost half
of the simulation time.

In general, the oscillations of the distances in model 2 are
smaller than in model 1. This is likely due to the additional
bonded parameter between the cations and the coordinating His
in model 1 for each Cu2+ site. In fact, only the Cu1-Cu2 distance
shows the greatest changes in model 2 (red trace in Figure 5 and
S6). The rest of the distances remain relatively constant (green
and navy traces in Figure S6 and orange, cyan and purple traces

in Figure S7).

These analyses indicate that the structural changes in model 1
show larger variations than in model 2, which is more structurally
homogeneous. Although both models show an average Rg around
10 Å, the side chain RMSF for model 1 is more pronounced, espe-
cially in the region between Cu2 and Cu3. Moreover, the average
distances between adjacent Cu ions for model 1 is larger (9–15
Å), compared with model 2 where two of the adjacent ion pairs
show distances below 10 Å (Figures S4 and S6). The average dis-
tances between distant Cu ions are also more homogeneous and
with shorter values for model 2 compared with model 1 (Figures
S5 and S7).

Part of the stability in model 2 is due to interactions between
adjacent Cu coordination sites. For example, an interaction be-
tween the backbone carbonyl from one of the glycines that co-
ordinates Cu3 is observed to interact with Cu4, with a distance
<4 Å for 80% of the simulation (see Figure S8). This interac-
tion is enabled by the flexibility of the His ligand on the Cu sites.
These results are consistent with experimental results showing
that copper promotes the formation of compact structures in the
non–octarepeat region, with reported inter–Cu2+ distances of 3–6
Å from EPR measurements.38 The possibility that these interac-
tions may arise from close contacts between two different octare-
peat molecules cannot be discarded; however this is not possible
to calculate in our simulation setup.

The analysis of the distances of each copper ion with the first
coordination shell atoms provides further structural insights (see
Figure 6a for atom labels). As expected, the distances of the
atoms including bonded contributions change very little com-
pared with the distances where the interaction is modeled only
using non-bonded contributions in the parametrization. For ex-
ample, for model 1 the distance between N1-Cu and N3-Cu ranges
between 1.9 and 2.1 Å. The N2-Cu distance shows values from
1.8 to 2.0 Å, and are equally observed for any octapeptide. On
the other hand, the O1-Cu distance shows slight differences de-
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Fig. 6 a) Labeling of the closest atoms to each copper ion. N1 and
N2 are the nitrogen atoms of the first and second deprotonated glycine,
respectively. N3 is the nitrogen atom of the imidazole ring of histidine and
O1 denotes the carbonyl oxygen atom. b) Copper-tryptophan interaction
in model 1 between tryptophan from OR 4 with copper 1 (left) and
tryptophan from OR 1 with copper 3 (right). Distances are given in
angstroms.

pending on the position of the copper ion considered (see Figure
S9). Although the range of values is between 1.9 and 3.3 Å, more
than 95 % of the time, the distance is observed to vary between
2.0 and 2.5 Å for any octapeptide.

Similar results were obtained for model 2. The only difference
is that the N3-Cu distance shows wider range of values, between
2.0 and 7.0 Å depending on the octapeptide (see Figure S10). Al-
though the distance range for the His and Cu shows a very wide
variation in model 2, a more moderate range of 2.0 to 4.8 is ob-
served for 95 % of the simulation time for the first Cu ion. By
contrast, the distance between the His and the second copper ion
is greater than 2.6 Å in less than 5 % of the simulation time. The
N3-Cu3 distance shows the widest interval with a range between
2.0 to 5.8 Å for 95 % of the simulation time. On the other hand,
the N3-Cu4 distance is observed to vary between 2.0 Å to 4.0 Å.

Table 1 Clusters in model 1. See main text for details.

No. Cluster Pos. (ns) Perc. (%) Avg. Dist. (Å)
1 46.55 5.5 16.12
2 58.34 8.1 14.35
3 15.70 7.7 13.63
4 32.94 10.0 11.61
5 71.04 21.1 12.09
6 6.82 12.8 12.77
7 94.3 8.8 10.11
8 19.75 9.3 11.63
9 66.96 11.0 12.64

10 51.12 5.7 15.15

Table 2 Clusters in model 2. See main text for details.

No. Cluster Pos. (ns) Perc. (%) Avg. Dist. (Å)
1 30.26 7.2 12.11
2 3.02 5.0 12.30
3 85.70 15.8 12.81
4 0.85 2.5 12.33
5 17.87 9.6 13.14
6 31.43 11.9 12.65
7 46.56 6.7 13.07
8 7.67 1.4 14.06
9 41.21 7.1 12.22

10 79.87 32.9 12.36

Tables 1 and 2, corresponding to models 1 and 2, respectively,
show the results of the clustering analysis including the number
of clusters, position of the centroid in the trajectory, percentage,
and average distance. The summary of the k-means clustering of
the trajectory into 10 clusters can be seen in Figures S11 and S12.
A smaller distance interval was obtained for model 2 than model
1, with average distances ranging from 12 to 14 Å. Conversely, for
model 1 the average distance distribution for the clusters covers a
wider range, from 10 to 16 Å. We did a second MD simulation for
the model 1. Here the clustering analysis, the radius of gyration
and the average distances show similar results (see Figures S13–
S15.

Our results agree with previously described interactions be-
tween tryptophan side chains and Cu ions observed experimen-
tally45. However, unlike what is observed in the HGGGW peptide
crystals, here the interactions occur between residues that belong
to different octapeptide regions and not with successive trypto-
phans. For example, Figure 6b shows that copper ions 1 and 3
are interacting with tryptophan 4 and 1, respectively. This type
of interaction was observed in different representative structures
(see Figure S16) in model 1. Similar results were obtained for
model 2 (results not shown).

Representative structures from each cluster for model 1 were
selected based on the information in the previous tables for sub-
sequent QM/MM single point calculations. Model 1 was selected
given the broader average distance distribution, to investigate the
effect of inter–metal center distances with respect to the elec-
tronic interactions between the metal centers. Figure 7 shows
the QM and QM/MM energies calculated with ωB97-XD/Def2-
SVP//AMOEBABIO18 for the full, and pseudobond–based sys-
tems for the selected representative structures. In all cases, the
quintet state was observed to converge to a stable wavefunc-
tion after wavefunction optimization.72 Triplet and singlet (bro-
ken spin solution) systems were also considered, however, the
self–consistent solution converged to the quintet state, or to spin
contaminated, unstable wavefuntions based on wavefunction sta-
bility optimization. The calculated relative QM energies are in
a range of 170 kcal/mol for the complete structure and 200
kcal/mol for the systems with pseudobonds. If the contribution
of water molecules (QM/MM energy) is taken into account, the
interval is wider.

Figure 8 shows the calculated absolute chemical shifts for the N
atoms around the Cu ions for the centroid structures and a struc-

6 | 1–11Journal Name, [year], [vol.],

Page 6 of 11Physical Chemistry Chemical Physics



Table 3 Spin-spin coupling contritutions. Distances and coupling contributions are given in angstroms and Hz, respectively.

Interaction Distance FC-K FC-J SD-K SD-J PSO-K PSO-J DSO-K DSO-J TS-K TS-J

Cu1-Cu2 11.985 -0.0256 -0.0562 0.0011 0.0025 -0.0163 -0.0357 -0.0003 -0.0008 -0.0411 -0.0902
Cu2-Cu3 6.045 -0.0767 -0.1685 0.0055 0.0120 -0.0487 -0.1071 0.0134 0.0294 -0.1066 -0.2341
Cu3-Cu4 7.833 -0.1437 -0.3156 -0.0063 -0.0139 -0.0197 -0.0432 0.0054 0.0119 -0.1642 -0.3608
Cu1-Cu3 8.182 -0.0364 -0.0799 -0.0027 -0.0059 0.0013 0.0028 0.0046 0.0102 -0.0331 -0.0728
Cu2-Cu4 11.563 -0.0013 -0.0029 -0.0026 -0.0057 -0.0011 -0.0024 -0.0014 -0.0031 -0.0064 -0.0142
Cu1-Cu4 7.814 -0.1210 -0.2659 -0.0100 -0.0221 0.0160 0.0352 0.0038 0.0083 -0.1113 -0.2445

FC-K: Fermi Contact (FC) contribution to K; FC-J: Fermi Contact (FC) contribution to J; SD-K: Spin-dipolar (SD) contribution to K; SD-J: Spin-dipolar
(SD) contribution to J; PSO-K: Paramagnetic spin-orbit (PSO) contribution to K; PSO-J: Paramagnetic spin-orbit (PSO) contribution to J; DSO-K:
Diamagnetic spin-orbit (DSO) contribution to K; DSO-J: Diamagnetic spin-orbit (DSO) contribution to J; TS-K: Total nuclear spin-spin coupling K; TS-J:
Total nuclear spin-spin coupling J.

Fig. 7 QM (green line) and QMMM (purple line) relative ener-
gies corresponding to the full structure (above) and the pseudobond
approach (bottom). The energies are relative to the lowest energy
structure in each case. Energies were calculated with ωB97XD/Def2-
SVP//AMOEBABIO18.

ture where the average of the inter–Cu distances is minimized.
All NMR calculations were performed using the pseudobond ap-
proach. Similar results can be obtained for the different structures
considered.

The results show that similar results are obtained for the dif-
ferent structures considered. For all Cu binding sites, the high-
est shieldings are observed for the His nitrogen (N3) that coor-
dinates the copper ion, and the lowest values correspond to the
deprotonated Gly nitrogens (N1 and N2). The calculated chem-
ical shifts appear to be uncorrelated to gross structural changes
such as inter–Cu distances or to structural changes within the first
coordination shell (see Figures S17 and S18).

The different contributions to the non-relativistic spin-spin cou-

Fig. 8 Magnetic shielding tensor calculated for the nitrogens around
each copper ion. The protonated nitrogen of histidine is also included.
The labeling of the Figure 6a has been followed. Vertical bars indicate
average values.

pling between copper ions of the most compact structure of model
1 obtained with our MD simulations are reported in Table 3. The
term corresponding to the Fermi contact (FC) to J is the dom-
inant contribution to the total nuclear spin-spin coupling. The
largest values correspond to the Cu3-Cu4 and Cu1-Cu4 interac-
tions. However, these values do not exceed 0.3 Hz. The Cu2-
Cu3 and Cu2-Cu4 interactions show the most significant values
in the paramagnetic spin-orbit (PSO) contribution to J. An anti–
correlation of -0.91 is obtained between the Cu-Cu- distances dis-
tances and the diamagnetic spin-orbit contributions. The correla-
tion between Cu–Cu distances and the rest of the spin-spin contri-
butions is less than 0.7 (see Figure S19). We are aware of the im-
portance for an adequate description of the electron density near
the nuclei in the accuracy of the spin-spin coupling constants.
However, due to the size of the system, we were only able to
perform a single step calculation based on the Gaussian16 proce-
dure, without uncontracting the basis and adding extra polariza-
tion core functions for the calculation of Fermi Contact terms.

Analysis of the Mulliken spin density and corresponding or-
bitals (Figure 9) shows that both are aligned in the direction of
the bonds formed between each copper ion with its closest atoms.
Similar results in other systems have been previously reported.73

The spin density suggests that the unpaired electron in each cen-
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Fig. 9 Spin density and HOMO/HOMO-1 biorthogonal orbitals of the structure with the lowest average distance of copper ions. Full structure and
the pseudobond approach are shown. Tryptophan residues are displayed in the full structure. Some residues have been hidden for easy visualization.

Fig. 10 a) NCI and ELF plot for one coordination site at the structure with the minimum average distance of model 1. The isovalues are 0.82 and
0.6 for the ELF and NCI analysis, respectively. b) NCI analysis to show copper-tryptophan interactions between TRP from OR 4 with Cu1 (left) and
TRP from OR 1 with Cu3 (right). Only sign(λ2)ρ values between -0.02 and 0.01 are displayed. The RDG isovalue is 0.6.
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ter is delocalized around the Copper ion (around 0.6 electrons),
with a significant component shared with the deprotonated ni-
trogens, showing values of 0.13 to 0.17 electrons, and a small
component on the remaining two atoms in the 1st coordination-
shell (see Table S1). These results are similar for the pseudobond,
and full protein systems.

The delocalization of the unpaired electron from the Cu cen-
ters mainly to the deprotonated nitrogens (N1 and N2) helps ex-
plain the small calculated magnetic shielding of these nuclei in
all four octapeptide regions. Conversely, the N atom on the His,
which bares almost no spin density, shows a 3 fold larger mag-
netic shielding compared with N1 and N2. These results are con-
sistent with previous reports indicating N1 and N2 show more
covalent bonding character with the Cu cations44.

Combined ELF/NCI analysis on a single octapeptide site (Figure
10a and Figures S20 and S21) further supports that the bonds be-
tween the deprotonated nitrogens (N1 and N2) and the Cu have
stronger covalent character, compared with the N atom from the
histidine. In both cases, the ELF analysis for N1 and N2 shows
disynaptic basins shared with Cu, with populations around 0.4
to 0.6 electrons larger than the the N3–Cu basin (see Table S2).
Conversely, the carbonyl O in the fourth ligand position shows a
strong non-covalent (blue) surface between the O and Cu, and no
disynaptic basin between these atoms. We also did a non-covalent
interaction analysis to find out the type of interaction between
tryptophan residues and metal centers. Figure 10b shows that
the interactions are attractive and consistent with vdW forces.

4 Conclusions
Polarizable MD and QM/MM simulations have been performed
to investigate the structural and electronic properties of the fully
Cu-loaded octarepeat region of the prion protein Two sets of pa-
rameters were developed, one with (model 1) and one without
(model 2) an explicit bonded term between the Cu2+ and the
His N. The model based on parameters without this term showed
broader conformational sampling including loss of one coordina-
tion site to the ion, which affected local and global peptide dy-
namics. Although model 2 has fewer restrictions, the RMSD and
RMSF analysis showed lower values than in model 1. The dis-
tances between the copper ions were sensitive enough to detect
structural changes. The bonding distances of copper ions with
their closest atoms agree with the values previously reported. MD
simulations are consistent with the crystal structure of the single
Cu site and suggest that an interaction of copper with tryptophan
is also possible in solution. In the full octarepeat case, the inter-
action between the Cu ions and the tryptophans is observed to
occur with Trp from other octarepeat regions, in contrast to crys-
tallographic data. Our QM-MM results clearly show that the Cu
high occupancy mode of the OR region of the prion protein adopts
a compact globular conformation where the Cu-Cu distances are
in the range of 5 to 25 Å. Some of these distances are within the
range of 3.5 to 6 Å determined by dipolar couplings and half field
EPR.38

The RMSF analysis shows that in addition to the N-terminal
and C-terminal regions, the glycine-containing segments are quite
mobile. Electronic structure analysis from polarizable QM/MM

shows that when the octarepeat region is fully coordinated, the
unpaired electrons on the Cu atoms preferentially adopt a ferro-
magnetically coupled configuration, resulting in an overall quin-
tet state for the system. NMR calculations showed that regardless
of the conformation of the peptide, similar results were obtained
for the different structures analyzed. The imidazole ring nitro-
gens show the largest values of the magnetic shielding tensor
than the deprotonated nitrogens. The differences in the mag-
netic shielding values are consistent with the calculated Mulliken
spin densities, and ELF/NCI analyses. These results agree with
experimentally reported observations regarding higher covalent
bonding character between the deprotonated N atoms and the Cu
dications.

The location of PrPC is determined by the interaction of Cu
with the OR region: while PrPC is located in lipid rafts, its lat-
eral exit is induced at high Cu concentrations and requires the
OR region.33,74 Hence, the fully Cu-loaded OR is the species that
exits lipid rafts and undergoes endocytosis. Hence, it is tempting
to propose that the compact conformation induced by Cu load-
ing into the OR region of PrPC as described in this study, is the
physiologically needed conformation for the protein to be disso-
ciated from lipid rafts and endocytosed, a process that is impor-
tant for cell signaling, memory and learning processes. On the
other hand, it is important to note that PrPC undergoes prote-
olytic cleavage by α- and β -secretases. In both types of proteolytic
processing, the OR region is shredded from the membrane bound
prion protein, releasing into the synaptic cleft fragments of PrPC

that include the full OR region. In the case of the β -cleavage, the
released fragment contains the N-terminal residues 23-89, and it
corresponds to the species studied here.

While the pathological implications of the β -cleavage process-
ing of PrPC remain to be understood, our study of the fully Cu-
loaded OR region contributes to understanding the impact of
metal binding to the conformation of this fragment that is in-
volved in the pathology of prion disease. In contrast, the al-
pha/cleavage of PrPC is considered to be neuroprotective, and
it releases a fragment that also includes the His96 Cu binding
site.75–77 Further studies expanding the OR region to include
the His96 site would be needed to understand the neuroprotec-
tive nature of this fragment, and most importantly, to compare
the impact of Cu binding in the conformation of both proteolytic
products and gain insight into their apparently opposite effects
on neural function.
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