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Theoretical and experimental study on the O(3P) + 2,5-
dimethylfuran reaction in the gas phase

Andrea Giustini,a Massimiliano Aschi,a∗ Heejune Park,b and Giovanni Meloniab∗

In this work we report a joint experimental and computational study on the 2,5-dimethylfuran ox-
idation reaction in the gas-phase initiated by atomic oxygen O(3P). The experiments have been
performed by using a vacuum-ultraviolet synchrotron radiation at the Advanced Light Source (ALS)
of the Lawrence Berkeley National Laboratory (LBNL), at the temperature of 550 K and the pressure
of 8 Torr. The experimental data were supported by quantum-chemical calculations along with a
kinetic model, also taking into account possible involvement of different magnetic states, performed
in the framework of the RRKM theory. Propyne, acetaldehyde, methylglyoxal, dimethylglyoxal, 3-
penten-2-one, 2,5-dimethylfuran-3(2H)-one, and 1,2-diacetyl ethylene have been identified as the
main primary products arising in the conditions of the experiment. Our computational model sug-
gests that these species can be formed at the concentration and branching ratio experimentally
observed only in the presence of non-negligible fraction of non-thermalized intermediates.

1 Introduction
Energy allows us to access convenient lifestyles. Owing to this
provision of energy and the human population growth, the global
demand for energy, which mostly relies on fossil fuels, is increas-
ing rapidly. More than 80% of this requirement has been fulfilling
through fossil fuels, a limited depleting resource.1,2 To reduce the
usage of fossil fuels and meet the demand, diverse resources are
being studied and biofuels have been receiving great attention.3–9

Among the many candidates of biofuel, 2,5-dimethylfuran (here-
after: 2,5-DMF) has attracted many researchers to investigate
its properties.8–13 2,5-DMF has a high volumetric energy den-
sity (31.5 MJ/L), in comparison gasoline has a value of 32.2
MJ/L, with a high octane number (119).11 Higher octane num-
bers tend to reduce knocking in an engine and thus increase fuel
efficiency and lessen damages to the engine.11–14 Due to its great
potential as an alternative fuel, many studies regarding produc-
tion and combustion have been carried out. In 2007, Román-
Leshkov and co-workers14 proposed a two step synthesis of 2,5-
DMF. They successfully achieved great yield in liquid-phase hy-
drolysis (71%) and vapor-phase hydrogenolysis (76-79%). This
discovery motivated other scientists to explore alternative produc-
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tion mechanisms of 2,5-DMF.10,15–17 Binder and Raines10 pro-
posed synthesis of hydroxymethylfurfural (HMF) from lignocel-
lulosic biomass, abundant raw material, which opened up new
possibilities for 2,5-DMF as a commercial fuel. Chidambaram
and Bell17 successfully converted glucose to 2,5-DMF. They uti-
lized ionic liquids and acetonitrile as a cosolvent for dehydra-
tion of glucose to HMF and reported great yield. Fructose, iso-
merized form of glucose, was also studied and achieved over
95% yield of 2,5-DMF through heating a solution of HMF in
refluxing tetrahydrofuran (THF) with formic acid, sulfuric acid,
and Pd/C (carbon-supported palladium) by Thananatthanachon
and Rauchfuss.16 Along with various synthetic methodologies,
2,5-DMF performance has been investigated extensively.11 18–24

Zhong and co-workers11 carried out experiments employing a
single-cylinder gasoline direct-injection (GDI) research engine
and reported physicochemical similarity of combustion and emis-
sion between 2,5-DMF and gasoline. Zhang and co-workers19

found that the mixture of 2,5-DMF (40% by volume fraction) and
diesel, referred as D40, reduces soot emissions dramatically com-
pared with basic diesel when they go through combustion in a
single cylinder diesel engine. They also performed an experiment
with 2-ethylhexyl nitrate added into the D40 and observed a fur-
ther reduction of soot emissions.20 However, 2,5-DMF is seen to
be the least promising among the furanic biofuels,25 with 2-MF
showing a better behavior in terms of performance and harmful
emissions.26 Tran et al.27 nicely summarized the kinetics mech-
anisms and reaction classes relevant to biofuel oxidation. They
also stated that radical addition reactions to the double bond of
furans and furan derivatives have been poorly investigated, thus
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pointing out the significance of the present study to provide new
details about elementary reactions initiated by radicals. Among
the studies associated with the combustion research field, Grela et
al.28 studied the pyrolysis of 2,5-DMF spanning the temperature
range from 1050 to 1270 K under very low pressure conditions
(1 mTorr). They detected H2O, CO, C6H6 and C5H8 and pro-
posed two reaction mechanisms to explain the formation of these
products. The 2,5-DMF thermal decomposition was also studied
by Lifshitz et al.29 behind reflected shock waves at a similar tem-
perature range under 2-3 atm. They analyzed the products via
gas-chromatography, quantified the species and proposed the de-
composition of 2,5-DMF to be initiated by a 1,2-methyl migration
followed by ring opening to give biradical intermediates undergo-
ing CO-elimination to produce various C5H8 isomers as reported
by Grela et al.28 To analyze mole fractions of intermediates and
products from combustion of 2,5-DMF/oxygen/argon mixture,
synchrotron vacuum ultraviolet photoionization mass spectrom-
etry was utilized by Liu et al.21 Their instrument consists of a
low-pressure combustion system in which reactants are mixed
and subsequently flowed into a burner to ignite the mixture and
analyze the arising flame species afterwards. At the pressure of
30 Torr, they calculated mole fractions profiles of the major prod-
ucts and the intermediates, such as 2-(5-methyl)furylmethyl rad-
ical, 2,5-dimethylene-2,5-dihydrofuran, 1-oxo-1,3,4-pentatriene,
2-furylmethyl radical, fulvene, and cyclopentadienyl radical, as
a function of their distance from the burner by developing a ki-
netic model from Somers et al.30 where 2872 reactions involving
565 species are included with each corresponding temperature-
and pressure-dependent rate constants. Reactions between rad-
icals and 2,5-DMF have been investigated as well. Wei et al.22

studied primary chemistry products arising from combustion of
2,5-DMF/oxygen/argon mixture at 30 Torr via mass spectrome-
try. The detected intermediates were ionized through the tun-
able synchrotron radiation and identified based on the match
between the experimental onsets of the corresponding recorded
photoionization curves (PI) and the G3B3-level calculated adi-
abatic ionization energies (AIE) as well as simulated and tabu-
lated PI curves. H-abstraction, H-addition and OH-addition prod-
ucts were identified, including 5-methylfurfural, (Z)-1-oxo-1,3,4-
pentatriene, 2-ethyl-5-methylfuran, 2-methylfuran, (2Z,3E)-1-
oxo- 1,3-pentadiene and 2-oxo-2,3-dihydro-5-methylfuran. The
OH radical-initiated reaction of 2,5-DMF was analyzed by As-
chmann et al.23 identifying (E, Z)-3-hexene-2,5-dione as the main
products. In our previous study, focused on the methylidyne rad-
ical (CH and CD) reaction with 2,5-DMF, two main pathways
were found: CH addition and insertion.24 Theoretical studies ex-
plore the unimolecular decomposition pathways of 2,5-DMF in-
cluding C−H bond fission of the side chain methyl groups, ring
opening, and α−, β−carbenes formation via H-atom and CH3-
group migration.31,32 Based on the energetics and the kinetics,
these studies show that at very high temperatures the most domi-
nant channel is the 3,2-H shift leading to hexa-3,4-dien-2-one via
β−carbene intermediate. C−H bond fission is also found to be oc-
curing as a minor channel, whereas the methyl group migration
is found to be uncompetitive with the other channels up to 2000
K. The kinetic study of the reaction of atomic oxygen (O(3P))

with furan, 2-methylfuran (2-MF), and 2,5-DMF was performed
by Yoshizawa and co-workers.33 By following the O(3P) concen-
tration up to 600 µs at temperature of around 1150 K and a pres-
sure of almost 1 Pa, they found that O(3P)-depletion rate become
faster as methyl groups increase.

Over the last decades, reactions of O(3P) with unsaturated hy-
drocarbons have been investigated due to their importance as one
of the fundamental oxidation routes in combustion science.34–38

Many studies, both theoretical and experimental, highlighted this
route as a significant loss channel responsible for unimolecular
and chain-propagating reactions leading to products. For in-
stance, Miller et al.39 found the reaction with O(3P) to be the
dominant removal step under a wide range of temperature ac-
counting for up to 70% of the overall product yield. On the
other hand, O(3P) + short-chain hydrocarbons reaction, such
as propene and ethylene, have also been studied to accomplish
a fully detailed understanding of all the possible consumption
mechanisms involving these species.34–37 In this work, with the
aim to assess the first steps of radical-initiated reactions, specifi-
cally with O(3P), both relevant to the chemistry of the atmosphere
and combustion, the oxidation of 2,5-DMF initiated by O(3P) was
investigated at 550 K and 8 Torr of pressure (He as bath gas)
through synchrotron radiation coupled with multiplexed pho-
toionization mass spectrometry (MPIMS) at the Lawrence Berke-
ley National Laboratory (LBNL). The products were then identi-
fied by measuring their photoionization (PI) spectra and rational-
ized through a computational procedure. In this respect, we first
carried out quantum-chemical calculations for identifying the crit-
ical points on the singlet and triplet surfaces, as well as the pos-
sible channels for the interconversion from one magnetic surface
to the other. Subsequently, a kinetic model was constructed in
the framework of the Rice-Ramsperger-Kassel-Marcus Transition
State Theory40,41 (RRKM-TST), including its non-adiabatic ver-
sion42,43, and solved using a 1-dimensional (1-D) Master Equa-
tion. Given the number of utilized approximations, it is impor-
tant to remark that the main aim of our calculations is to pro-
vide a semi-quantitative rationale of the species experimentally
observed in the millisecond time-domain.

2 Experimental Methods
The Chemical Dynamics Beamline 9.0.2 at the Advanced Light
Source (ALS) of the Lawrence Berkeley National Laboratory was
utilized to carry out this experiment.44 Reaction species were
identified through multiplexed time- and energy-resolved mass
spectrometry coupled with tunable synchrotron radiation for pho-
toionization. Further details of the experimental set up are dis-
cussed in previous publications.45–48 2,5-DMF (Sigma-Aldrich,
purity ≥ 99%) was further purified through the freeze-pump-
thaw technique. The vapor from purified 2,5-DMF was collected
into a gas cylinder and diluted to roughly 0.54% (20.35 Torr
of 2,5-DMF in 3739 Torr total with He). A 4 Hz pulsed unfo-
cused 351 nm XeF excimer laser initiated the reaction by pho-
tolyzing the radical precursor NO2, which produced O(3P). The
photolytic precursor, NO2, and 2,5-DMF were introduced in the
slow-flow reactor (62 cm long and 1.05 cm of inner diameter)
together with He using calibrated mass flow controllers. The
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concentration of NO2 used in this experiment is calculated to
be 2.67 × 1014 molecule cm−3 at 550 K. Based on the reported
quantum yield of 1.00 for O(3P) at 351 nm49 and the ab-
sorption cross section of 4.62 × 10−19 cm2,50 O(3P) concentra-
tion is calculated to be 6.33 × 1012 molecule cm−3 at 550 K. The
concentrations of 2,5-DMF, calculated based on flow, tempera-
ture, pressure, and sample purity is 7.64 × 1012 molecule cm−3

at 550 K. Reaction species went through a 650 µm diameter
pinhole into an ionization region, where the synchrotron radi-
ation crossed and ionized the species if their ionization ener-
gies are equal or lower than the tuned synchrotron radiation en-
ergy. The ions were then collimated, focused, accelerated by 50
kHz pulses and detected through orthogonal-acceleration time-
of-flight mass spectrometry. The pressure inside the reactor was
kept constant (8 Torr) by gas removal using a closed-loop feed-
back throttle valve and through a capacitive manometer. The
reactor temperature was adjusted using 18 µm thick resistive
nichrome heating tape wrapped around the reactor tube. Insula-
tion for thermal homogeneity of the tube was achieved by a layer
of square-weave, yttria-stabilized zirconia cloth. The collected
data consisted of the ion signal as a function of photon energy
(eV), reaction time (ms), and mass-to-charge ratio (m/z), which
formed a three-dimensional data block. The prephotolysis signal
was removed through background subtraction and the energy-
dependent signal was normalized against the photocurrent mea-
sured by a calibrated photodiode. Two-dimensional slices of the
three-dimensional data were obtained by fixing one variable. The
reactants show negative ion signal (depleting species) from ki-
netic time plots (ion signal vs kinetic time), whereas products
have a positive signal. The signal was integrated in the time
range 0-50 ms to minimize the presence of secondary product sig-
nal. The photoionization (PI) spectra were collected in the energy
range of 7.9-11.0 eV with 25 meV step size (200 shots/step and
averaged). The collected PI spectra were used for products iden-
tification by comparing the measured spectra with literature or
simulated PI curves based on the Franck-Condon (FC) principle.
Due to the complexity in detecting and analyzing various isomer
species, the photon energy step size, and the energy resolution,
an uncertainty of ± 0.05 eV is given for the measured ionization
energies of species with a spectral onset.

3 Computational Methods

3.1 Quantum Chemical Calculations

Quantum chemical calculations were carried out using two dif-
ferent methods: (i) CBS-QB3 composite method51,52 and, when
required by the length or complexity of the calculation, (ii) Den-
sity Functional Theory with the wB97XD functional53 and the
6-311+G(2d,p) basis set (hereafter we refer to this level of the-
ory simply with the acronym DFT). Critical points on the 2,5-
DMF/O(3P) surface were located and characterized as true min-
ima and first order saddle points, i.e., Transition Structures (TS)
by calculating the corresponding harmonic vibrational frequen-
cies. For these calculations, the CBS-QB3 method was used as im-
plemented in the GAUSSIAN0954 package. Adiabatic ionization
energies (AIE), reaction energies and enthalpies were then eval-

uated with the same composite method with a reported mean av-
erage deviation of 4-5 kJ/mol.51,52 Adiabatic ionization energies,
used for simulating photoelectron spectra (PE), were calculated
by subtracting the zero-point vibrational corrected energy (E0) of
the optimized neutral from the E0 of the optimized cation. The
identification of the products was accomplished by comparing ex-
perimental PI spectra from this study with literature PI spectra.
When literature PI spectra were not available, Franck-Condon
(FC)55–58 and Frank-Condon-Herzberg-Teller (FCHT)55 simula-
tions were performed to obtain simulated PE spectra by approx-
imating the Frank-Condon factors based on the vibronic transi-
tions from the neutral to the cation. The actual mechanical role
of each of the located TS was then ascertained through Intrin-
sic Reaction Coordinate (IRC) calculations59,60. Possible involve-
ment of intersystem crossing (ISC), i.e., mutual hop from one
magnetic surface to the other,61 was also taken into account by
adopting an approximate approach, which assumes that the sys-
tem can cross in the proximity of the Minimum Energy Crossing
Point (MECP). This latter point is represented by the minimum
of the crossing hyperseam, i.e., intersection between multidimen-
sional hypersurfaces,62 and, hence, it can be considered as the
actual TS for processes involving ISC.63 For MECPs identification
we employed a standard analytical-gradient-based approach62,63

with the DFT method with the GAMESS US software.64 Geomet-
rical details of all the critical points and MECPs are reported in
the Supplementary Information (S.I.).

3.2 Kinetic Model

The main goal of this part of the study is to test the validity
of the mechanistic picture emerged by the Quantum Chemical
calculations focusing, in particular, on the interpretation of the
experimentally detected products. For this purpose we solved
the 1-dimensional (1-D) Master Equation, neglecting the effect
of angular momentum conservation and, hence, well aware of
the consequent limitations of the model. This was accomplished
through the MultiWell program package provided by Barker and
co-workers,65,66 assuming the validity context of the RRKM the-
ory used for calculating all the microcanonical rate coefficients.
The latter were evaluated on the basis of the harmonic frequen-
cies and the geometries of all the critical points, using the Den-
Sum and Ktools softwares implemented in the MultiWell pack-
ages65 for tight and loose TS, respectively. In particular, for the
loose transition states leading to the formation of oxygen addition
to DMF (see intermediates C and D in the Results section) we per-
formed constrained optimizations, i.e., at fixed DMF-oxygen dis-
tances, followed by the estimation of the harmonic vibrational fre-
quencies orthogonal to the path. These calculations were carried
out at the DFT level of theory and the details of these structures
are reported in the S.I. In the case of ISC channels, including the
MECPs kinetically treated as tight TSs, we adopted a slightly dif-
ferent procedure as reported in the next subsection. The contribu-
tion of tunnelling was taken into account by utilizing the Eckart
potential function67 for those reactions involving an hydrogen
transfer. All the simulations, propagated up to 10−2 seconds were
initiated by a chemically activated encounter complex formed as
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low as the reactants at the temperature of the experiment. He-
lium was used as bath gas and, for this purpose, bimolecular de-
activation was modelled using a biexponential down model with
a temperature dependent energy transfer (4Edown) provided by
Nguyen et al.68 and Weston et al.69 The Lennard-Jones param-
eters for He and all the involved intermediates were taken from
Hippler et al.70 and adapted from chemically similar species65.
We did not carry out further evaluation of the reliability of these
parameters in the present study. All the reaction channels, exclud-
ing the ones leading to bond cleavages, were treated as reversible
steps in the kinetic model.

3.3 Rate coefficients for non-adiabatic reactions

To estimate the relevant microcanonical rate coefficients for re-
actions involving ISC we employed an RRKM-like approach42,43

making use of the following equation:

k(E) =
2

hρ(E)

∫ E

0
ρ

MECP(E−Eh)Psh(Eh)dEh (1)

where h is the Planck costant, ρMECP(E−Eh) corresponds to
the density of the rotovibrational states at the MECP evaluated
also in this case using DenSum software.65 We utilized the eigen-
values of the MECP effective Hessian matrix as described in Bo
Yang et al.71. Finally, the term Psh, which provides us with the
hopping probability at the crossing, was estimated at the MECP
using the Landau-Zeener formula:

ρ
MECP(E−Eh) =

2πV 2
12

h4F

√
µh

2(E−EMECP)
(2)

In this expression, the term E−EMECP is the energy available
along the semi-classical reaction coordinate, µh is the correspond-
ing reduced mass, V12 is the norm of the the spin-orbit coupling
(average of the interactions between the singlet and all the triplet
substates) estimated at the same level of theory (DFT) within the
Linear Response Theory using the DALTON software72. Finally,
4F is the norm of the gradient difference between the two cross-
ing surfaces.

4 Results and Discussions

4.1 Experimental section

Figure 1 depicts all the experimental PI spectra along with either
the literature or simulated PI. Figure 1(a) shows the literature PI
spectrum of nitrogen oxide NO36 superimposed onto the experi-
mental PI plot of m/z = 30. Nitrogen oxide arises from the NO2
photolysis process. Figure 1(b) refers to the m/z = 40 experimen-
tal PI plot, which matches very well the literature PI spectrum of
propyne73. Its isomer allene is not observed because there is no
signal detected at its AIE of 9.7 eV.74

Figure 1(c) illustrates the literature PI spectrum of ketene75

superimposed onto the experimental PI plot of m/z = 42. Fig-
ure 1(d) depicts the m/z = 44 experimental PI spectrum, which
has been found to be consistent with the literature acetaldehyde
PI spectrum.74. Ethenol is not observed because no signal is de-
tected at its AIE of 9.33 eV,76 much lower than acetaldehyde AIE.
Figure 1(e) refers to the m/z = 70 experimental PI plot. The very

first part of this PI spectrum matches the reference PI curve of
3-buten-2-one up to 9.9 eV and then starts deviating. This can
be ascribed to the presence of 2-butenal isomer, with an onset at
9.7 eV. To the best of our efforts, no unimolecular pathways have
been found to give an explanation for 2-butenal formation, there-
fore, it may derive from a secondary chemistry mechanism. On
the basis of CBS-QB3 calculations, we can also assign this mass
to the dissociative photoionization fragment of diacetyl ethylene,
which can undergo a fast McLafferty rearrangement upon ioniza-
tion yielding a m/z = 70 daughter ion and neutral m/z = 42.
The experimental onset of 9.60 ± 0.05 eV is in good agreement
with the CBS calculated appearance energy (AE) of roughly 9.70
± 0.05 eV, backing up our assumption and making this assign-
ment ambiguous. Figure 1(f) shows then literature PI spectrum
of methylglyoxal77 superimposed onto the experimental PI plot
of m/z = 72. Despite the good agreement with the experimental
PI spectrum onset, the second part of the curve at higher photon
energies is very noisy due to the poor signal-to-noise ratio, hence
leading to a greater error for the assignment. Based on our mass
resolution, m/z = 72 is observed at 72.031 a.m.u. very close to
the methylglyoxal mass of 72.021 a.m.u., therefore, we can ex-
clude the presence of 2-butanone (C4H8O) with a mass of 72.057
a.m.u. Figures 1(g) and 1(h) present the PI spectrum of 3-penten-
2-one and one of its photodissociation ionization fragment, su-
perimposed onto the experimental PI spectra of m/z = 84 and
69, respectively. Figure 1(i) illustrates the PI spectrum integrated
from the literature photoelectron spectrum of dimethylglyoxal78

in the 8-11 eV energy range, superimposed onto the experimental
PI plot of m/z = 86. The first part of the experimental spectrum is
perfectly reproduced up to 10 eV, from which it starts deviating.
At higher photon energy the experimental signal starts deviating
from the literature spectrum. This might be due to a secondary
chemistry product or a dissociative photoionization fragment of a
larger mass. Finally, figure 1(j) shows the simulated PI spectra of
1,2-diacetyl ethylene and 2,5-dimethylfuran-3(2H)-one summed
up to match the experimental m/z = 112 PI spectrum. The CBS-
QB3 calculated AIE are 9.46 ± 0.05 eV and 9.01 ± 0.05 eV for
1,2-diacetyl ethylene and 2,5-dimethylfuran-3(2H)-one, respec-
tively. We did not report products from thermal decomposition
as we expected based on the experimental temperatures in agree-
ment with the Yoshizawa and co-workers33 findings, where less
than 10% of reactants decay is due to thermal decomposition at
much higher temperatures (around 1150 K). Although the Liu et
al.21 experiment was conducted in totally different conditions in
terms of pressure, temperature and reactants involved (DMF/O2
lean and rich mixture), we point out, among the several prod-
ucts measured in their experiment, short-chain products forma-
tion, such as propyne, ketene, and acetaldehyde similarly with
our experiment, whereas no matches can be found regarding the
other reaction species. No similarities in the identified oxidation
products are reported between our experiment and the Wei et
al.22 experiment as well.

4 | 1–12Journal Name, [year], [vol.],

Page 4 of 12Physical Chemistry Chemical Physics



3.5x10
-9

3.0

2.5

2.0

1.5

1.0

0.5

0.0

R
e
la

ti
v
e
 I
o
n
 S

ig
n
a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z=30
 Reference PI of NO (Savee et al.)

(a)

12x10
-12

10

8

6

4

2

0

R
e
la

ti
v
e
 I
o
n
 S

ig
n
a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 mz=40 
 Reference PI of propyne (Cool et. al)

(b)

25x10
-12

20

15

10

5

0

R
e
la

ti
v
e
 I
o
n
 S

ig
n
a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z=42
 Reference PI of ketene (Yang et. al)

(c)

8x10
-12

6

4

2

0R
e

la
ti
v
e

 I
o

n
 S

ig
n

a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z=44
 Reference PI of acetaldehyde (Cool et al.)

(d)

25x10
-12

20

15

10

5

0

R
e

la
ti
v
e

 I
o

n
 S

ig
n

a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z = 70
 Reference PI of 3-buten-2-one (Yang et al.)
  Reference PI of 2-butenal (Yang et al.)
 All m/z = 70 isomers

(e)

12x10
-12

10

8

6

4

2

0

R
e

la
ti
v
e

 I
o

n
 S

ig
n

a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z=72
 Reference PI of methylglyoxal (Scheer et al.)

(f)

80x10
-12

60

40

20

0

 R
e

la
ti
v
e

 I
o

n
 S

ig
n

a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

 Photon Energy (eV)

 m/z=84
 Experimental PI of 3-penten-2-one (This work)

(g)

80x10
-12

60

40

20

0

R
e
la

ti
v
e
 I
o
n
 S

ig
n
a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z = 69
 Experimental PI of m/z = 69 fragment

        from 3-penten-2-one (This work)

(h)
Journal Name, [year], [vol.], 1–12 | 5

Page 5 of 12 Physical Chemistry Chemical Physics



40x10
-12

30

20

10

0

R
e

la
ti
v
e

 I
o

n
 S

ig
n

a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 m/z=86
 Reference PI of dimethylglyoxal (Vonniessen et al.)

(i)

250x10
-12

200

150

100

50

0

R
e

la
ti
v
e

 I
o

n
 S

ig
n

a
l 
(a

.u
.)

11.010.510.09.59.08.58.0

Photon Energy (eV)

 Experimental PI m/z=112
 Simulated PI of 1,2-diacetyl ethylene (This work)
 Simulated PI of 2,5-dimethylfuran-3(2H)-oneb (This work)
 All m/z = 112 isomers

(j)

Fig. 1 Experimental photoionization spectra measured in the MPIMS experiment at 550 K with literature and simulated PI spectra superimposition.

4.2 Computational Section

Generally, atmospheric oxidations involving volatile organic com-
pounds (VOCs) need radicals like hydroxyl (OH) and atomic oxy-
gen O(3P), as well as nitrogen oxides (NxOy), to be initiated. Pre-
vious studies suggest that in the case of O(3P) initiated reactions
for unsaturated carbon molecules two main pathways can be ex-
pected: (1) oxygen atom addition to the unsaturated bonds34–38

and (2) hydrogen abstraction.79,80 Figure 2 presents the CBS-
QB3 relative energies of these two pathways, which are in good
agreement with the Yoshizawa and co-workers33 study, although
they present the early steps of the reaction solely occurring on the
triplet surface, stating that it is sufficient to account for primary
chemistry pathways, which, in the light of our findings, appears
to be a poor description of the overall potential energy surface
and dynamics. The B radical formation is a strongly endother-
mic channel owing to the large strenght of the ring C-H bonds.
On the other hand, H-abstraction from methyl groups leading to
the radical A appears as energetically more feasible. However,
additional calculations (not reported) have indeed showed that
this channel eventually leads to 5-methylfurfuryl alcohol whose
AIE of 8.02 eV, evaluated using the CBS-QB3 composite method,
makes this species as completely inconsistent with the measured
experimental onset of the corresponding detected m/z = 112 PI
spectrum from the MPIMS experiment. Moreover, a relatively
high electronic energy barrier of 16 kJ/mol, estimated at DFT
level of theory for such H-abstraction channel (see S.I. for addi-
tional details), makes such a route as hardly competitive, with
respect to the barrierless (see also S.I.) addition routes leading
to C and D intermediates. These findings are in good agreement
with Yoshizawa and co-workers33 where a CBS-QB3 activation
energy of roughly 20 kJ/mol is reported for what concerns the
H-abstraction channel, whereas addition channels are reported
barrierless for adduct D formation and with an unquantified tiny
barrier for adduct C formation. At the investigated temperature,
a sizeable free energy barrier of 55 kJ/mol has been found for the
H-abstraction route, whereas free energy barriers of 37 kJ/mol
and 32 kJ/mol have been calculated for adduct C and D forma-

tion, respectively. As the H-abstraction route is characterized by
an actual saddle point with a pure electronic energy barrier (16
kJ/mol), the O(3P) addition routes barriers are solely ascribable
to entropic effects whose contribution is included by evaluating
the molecular partition function at 550 K. In light of these find-
ings, also consistent with previous investigations35–38,80–82, we
limited our attention to the O(3P) addition routes appearing to
be the most viable ones to account for the products resulting from
primary-chemistry reactions.

The potential energy diagram is reported in Figure 3. The re-
action is, therefore, assumed to start on the triplet surface with
the formation of the intermediates C and D, which, at least in
principle, can either adiabatically evolve on the triplet surface or
undergo a spin transition through intersystem crossing. However,
concerning the species C we couldn’t locate any low-energy triplet
reaction route and, hence, this species is expected to cross to the
singlet surface through three possible MECPs leading to the inter-
mediates E, E1 and E2. From the intermediate E1 we observe the
formation of the experimentally detected propyne and methyl-
glyoxal, hereafter simply R4, whereas acetylene and the experi-
mentally detected dimethylglyoxal, hereafter R5, are formed from
the intermediate E2 through TS3. Propyne, together with the
experimentally detected acetaldehyde and CO (hereafter: R3) is
also formed from the intermediate E (2,5-dimethylfuran-3(2H)-
one) through TS5, whereas from the same intermediate we also
detected the formation of 3-penten-2-one and CO, hereafter R1,
through TS1 and TS2. Differently from the intermediate C, for the
initial adduct D we could locate a reaction route along the triplet
surface (see the green line in the Figure 3) eventually leading
to E5 through a C-O bond fission followed up with a McLafferty
rearrangment-like H-shift from one methyl group to the opposite
oxygen. This latter intermediate may then jump onto the singlet
surface to form 3-buten-2-one and ketene, hereafter R6, by pass-
ing through TS7 or 1,2-diacetyl ethylene, hereafter R2, through
TS6. This latter species can be also formed upon direct cross of
the species D on the singlet surface. Note that, notwithstanding
the apparent feasibility for adduct D to undergo the ISC falling
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into the E1 intermediate well, we did not manage to allocate
any MECP connecting these two species on the triplet and sin-
glet potential energy surface. Each of the above minima, TSs,
and MECPs have been then used for outlining the kinetic model
aimed at interpreting the products experimentally observed. The
main difficulty, in this respect derives from the fact that, as shown
in Figure 3, the reaction proceeds substantially without any tight
barrier with respect to the reactants. This suggests that, under the
experimental conditions of relatively high temperature and rela-
tively low pressure, the thermalization channels, whose modeling
is quite critical, are expected to be of great kinetic relevance and,
hence, crucial for the final outcome. As a matter of fact, from
the simulation of the whole reaction kinetics by assuming a com-
plete thermalization, i.e., by means of canonical-TST, we could
not observe the formation of any product. This finding, whose
details can be found in the S.I., clearly indicates that in these
conditions, as expected from the height of all the involved barri-
ers, all the intermediates are completely stuck in the deep wells
of the singlet surface without any chance to significantly evolve
into the products in the millisecond timescale. Consequently, it is
evident that, according to our model, most of the observed prod-
ucts should arise from a non-completely thermalized, i.e., rela-
tively ’hot’, fraction of the intermediates population even casting
doubts on the full-validity of the statistical assumption on the ba-
sis of the RRKM theory.83 Therefore, evading in the present study
dynamical and non-statistical effects and following the procedure
described in the Methods section, we carried out a 1-D Master
Equation integration resembling the experimental conditions of

8 Torr and 550 K. The results are reported in Figure 4) and, for
comparison, without bath gas (see S.I. for additional details), i.e.,
in the fully non-thermal conditions, for roughly estimating the
fraction of non-thermalized population mainly responsible of the
observed chemistry. By comparing the above kinetics at 8 Torr
with the the zero-pressure limit and the high-pressure limit (see
S.I. on these simulations), in particular considering the relative
amount of the deep-well intermediates in the millisecond time-
scale, we have roughly evaluated a 10% of non-thermalized pop-
ulation accounting for the observed products in the conditions of
the experiment. From Figure 4 we observe a very rapid formation
of intermediate E, indicating a very efficient ISC from intermedi-
ate C, immediately followed by E2 and R2 arising from adducts C
and D, respectively, within 10−10 s. On the other hand, E5 and E1
formation, at about 10−7 s, appear to be as slower processes with
the latter also formed in rather low relative concentration. Such
a delay may be ascribed, in the two cases, to different reasons. In
fact, whereas the formation of E5(T) requires a certain number
of intermediates, for E1 we might invoke slowing effects due to
the the intrinsic features of the MECP, which contributes to the
k(E) lowering. As a matter of fact, such a MECP, if compared to
the other MECPs, is characterized not only by a lower SOC and a
sightly higher barrier but also, as reported in the S.I., by a reper-
toire of high frequencies, which means that is a rather rigid struc-
ture with a reduced number of accessible states. Other aspects
emerged by Figure 4 deserve additional remarks. First of all, we
note that the back-dissociation channel of the initial adducts, in
the present conditions, is far from being negligible. Moreover, the
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kinetic model accounts for the formation of the long-lived inter-
mediates E2, which is not detected in the experiment, due to the
fact that the E2 cation has been found to be unbound, thus impos-
sible to be observed in the MPIMS experiment. Finally, among the
intermediates and the products described by the kinetic model, it
is worthwhile to highlight the very fast formation of R2 and E and,
although less efficiently, of R1 and E2. While R6 cannot be formed
owing the gap between TS6 and TS7 energy barriers with respect
to E5(S), the other products, including R3, R4, and R5 are formed
with a relative concentration of roughly 0.5%, much lower than
R1. Such a result might appear rather surprising as far as the
height of the corresponding barriers are concerned. Hence it is
clear that in these cases the ISCs must play a kinetically very rel-
evant role. Therefore, given the severe approximations adopted
for the non-adiabatic channels, we expect the final result to be
quantitatively affected by a non-negligible level of uncertainty as
shown in the next paragraph.

4.3 Branching Fractions

We calculated and compared the experimental and theoretical rel-
ative concentrations of the primary products with respect to the
reactant, i.e., branching fractions (BF). Ion intensities of each de-
tected signal are related to the concentrations of the species as
described by the following equation:

Si(E) = kσi(E)δiCi (3)

where Ci is the concentration of the species, σi(E) is the pho-
toionization cross-section of the species at the photon energy E, k
is the instrumental constant, Si(E) is the ion signal at the specified
photon energy integrated over a specific time range, and δi is the
mass discrimination factor accounting for the mass-dependent re-
sponse of the instrument, here approximately equivalent to the
mass of the species i raised to the power of 0.67.84 By employing
Equation 3, we calculated the BF as follows:

Cp

Cr
=

Sp
σpδp

Sr
σrδr

=
Spσrδr

Srσpδp
=

Spσr

Srσp

(
mr

mp

)0.67
(4)

where p and r stand for product and reactant, respectively.
Because the photoionization cross-sections of 3-penten-2-one is
not available in the literature, we estimated it by recording ab-
solute photoionization spectrum and measuring a value of 30.5
± 1.7 Mb at 11 eV. Using the literature photoionization cross-
section of 2,5-DMF and adding the estimated value of 13 Mb
for the photoionization cross-section of the carbonyl group from
Bobeldijk et al.85 we obtained a value of 43.2 ± 12.9 Mb for
2,5-dimethylfuran-3(2H)-one at 11 eV. For methylglyoxal and
dimethylglyoxal cross-sections, we used the acetone and acetalde-
hyde photoionization cross-sections by Cool et al.73,74 to obtain
18 ± 9 and 20 ± 10 Mb for methylglyoxal and dimethylglyoxal,
respectively. Finally, we employed the same procedure with di-
acetyl ethylene by referencing it to the dimethylglyoxal cross-
sections, to compute 34 ± 17 Mb at 11 eV by adding the C−−C
and C−C group cross-sections from Bobeldijk et al.85 We are
aware that these are very rough estimations, thus affecting the

reliability of the experimental branching fractions, which are pre-
sented with a significant error. Concerning the theoretical values
we have also re-evaluated the same quantities by modifying the
barriers heights in order to improve the agreement with the ex-
perimental data.

The results are reported in Table 1. Theoretical BFs are
in satisfactory agreement with the experimental values only
for 1,2-diacetyl ethylene, propyne and acetaldehyde. A bet-
ter match with the experimental values is obtained by lowering
the TS2, TS3, TS4 and TS5 energy barriers of 10-15 kJ/mol.
Such outcomes hence clearly indicate that the whole theoretical-
computational picture cannot provide us with a fully quantitative
answer. Whether such a limitation should be entirely ascribed to
the small - but not negligible - errors of the CBS/DFT calcula-
tions or, rather, to the heavy approximations introduced for the
kinetic model - e.g., lack of any dynamical effects or too crude
approximations for the ISCs channels or deactivation channels -
is beyond the actual purpose of this work, which is to provide an
explanation of the identified primary products as deriving from
non-thermal reactions and to unveil the significant role played by
the ISC to account for the overall system dynamics.

5 Conclusions
Propyne, acetaldehyde, methylglyoxal, dimethylglyoxal, 3-
penten-2-one, 2,5-dimethylfuran-3(2H)-one, and 1,2-diacetyl
ethylene have been identified as the main primary products of
O(3P) + 2,5-dimethylfuran reaction in the gas phase at 8 Torr
(He bath gas) and 550 K in the millisecond timescale. In order to
rationalize such an experimental outcome, we carried out quan-
tum chemical calculations and, on the basis of the located criti-
cal points as well as intersection between magnetic surfaces, we
implemented a 1-D kinetic model. Notwithstanding the crude ap-
proximations introduced in the model, essentially related to (i)
the use of a 1-D model, (ii) the collisional bimolecular quench-
ing with the bath-gas, (iii) the kinetics of non-adiabatic chan-
nels and, finally, (iiii) the assumption of the fully-statistical be-
havior of the kinetics, we were able of reproducing all the ob-
served products in the millisecond time range also suggesting that
the whole chemistry observed in such a time scale should be en-
tirely ascribed to the approximately 10% non-thermalized frac-
tion of the intermediates population. A better agreement with
the experimental data, prevented by the intrinsic errors coming
from quantum-chemical calculations, could be reached by empir-
ically modifying the heights of some of the involved barriers of
10-15 kJ/mol: a value close to the chemical accuracy expected
from our calculations.51,52 However, other errors deriving by the
above reported possible sources of uncertainty should be better
investigated with additional experiments, for instance using more
sophisticated computational approaches or different bath gases
to better address the quenching behavior and the relevant col-
lisional deactivation parameters both for an experimental and a
theoretical dynamics overview. Indeed, a gas with more degrees
of freedom, such as N2 may favor the overall quenching process
allowing the system to access the thermalization status in a faster
and, therefore, more efficient way. Moreover, pressure-dependent
experiments as low as 1 Torr or even lower if possible, would be
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Table 1 Experimental and computational (1-D model) branching fractions for reaction products: the experimental branching fractions are reported
with the estimated relative error; the corrected branching fractions of the third column are calculated after reducing the TS2, TS3, TS4, and TS5
energy barriers of approximately 10-15 kJ/mol.

Branching Fraction Experiment Kinetic Model Kinetic Model(corrected)
1,2-diacetyl ethylene 40.5 ± 21.3% 48% 48.5%
2,5-dimethylfuran-3(2H)-one 19.4 ± 6% 32.5% 24.5%
3-penten-2-one 26.4 ± 4.6% 5% 14.2%
propyne 1.7 ± 0.4% 0.5% 1.1%
acetaldehyde 1.9 ± 0.4% 0.3% 0.8%
methylglyoxal 2.9 ± 1.3% 0.2% 0.3%
dimethylglyoxal 9.5 ± 5% 0.5% 1.7%

notably useful to evaluate the efficiency of the thermalization pro-
cess operated by the bath gas as a function of the pressure, and
to accurately assess the non-thermalized/thermalized fraction of
the intermediates population from an experimental point of view.
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