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Abstract
First-principles lattice dynamics is applied to symmetric tilt grain boundaries (GBs) in Al, Si and 
MgO, with the goal of revealing critical factors in determining excess vibrational entropies at the 
atomic level. Excess vibrational entropies at GBs are found to vary depending on the substances. 
Al GBs tend to show larger excess entropies and hence larger temperature dependence of the GB 
free energies than those in Si and MgO. Most of the Si GBs show small excess entropies. For Al 
and MgO, atom-projected vibrational entropies are well correlated with bond-length changes at 
GB cores, and have large positive values as bond lengths increase for GB atoms. This 
demonstrates that a similar mechanism likely dominates excess vibrational entropies of GBs for 
both substances, despite their dissimilar bonding nature. For Si GBs, atoms with threefold 
coordination do not simply follow such a correlation, implying the importance of other factors 
that are different from bond-length changes. These systematic comparisons will be a foothold for 
understanding a physical origin of excess entropies at GBs even in more complex substances.

Keywords: Ab initio calculations; Lattice dynamics; Grain boundary structure; Thermodynamic 
stability; Entropy

1. Introduction
For polycrystalline and nanocrystalline materials, physical properties of grain boundaries (GBs) 
often govern a wide variety of material properties such as mechanical properties, electrical and 
thermal conductivities. GB free energies are also one of the important GB properties, as they have 
impacts on microstructure evolution and the resultant functionalities, through affecting grain 
growth and solute/impurity segregation. Temperature dependence of GB free energy is a critical 
factor in determining thermodynamic stability of GBs, as indicated by thermal grooving 
measurements on metals and oxides [1-4]. Readey and Jech reported that for a symmetric tilt GB 
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(STGB) in NiO, its GB energy strongly decreases with increasing temperature [1]. For yttria-
stabilized ZrO2, Tsoga and Nikolopoulos showed a moderate decrease in GB free energy as 
temperature increased, which was comparable to that of surface energy [3]. Recently Kelly et al. 
reported that with increasing temperature, relative GB free energies decreased for pure Al2O3 
while increased for doped Al2O3 [4]. Those studies indicate that there likely exist multiple factors 
in determining temperature dependence of GB free energy, and also that such factors may depend 
on each substance. Thus an understanding of how each factor influences GB free energy at a given 
temperature is essential, in order to control thermodynamic stability of polycrystalline and 
nanocrystalline macrostructures in a wide range of temperatures.

Among many factors, excess entropies originating from GBs are a fundamental quantity 
in GB thermodynamics. However, its contribution to GB free energy is still not fully understood 
quantitatively, due to the difficulty of experimentally determining entropic contributions in actual 
polycrystals. To complement this difficulty, classical atomistic simulations and density-
functional-theory (DFT) calculations have become powerful tools for understanding energetics 
of GBs at the atomic level. Previous theoretical studies have examined connections between GB 
free energy on GB atomic structure as functions of their misorientation angle and rotational axis 
for metal [5,6], covalent [7,8] and ionic systems [9-11]. Systematic search for metastable 
structures has been also conducted by employing simulated annealing and evolutionary search 
methods based on molecular simulations [12,13], in order to understand GB-structure transitions 
and their properties observed experimentally at finite temperatures [14-16]. However, most 
theoretical studies are limited to zero-temperature GB energies, without explicit consideration of 
entropic contributions to GB free energies. Consequently, there is still limited knowledge about 
how excess entropies are generated from GB atomic structure. In particular, excess vibrational 
entropies, which arise from differences between lattice vibration modes of bulk and GB atoms, 
have been scarcely investigated although they always exist at finite temperature.

Some earlier studies employed lattice dynamics methods based on empirical interatomic 
potentials in order to reveal contributions of excess vibrational entropies to GB free energies [17-
20]. Hashimoto et al. calculated excess vibrational entropies of STGBs in Al and indicated that a 
particular GB with an atom adjacent to an empty space has a larger excess entropy than that 
without such an atom [17]. According to a previous study by Najafabadi et al., some twist GBs in 
Au showed their most stable structures that are different at 0 K and 700 K, due to their excess 
entropy differences [18]. For a STGB in MgO, Harris et al. reported that its excess vibrational 
entropy is small, leading to a little decrease in GB free energy from 1.55 J/m2 at 300 K to 1.50 
J/m2 at 1200 K [20]. These results indicate that vibrational entropies strongly depend on GB 
atomic structures and potentially bonding nature. However, empirical interatomic potentials often 
fail to accurately capture DFT potential-energy surfaces at GBs [21-23], and their accuracy may 
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also depend on each GB structure. These facts make it difficult to compare between different GBs 
with respect to excess vibrational entropies. In addition, functional forms used for empirical 
potentials vary depending on bonding state, leading to the difficulty of quantitatively comparing 
excess vibrational entropies for substances with different bonding nature.

In a recent study on tungsten GBs by Scheiber et al., DFT calculations were combined 
with lattice dynamics based on the harmonic and quasiharmonic approximation [24]. Their DFT 
calculations and an analytic thermodynamic model [25] showed different values in GB free 
energy, demonstrating that DFT calculations are required to determine GB free energy 
quantitatively. Our recent work also employed the harmonic approximation based on DFT 
calculations in order to reveal how excess vibrational entropies are generated from GB atomic 
structures in MgO [26]. It was found that bond length changes of GB atoms from that of bulk 
atoms are well correlated with atom projected vibrational entropies, indicating that GB structures 
with longer bond lengths have a large excess vibrational entropy. For substances other than MgO, 
however, it is still unclear whether such atomic environment at GBs is also a critical factor in 
determining excess vibrational entropy.

With the goal of revealing critical factors in determining excess vibrational entropies of 
GBs for a wide range of solids, the present study systematically compares metal, covalent and 
ionic systems by performing DFT-based lattice dynamics. Here Al, Si and MgO are examined as 
model cubic systems. According to the coincidence site lattice (CSL) theory, structural 

characteristics of CSL-GBs can be crystallographically classified in terms of their  values, which 
are determined only from their original crystal systems. In this regard, these three materials are 
the same cubic system, yet have different chemical bonding states such as typical metallic, 
covalent, and ionic bonding. Depending on the difference in bonding nature, it can be expected 
that GB core structures involve specific structural units, atomic-coordination deficiency and bond 
lengths, as shown later. Such variations are found to be critical in determining vibrational 
thermodynamics of GBs. Their comparison is thus expected to provide a fundamental 
understanding of how bonding nature affects correlations between GB atomic structures and 
excess vibrational entropies, which will be a foothold to study substances with more complex 

bonding nature. STGBs with the [001] and  tilt axes are investigated. A comparison [110]
between the most stable and metastable GB structures is also made to examine possibilities of 
first-order transition of GB structures at finite temperatures. Furthermore, accuracy of commonly 
used empirical potentials is also examined by excess vibrational entropies and phonon modes to 
DFT results, in order to reveal their applicability for quantitatively calculating excess vibrational 
entropies.

2. Computational method
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2.1 DFT calculation and empirical interatomic potential
DFT calculations were performed using the projector augmented wave (PAW) method [27,28] 
implemented in the Vienna Ab initio Simulation Package (VASP) [29,30]. The exchange-
correlation energy was calculated using the revised version of the generalized gradient 
approximation formulated by Perdew, Burke and Ernzerhof (GGA-PBEsol) [31]. Electrons 3s23p2 
for Si, 3s23p1 for Al, 2s22p4 for O and 3s2 for Mg were treated as valence electrons. Electronic 
wave functions were expanded using a plane-wave basis set with energy cutoffs of 320, 500 and 
520 eV for Al, Si and MgO, respectively. The number of k-point meshes was set to 30 × 30 × 30, 
4 × 4 × 4 and 4 × 4 × 4 for conventional cells of Al, Si and MgO, respectively. The energy 
convergence criterion was chosen to be 10-5 eV for structural relaxation in order to search for low 
energy structures. By changing the convergence criterion from 10-5 eV to 10-8 eV, the lowest-
energy and metastable structures were again optimized and then used for lattice dynamics 
calculations. For structural relaxation, atomic positions were updated until the atomic forces 
acting on each atom became less than 10-2 eV/Å.

For comparison with DFT calculations, classical molecular simulations were performed 
using the general utility lattice program (GULP) [32]. For MgO, a Buckingham-type potential 
was used with a set of empirical parameters reported by Landuzzi et al. [33]. The rigid-ion model 
was assumed by setting formal changes of Mg and O ions to +2 and -2, respectively. For Si, the 
Tersoff [34] potential was used, and a modified embedded-atom-method (MEAM) potential 
parameterized by Lee et al. [35] was used for Al. 

2.2 Lattice dynamics calculations
Lattice dynamics calculations were performed using the finite displacement method implemented 
in the PHONOPY code [36]. In this method, a displacement of 0.01 Å was imposed to an atom. 
Here the harmonic approximation was employed to calculate second-order force constants, 
phonon modes and thermodynamic properties. Note that the in our previous study, the 
quasiharmonic approximation was also applied to a Σ5(310) GB in MgO to examine the effect of 
thermal expansion [26]. Consequently, thermal expansion had minor effects on the excess 
vibrational entropy, at least at around 1000 K. This indicates that the harmonic approximation is 
sufficient for examining the temperature dependence of GB free energies. Although anharmonic 
vibration may also affect GB free energies at high temperatures as indicated by a recent study 
based on an empirical potential [37], such analyses with DFT calculations are still 
computationally very demanding. The present study is thus restricted within harmonic lattice 
vibration.

It was assumed that a GB free energy per unit area  is equal to an increase in ∆𝐹GB

Helmholtz free energy F per unit area and that the entropic contribution arises from the vibrational 
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entropy  alone. In this assumption, F is expressed as 𝑆vib

𝐹 = 𝐸static + 𝐹vib = 𝐸static + 𝐸vib ― 𝑇𝑆vib, (1)
where  is the zero-temperature total energy, and  is the vibrational internal energy. 𝐸static 𝐸vib

The vibrational Helmholtz free energy  at a temperature T is given by𝐹vib

𝐹vib = ∑
𝑖

[1
2ℏ𝜔𝑖 + 𝑘𝐵𝑇ln{1 ― exp( ―

ℏ𝜔𝑖

𝑘𝐵𝑇)}], (2)

where  is the reduced Planck constant,  is the Boltzmann constant, and  is the phonon ℏ 𝑘𝐵 𝜔𝑖

frequency of the ith mode. The vibrational entropy  is defined as the negative of the 𝑆vib

derivative of  with respect to T:𝐹vib

𝑆vib = ―
∂𝐹vib

∂𝑇 =
1

2𝑇∑
𝑖

ℏ𝜔𝑖coth ( ℏ𝜔𝑖

2𝑘𝐵𝑇) ― 𝑘𝐵∑
𝑖

ln[2sinh( ℏ𝜔𝑖

2𝑘𝐵𝑇)].(3)

To examine the dependence of  on atomic environments at GBs,  was divided into the 𝑆vib 𝑆vib

atom-projected vibrational entropy  for the th atom for the wave vector k and mode j, as 𝑆vib
𝜇,𝑗 𝜇

follows:

𝑆vib
𝜇,𝑗 =

1
2𝑇∑

𝑖

|𝑒𝑖(𝒌,𝑗;𝜇)|2ℏ𝜔𝑖coth ( ℏ𝜔𝑖

2𝑘𝐵𝑇) ― 𝑘𝐵∑
𝑖

|𝑒𝑖(𝒌,𝑗;𝜇)|2ℏ𝜔𝑖ln[2sinh( ℏ𝜔𝑖

2𝑘𝐵𝑇)], (4)

where  is the ith Cartesian component of a polarization vector. The atom-projected 𝑒𝑖(𝒌,𝑗;𝜇)
vibrational entropy for the th atom ( ) was then obtained by summing  over 3N modes. 𝜇 𝑆vib

𝜇 𝑆vib
𝜇,𝑗

 was calculated from the difference between F for a GB structure and the perfect-crystal ∆𝐹GB

cell, denoted as  and , respectively. In addition,  was separated into each term 𝐹GB 𝐹BULK ∆𝐹GB

per unit area in the right side in Eq. (1):
∆𝐹GB = Δ𝐸static

GB + Δ𝐸vib
GB ― 𝑇Δ𝑆vib

GB, (5)
where ,  and  are the excess internal energy, the excess vibrational internal Δ𝐸static

GB Δ𝐸vib
GB Δ𝑆vib

GB

energy and excess vibrational entropy, respectively, all of which were scaled by the GB area of 
each GB.

2.3 Computational cell with grain boundary
Table 1 lists crystallographic properties of the GBs examined in this work. For Al, Si and MgO, 

eight GBs were constructed by varying misorientation angles of two grains (2θ) about the  [001]
and  tilt axes, in order to systematically examine a wide range of GB atomic structures. A [110]
GB simulation cell was built such that the x-axis is normal to the GB plane, the z-axis is oriented 
along the tilt axis, and the y-axis is oriented along the GB plane and perpendicular to the z-axis. 
The x-, y- and z-axis dimensions are denoted as Lx, Ly and Lz, respectively. For atoms located at 
the most distant position from the GB plane, the phonon partial density of states (PDOS) was 
found to be almost the same as that in the perfect crystal when Lx > 13 Å. This ensures that  ∆𝐹GB
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successfully converges to a constant value for Lx listed in Table 1.
To search for low-energy structures for each GB, a γ-surface method was employed in 

the following manner. Initially, multiple simulation cells were constructed by incrementally 
translating one grain relative to the other along the y- and z-axis. The length of the translation 
vector was set to 1 Å along each of the two axes. All simulation cells constructed were then fully 
relaxed, and their GB energies at 0 K were calculated. Finally, the lowest-energy and metastable 
structures at 0 K were used for lattice dynamics calculations. Here a “metastable” structure means 
that its atomic configuration after structural relaxation is different from those of the lowest-energy 
structure at 0 K, with higher  than that of the lowest-energy one. In this work, the second Δ𝐸static

GB

lowest-energy structures at 0 K were chosen as metastable structures.
In lattice dynamics calculations, supercells were constructed to account for a sufficient 

number of phonon modes. Thus a 2 × 2 × 2 supercell was used for Si and MgO, whereas a 3 × 3 
× 3 supercell was used for Al. After structural relaxation, the GB computational cells in Table 1 
were also repeated in the y- and z-axis so that Ly and Lz are larger than those of 2 × 2 × 2 and 3 × 
3 × 3 supercells of the conventional cells for MgO/Si and Al, respectively.

3. Results
3.1 Lowest-energy and metastable structures
Figure 1 illustrates the lowest-energy structures obtained from the γ-surface method and used for 
lattice dynamics calculations. Their  and excess volume ( ) are plotted in Figs. S1 and Δ𝐸static

GB ∆𝑉

S2 in the Supporting Information. As shown in Fig. 1, characteristic structural units (SUs) are 
formed depending on each of the substances. For MgO, most of the GBs studied have open 
structures with empty spaces at their GB cores and with mirror symmetry, as indicated by the 
black lines in the Σ13(510) GB. The same structures were reported in previous atomistic and DFT 
studies [26,38,39]. For the Σ13(320) GB, the lowest-energy structure is observed to be non-mirror 
symmetry. This GB structure has  = 1.73 J/m2, as small as the other GBs with the [001] Δ𝐸static

GB

tilt axis, indicating a reasonably low-energy structure. A similar structure was reported in a 
previous atomistic simulation in NiO [40], although no previous study reported an atomic 
structure of the Σ13(320) GB in MgO.

For the Al GB structures, SUs are indicated by the black lines. According to the notion 
in previous studies [41,42], the Σ13(510) and Σ5(310) GBs contain the same SU labeled as C, and 
the Σ5(210) and Σ13(320) GBs contain the US named B’. The Σ9(221) and Σ3(112) GBs are non-
mirror symmetry with the |E| and |DC| SU arrangements, respectively, whereas the Σ3(111) and 
Σ11(113) GBs are mirror symmetry with the D or C SU, respectively. These GB structures are in 
good agreement with those by previous atomistic studies on GBs in fcc metals [42-45].

For Si, most of the GBs consist of 4-fold-coordinated atoms without dangling bonds. 
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The Σ5(310), Σ9(221) and Σ13(510) GBs are non-mirror symmetry, whereas the other GBs are 
mirror-symmetry. These structures agree with those in the literature [46,47]. It should be noted 
that for the Σ3(112) GB, the globally lowest-energy structure was reported to require two repeats 

of the simulation cell along the  tilt axis [46]. It is also noted that the Σ13(510) GB obtained [110]
corresponds to the second lowest structure close in GB energy to the lowest-energy one, according 
to a previous theoretical study [48]. To obtain the lowest-energy structure of the Σ13(510) GB, 
one would require SA-based methods [48] or more advanced search methods such as genetic 
algorithm [7], instead of the γ-surface method alone. However, the goal of the current work is to 
reveal critical factors in determining , namely temperature dependence of . Thus in Δ𝑆vib

GB 𝜎GB

order to systematically examine GBs in the same conditions within the γ-surface method, all the 
computational cells of GBs were fixed to one repeat unit along the tilt axis.

Figure 2 shows metastable structures for the Σ5(310) and Σ13(510) GBs. For the MgO 
GBs, the metastable structures have dense structures without empty spaces although the lowest-
energy structures have the open structures (see Fig. 1). For the Al GBs, the metastable ones are 
non-mirror symmetry, whereas the lowest-energy atomic arrangements are mirror-symmetry with 
respect to the GB planes. For the metastable structures studied, their  values are 0.004-Δ𝐸static

GB

0.53 J/m2 higher than those of the lowest-energy counterparts, as listed in Table S1 in the 
Supporting Information.

3.2 Grain boundary free energy and excess vibrational entropy
Figure 3 shows  of the individual GBs as a function of T. The slope of each curve is almost ∆𝐹GB

the same as the value of , because  and  become nearly constant at T above Δ𝑆vib
GB Δ𝐸vib

GB Δ𝑆vib
GB

around 100 K, and the term  predominantly affects  with increasing T. This trend ― 𝑇Δ𝑆vib
GB ∆𝐹GB

is observed for the three substances as shown in Fig. S3 in Supporting Information. For all GBs 
for Al, Si and MgO,  takes positive values, and hence  decreases with increasing T. Δ𝑆vib

GB ∆𝐹GB

This trend is consistent with previous lattice dynamics calculations on GBs [17,18,24,26].
It is observed that the temperature dependences of  vary depending on GBs due ∆𝐹GB

to variations of ;  decreases by 0.065-0.38 J/m2, 0.0071-0.085 J/m2 and 0.0048-0.084 Δ𝑆vib
GB ∆𝐹GB

J/m2 from 0 K to half of the melting point for the MgO, Al and Si GBs, respectively. Among these 
GBs, the Σ13(510) and Σ13(320) GBs have larger  for the three substances. As a result, the Δ𝑆vib

GB

Σ13 GBs show larger decreases in  with increasing T and become thermodynamically more ∆𝐹GB

stable than some GBs at finite temperatures. For example, the Σ13(320) GB in MgO (light blue 
curve) becomes more stable than the Σ5(310) GB at about 700 K, while the Σ13(320) GB is 
energetically higher at 0 K. Similarly, the Σ13(510) GB in Al (red curve) becomes more stable 
than the Σ9(221) GB at 380 K. For these examples, the transition temperatures are less than half 
of the melting points for MgO and Al, indicating that such transition of relative thermodynamic 
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stability of GBs can occur even at moderate temperatures. Similar transitions of GB structures 
were also theoretically indicated in the literature [18,24,26]. Therefore, contributions of  to Δ𝑆vib

GB

 are physically non-negligible, and have an impact on thermodynamic stability of GBs.∆𝐹GB

Figure 3 also shows that the most stable and metastable GBs have a small but non-
negligible difference in  for some GBs. For the Σ3(112) GB in MgO, its metastable Δ𝑆vib

GB

structure is 0.02 J/m2 higher in  than the most stable one, while it becomes the most stable Δ𝐸static
GB

at about 730 K. Such transition was also reported in recent theoretical studies on STGBs in W 
[24] and Cu [38]. Although the current work examines only STGBs with low Σ values, first-order 
transition of GB structures may be a common phenomenon for various substances. It is also 
expected that general GBs, which likely have more complicated atomic structures than STGBs, 
have a diverse of metastable structures close in GB energy. Thus GB-structure transition may 
more frequently occur for general GBs than STGBs.

Figure 4 shows  as a function of 2θ at half of melting points for MgO, Al and Si. Δ𝑆vib
GB

Their comparison indicates that magnitudes of  depends on the substances. MgO and Al Δ𝑆vib
GB

have similar values for the  and  STGBs, although their relative values vary with [001] [110]
the misorientation angle and tilt axis. For Si, both  and  STGBs are entirely smaller [001] [110]
in  than the MgO and Al GBs, ranging between 0.60 × 10-4 mJ·K-1·m-2 and 1.04 × 10-4 Δ𝑆vib

GB

mJ·K-1·m-2. Due to the small  values, most of the Si GBs show less temperature dependence Δ𝑆vib
GB

of , as shown in Fig. 3(c). In Si polycrystals, GB distribution may thus be similar between ∆𝐹GB

0 K and finite temperature at least for STGBs with low-Σ values. It is expected that temperature 
dependence of  varies with bonding nature and that covalent-bonding systems may show ∆𝐹GB

small . Δ𝑆vib
GB

3.3 Excess vibrational entropy and GB properties
To understand critical factors in determining the magnitude of , this section firstly shows Δ𝑆vib

GB

correlations of  with GB properties. Here the zero-temperature GB energy ( ) and Δ𝑆vib
GB Δ𝐸static

GB

excess volume per unit area of a GB plane ( ) are examined.  is defined as the change in ∆𝑉 ∆𝑉
local volume at a GB-core region from the bulk value. Figure 5 shows the correlation between 

 and  for both the lowest-energy and metastable structures. The two quantities Δ𝑆vib
GB Δ𝐸static

GB

exhibit a rough correlation, although data points are scattered and also the correlation depends on 
each of the tilt axes. With the assumption that  linearly increases as a function of , Δ𝑆vib

GB Δ𝐸static
GB

the correlation factors of MgO, Al and Si are calculated to be 0.77, 0.94 and 0.82, respectively. It 
is thus expected that a GB with large  exhibits large  and thereby the large Δ𝐸static

GB Δ𝑆vib
GB

temperature dependence of  for all the substances.∆𝐹GB

Figure 6 shows the correlation between  and . It is found that their correlation Δ𝑆vib
GB ∆𝑉

strongly depends on each material. For MgO the data points are significantly scattered, with a 
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correlation factor of 0.28, indicating no explicit correlation. This trend is consistent with our 
previous studies based on the PBE functional [26]. Similarly, the Si GBs also do not show a clear 
correlation between the two quantities, although GBs with smaller  tend to have larger . ∆𝑉 Δ𝑆vib

GB

It was theoretically indicated that in MgO and Si, crystallographically more complicated STGBs 

and ATGBs often have SUs and coordination environments similar to the  and  [001] [110]
STGBs [8,49]. Thus more complicated GBs in MgO and Si also may not have a strong correlation 
between  and . On the other hand, the Al GBs show a relatively strong correlation Δ𝑆vib

GB ∆𝑉

between the two quantities, with a correlation factor of 0.90. The Al GBs studied also show a 
clear positive correlation between  and , with a correlation factor of 0.99 (see Fig. S4 Δ𝐸static

GB ∆𝑉

in Supporting Information). For Al GBs,  thus may be a critical factor in determining both ∆𝑉
 and , and thereby .Δ𝑆vib

GB Δ𝐸static
GB ∆𝐹GB

3.4 Excess vibrational entropy and GB atomic and electronic structures
Section 3.3 shows the correlation of  with  and . However, the two quantities Δ𝑆vib

GB Δ𝐸static
GB ∆𝑉

are averaged properties and thus do not provide more detailed information about generation 
mechanisms of . To reveal GB atomic environments that determine the magnitude of , Δ𝑆vib

GB Δ𝑆vib
GB

the bond-length change of each atom ( ) is firstly correlated with the difference in  between ∆𝑙 𝑆vib
𝜇

the perfect-crystal atoms and GB atoms, , as shown in Fig. 7. One data point corresponds to Δ𝑆vib
𝜇

the value of one atom. All atoms contained in all GB computational cells are plotted.
For MgO (Fig. 7(a)), both Mg and O ions show a clear positive correlations when 

classified into different coordination numbers, with correlation coefficients of 0.91, 0.97 and 0.97 
for 4-, 5- and 6-fold coordinated atoms, respectively. This trend is consistent with our previous 
study [26]. Figure 7(b) shows that the Al GBs also exhibit a relatively strong correlation with a 
correlation coefficient of 0.78, irrespective of the coordination numbers. It is also observed that 
the Al GBs have a wider range of  and  values than the MgO GBs. It is noted that some ∆𝑙 Δ𝑆vib

𝜇

Mg/O atoms and Al atoms deviate from the linear relationship. This is because GB structures 
involve not only bond-length changes but also changes in coordination number and atomic 
configuration simultaneously. It is noted that simple expansion and compression of the perfect 
crystal merely result in phonon-mode shift toward low and high frequencies, respectively, while 
maintaining the overall shape of the phonon DOS. Nevertheless, the above results suggest that 
although MgO and Al have the dissimilar bonding nature, bond-length changes are likely to be 
critical in determining  and hence  for these substances.Δ𝑆vib

𝜇 Δ𝑆vib
GB

In contrast, the Si GBs show a somewhat complex correlation between  and , ∆𝑙 Δ𝑆vib
𝜇

as shown in Fig. 7(c). Most of Si atoms with 4-fold coordination appear to follow a linear 
relationship with a correlation coefficient of 0.81, the 3-fold coordinated atoms clearly deviate 
from the correlation followed by 4-fold coordinated atoms. This trend is different from those of 
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the MgO and Al GBs (Figs. 7(a) and 7(b)). The deviation observed for the Si GBs may indicate 
the importance of another factor to be considered.

To further investigate factors in determining  at the electronic level, crystal orbital Δ𝑆vib
𝜇

Hamilton population (COHP) analyses implemented in the LOBSTER code [50] are applied to 
the Si GBs. COHP values arise from overlaps of atomic orbitals between adjacent atoms, and thus 
a larger value of integrated projected COHP (IpCOHP) means stronger covalency between Si 
atoms at the GBs. Here -IpCOHP values of Si atoms are correlated to  as shown in Fig. 8. Δ𝑆vib

𝜇

Although some data points deviate from a simple linear relationship, there is a negative correlation 
between -IpCOHP and  values. In addition, a serious deviation is absent unlike the Δ𝑆vib

𝜇

correlation between  and  (Fig. 7(c)). IpCOHP values, which directly reflect the ∆𝑙 Δ𝑆vib
𝜇

strength of covalent bonding, may thus be a critical factor in determining excess vibrational 
entropies for Si GBs.

According to Eq. (4), phonon-mode shifts toward low frequencies causes  to 𝑆vib
𝜇

increase. Figure 9 shows phonon PDOS profiles for atoms with positive or negative  values at ∆𝑙
the Σ13 GB cores. Their correlations between  and  are indicated by the yellow ∆𝑙 Δ𝑆vib

𝜇

diamonds in Fig. 7. For the Σ13(320) GB in MgO (Fig. 9(a)), the bulk Mg and O atoms have 
strong peaks at 8.47 THz and 11.95 THz, respectively, while these peaks become weak for the 
GB ions labeled as Mg1 and Mg2. Instead, new peaks appear as indicated by the black arrows. 

The Mg1 atom with positive  exhibits a lower-frequency peak at 6.92 THz, whereas the Mg2 ∆𝑙
atom with small negative  shows a higher-frequency peak at 18,93 THz. Similarly, the O1 and ∆𝑙
O2 atoms with positive and negative  show peaks at 9.50 THz and 20.22 THz, respectively.∆𝑙

For the Σ13(510) GB in Al (Fig. 9(b)), although the atoms at the GB also show a similar 
trend to those of the MgO GB, the phonon-mode shifts are more significant. The bulk Al atom 
originally has two peaks at 5.78 THz and 9.10 THz. For the Al1 atoms, not only these two peaks 
shift toward low frequencies, but also a clear low-frequency peak appears at 1.95 THz. For the 
Al2 atom, on the other hand, two close peaks appear at 10.23 THz and 10.78 THz in addition to 
the disappearance of the two bulk peaks. Similarly, for the Σ13(510) GB in Si (Fig. 9(c)), the Si1 

atom with positive  shows disappearance of the strong bulk peak at 14.28 THz.∆𝑙
The above results indicate that for all three substances, bond length changes of GB 

atoms are closely related to phonon-mode shifts toward high and low frequencies. In addition, the 
above results imply that if a GB contains many GB atoms with longer bond lengths than the bulk 
value, it is expected to have a large positive value of . Thus crystallographically more Δ𝑆vib

GB

complicated GBs, such as asymmetric, mixed GBs and triple junctions, may contain many such 
atoms and exhibit large excess vibrational entropies.

3.5 Comparison between DFT calculations and empirical interatomic potentials
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In this final section, DFT calculations and empirical interatomic potentials commonly 
used are compared with respect to excess thermodynamic and vibrational properties, in order to 
investigate the applicability of empirical potentials to GB thermodynamics. Figure 10 shows their 
correlations of  (zero-temperature GB energies as defined in Sec. 2). Respective Δ𝐸static

GB

interatomic potentials tuned for these substances are found to reasonably well predict  Δ𝐸static
GB

obtained from DFT calculations, although DFT  values for MgO and Si are often Δ𝐸static
GB

overestimated. Nevertheless, the order of  obtained from DFT calculations is still well Δ𝐸static
GB

predicted by the interatomic potentials. Thus qualitative prediction of  would be possible Δ𝐸static
GB

by means of empirical interatomic potentials, at least for  and  STGBs.[001] [110]
However, this is not the case for  as shown in Fig. 11. For MgO (Fig. 11(a)), the Δ𝑆vib

GB

Buckingham-type potential underestimates the DFT  values, and it also fails to predict the Δ𝑆vib
GB

order of the DFT values. It is therefore difficult to apply the ionic interatomic potential to 
quantitative evaluation of  even for  and  STGBs, which are the simplest Δ𝑆vib

GB [001] [110]

GBs with respect to crystallography and atomic structures. For Al (Fig. 11(b)), the DFT and 
MEAM values show a positive correlation, indicating that the MEAM potential can qualitatively 
predict DFT . However, as indicated by the blue and red arrows, some  values deviate Δ𝑆vib

GB Δ𝑆vib
GB

from the diagonal line and are underestimated or overestimated, depending on each GB. This 
suggests that the accuracy of the MEAM potential depends on individual GBs, and thus without 
DFT results, there would be always uncertainty about comparing MEAM  values of Δ𝑆vib

GB

different GBs. These results demonstrate that although the MEAM potential accurately predicts 
, its accuracy is not necessarily ensured in calculating . For Si (Fig. 11(c)), although Δ𝐸static

GB Δ𝑆vib
GB

the Tersoff potential tends to overestimate DFT  values, it still qualitatively predicts the Δ𝑆vib
GB

order of the DFT values. It is however noted that the current work examines only  and [001] [1
 STGBs with low Σ values, which are relatively low-energy GBs with simple atomic 10]

structures. The accuracy of the Tersoff potential will thus need to be examined for more complex 
GBs.

Figure 12 shows the correlation of , the atom-projected excess vibrational Δ𝑆vib
𝜇

entropies. For MgO (Fig. 12(a)), the Buckingham-type potential tends to slightly underestimate 
DFT  values. This corresponds to the trend in  as shown in Fig. 11(a). Again, this Δ𝑆vib

𝜇 Δ𝑆vib
GB

suggests that excess vibrational entropies are difficult to quantitatively determine by using this 
interatomic potential. For Al (Fig. 12(b)), data points appear to more significantly deviate from 
the diagonal line than those of  (Fig. 11(b)), although the number of data points differs with Δ𝑆vib

GB

the two figures. Even for atoms contained in the same GB, both underestimation and 
overestimation occur depending on each atom. This indicates that errors of MEAM  values Δ𝑆vib

𝜇

are cancelled out, and as a result,  shows the relatively well correlation between DFT and Δ𝑆vib
GB

interatomic-potential values (Fig. 11(b)). However, in order to reveal the connection between GB 
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atomic environment and excess vibrational entropy, errors of  would be non-negligible. For Δ𝑆vib
𝜇

Si (Fig. 12(c)), the data points encircled by dashed red and blue circles correspond to Si atoms 
with threefold and fivefold coordination, respectively. Using the Thereof potential,  of the Δ𝑆vib

𝜇

threefold-coordinated atoms are greatly overestimated whereas  of the fivefold-coordinated Δ𝑆vib
𝜇

atoms are underestimated. The reason that the relatively well correlation of  (Fig. 11(c)) Δ𝑆vib
GB

despite the large errors is that these atoms coexist at the Σ3(112) GB and ultimately the errors are 
cancelled out, as is shown in Al GBs.

Finally, Fig. 13 shows comparisons between the PDOS calculated from DFT and the 
MEAM potential. For the bulk Al atom (Fig. 13(a)), the MEAM potential qualitatively reproduce 
the main peak positions of DFT PDOS although it fails to reproduce the two peak intensities at 
5.79 THz and 8.97 THz. In Fig. 13 (b), one GB Al atom in the Σ13(510) GB (indicated by the red 
arrow in Fig. 12(b)) is chosen as an example, as the atom shows the large error in  as Δ𝑆vib

𝜇

indicated by Fig. 12(b). For DFT calculations, there are three strong peaks at 0.89 THz, 3.88 THz 
and 5.91 THz. The MEAM potential also shows similar peaks, but their high-frequencies are 
slightly different from the DFT peak. This difference in PDOS for bulk and GB atoms ultimately 
leads to the error shown in Fig. 12 (b). This comparison suggests that even for Al, one of the 
simplest crystal systems, accurate prediction of phonon frequency modes of GB atoms is difficult 
to attain by using the MEAM potential.

4. Conclusion
First-principles lattice dynamics is applied to GBs in order to reveal a physical origin of excess 
vibrational entropies ( ) in GB free energies ( ) at the atomic level. Here STGBs in MgO, Δ𝑆vib

GB ∆𝐹GB

Al and Si were systematically compared, with consideration of both the lowest-energy and 
metastable structures. It was found that Al GBs tend to have larger  and hence larger Δ𝑆vib

GB

temperature dependence of  than MgO and Si GBs. Si GBs entirely showed less ∆𝐹GB

temperature dependence of  due to small . Analyses of local atomic environments at ∆𝐹GB Δ𝑆vib
GB

GBs indicated that bond-length changes are well correlated with atom-projected vibrational 
entropies ( ), particularly for the MgO and Al GBs. GB atoms with longer bond lengths cause Δ𝑆vib

𝜇

their phonon PDOS to shift toward low frequencies. This trend is observed for the three 
substances studied, despite their difference in bonding nature. Although the current work 
examined the only simple crystal structures, it is expected that the same mechanism is also critical 
in determining excess vibrational entropies at GBs even for other more complex substances. For 
Si GBs, atoms with 3-fold coordination significantly deviate from the linear relationship between 
bond length change and . IpCOHP values, which is a measure of covalency, showed a Δ𝑆vib

𝜇

positive correlation to .Δ𝑆vib
𝜇

Furthermore, comparisons between DFT calculation and empirical interatomic 
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potentials are made in order to reveal their applicability to excess vibrational entropies at GBs. 
Their accuracy was found to depend on each substance and GB. It was also found that atom 
projected vibrational entropies of GB atoms involve non-negligible errors, depending on GB 
atoms. Such errors may be more significant for crystallographically more complex substances and 
GBs. Therefore, quantitative determination of GB thermodynamic properties is likely to be 
difficult by means of standard empirical interatomic potentials.
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Fig. 1 Lowest-energy GB structures obtained from the γ-surface method and used for lattice dynamics 
calculation for MgO, Al and Si. 
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Fig. 2 Σ13(510) and Σ5(310) metastable structures viewed along the [001] axis. 
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Fig. 3 GB free energies (∆FGB) as functions of temperature and the ratio of temperature to the melting 
points for (a) MgO, (b) Al and (c) Si. The melting temperatures are 3250 K, 933 K and 1687 K for MgO, Al 
and Si, respectively. Each line indicates ∆FGB for the corresponding GB. The solid and dashed lines with the 
same color represent ∆FGB of the lowest-energy and metastable structures for the same GB, respectively. 
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Fig. 4 Excess vibrational entropies (∆Svib
GB) as a function of misorientation angle (2θ) for (a) MgO, (b) Al 

and (c) Si. The values at around half of the melting points are plotted: 1630 K for MgO, 470 K for Al and 
840 K for Si. 
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Fig. 5 Correlations between ∆EGB
static and ∆SGB

vib at around half of the melting points for (a) MgO, (b) Al 
and (c) Si. Both the lowest-energy and metastable structures are indicated. 
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Fig. 6 Correlations between ∆V and ∆SGB
vib at around half of the melting points for (a) MgO, (b) Al and (c) 

Si. Both the lowest-energy and metastable structures are indicated. 
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Fig. 7 Correlations between bond-length changes from the bulk value (∆l) and changes in atom-projected 
vibrational entropy from the bulk value (∆Sμ

vib) for (a) MgO, (b) Al and (c) Si. One data point corresponds 
to those for a specific atom contained in a GB computational cell. The data points are colored with respect to 
the coordination number of each atom. The GB atoms indicated by the yellow diamond are used to plot their 

phonon PDOS (see Fig. 9). 
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Fig. 8 Correlation between IpCOHP values and ∆Sμ
vib for each Si atom in the GBs. 
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Fig. 9 Phonon PDOS curves of the GB atoms indicated by the yellow diamond in Fig. 7 for (a) the Σ13(320) 
GB in MgO, (b) the Σ13(510) GB in Al and (c) the Σ13(510) GB in Si. The black arrows indicate 

characteristic peaks observed for GB atoms. 
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Fig. 10 Correlations between ΔEstatic
GB calculated from DFT calculations and the empirical interatomic 

potentials for (a) MgO, (b) Al and (c) Si. 
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Fig. 11 Correlations between ∆SGB
vib calculated from DFT calculations and the empirical interatomic 

potentials for (a) MgO, (b) Al and (c) Si. 
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Fig. 12 Correlations between ∆Sμ
vib calculated from DFT calculations and the empirical interatomic potentials 

for (a) MgO, (b) Al and (c) Si. 
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Fig. 13 Phonon partial density of states (PDOS) obtained from DFT calculations (solid line) and the MEAM 
potential (dashed line) for (a) the bulk Al atom and (b) a GB Al atom in the Σ13(510) GB. 
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Table 1 Crystallographic properties of GBs studied.  is the number of atoms in a simulation 𝑁cell

cell used for structural optimization, and  is the distance between two GB planes along the x-𝐿𝑥

axis direction. A misorientation angle of two grains about the tilt axis is denoted as 2θ.
𝑁cell  [Å]𝐿𝑥Σ value/GB plane/

Tilt axis
2θ [°]

Al Si MgO Al Si MgO

Σ13(510)/[001] 22.62 78 108 156 15.73 14.55 17.42

Σ5(310)/[001] 36.87 40 80 80 13.20 17.36 14.63

Σ5(210)/[001] 52.13 60 80 160 14.07 12.20 19.83

Σ13(320)/[001] 67.38 104 100 208 14.90 18.83 15.70

Σ9(221)/[110] 38.94 38 72 72 13.12 16.36 13.13

Σ3(111)/[110] 70.53 28 48 48 16.28 18.84 14.72

Σ3(112)/[110] 109.47 38 72 72 15.88 20.20 16.25

Σ11(113)/[110] 129.52 24 46 88 14.75 18.14 15.09
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