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The two species considered here, O2 (oxygen molecule) and Ar (argon-atom), are both
abundant components of Earth’s atmosphere and hence familiar collision partners in this
medium. O2 is quite reactive and extensively involved in atmospheric chemistry, includ-
ing Chapman’s cycle of the formation and destruction of ozone; while Ar, like N2, typically
plays the nevertheless crucial role of inert collider. Inert species can provide stabiliza-
tion to metastable encounter-complexes through the energy transfer associated with
inelastic collisions. The interplay of collision frequency and energy transfer efficiency,
with state lifetimes and species concentrations, contributes to the rich and varied chem-
istry and dynamics found in diverse environments ranging from planetary atmospheres
to the interstellar and circumstellar media. The nature and density of bound and res-
onance states, coupled electronic states, symmetry, and nuclear spin-statistics can all
play a role. Here, we systematically investigate some of those factors by looking at the
O2–Ar system, comparing rigorous quantum-scattering calculations for the 16O16O–40Ar,
18O16O–40Ar, and 18O18O–40Ar isotope combinations. A new accurate potential energy
surface was constructed for this purpose holding the O2 bond distance at its vibrationally
averaged distance.

1 Introduction
Inelastic scattering and the associated energy transfer
play key roles in the stabilization dynamics of metastable
encounter-complexes and hence govern the chemistry, as
well as the energy flow and partitioning, in diverse envi-
ronments ranging from planetary atmospheres to the in-
terstellar and circumstellar media. A wide range of state
lifetimes, species concentrations, collision frequencies and
efficiencies, as well as radiative processes, all contribute to
a rich dynamics, with many subtleties.

There are three stable isotopes of oxygen in the atmo-
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sphere: 16O (99.76%), 17O (0.038%) and 18O (0.205%).
Anomalous abundancies of the various isotopologues of
ozone (O3) were first detected in Earth’s stratosphere in
the 1980s,1–3 with heavier species accumulating in greater
concentration than expected from simple mass-dependent
fractionation. This has been studied extensively,4–22 and
factors such as the nature and density of bound and res-
onance states, coupled electronic states, symmetry and
nuclear spin-statistics—as well as photolysis steps in the
Chapman’s cycle of ozone formation/destruction—have all
been investigated or implicated. It is a tremendous chal-
lenge to disentangle these effects accurately with appro-
priately rigorous quantum dynamics methods, given the
complexity of ozone’s coupled electronic structure, as well
as the dimensionality of collision-complexes such as O3–
Ar, or the more atmospherically relevant O3–N2. The col-
lisional stabilization relevant to ozone formation involves
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highly excited resonance states of ozone (O∗3).23 Neverthe-
less, to explore some of the factors relating to collision ef-
ficiency, we previously performed bound states24 and scat-
tering25 calculations for O3–Ar with the ozone molecule
in its ground rovibrational state, comparing results for
16O16O16O with 16O18O16O and 18O16O16O. One of the 18O
substitutions breaks the symmetry and roughly doubles the
density of (boson) allowed states, while the other does not.
Some models for energy transfer connect state density with
transfer efficiency. For ozone, since the mass difference is
small and the symmetry-breaking slight, it was found that
the near evenness of the potential energy surface (PES)
that is maintained, makes the cross-sections to the newly
allowed states small, thus limiting their role. However, in
the limited set of results that were obtained, there were still
some tantalizing indications of slight differences for the
broken-symmetry isotopologue. Rigorous quantum scatter-
ing calculations are computationally expensive for O3–Ar
and prohibit thoroughly exploring a wide variety of initial
and final states. On the other hand, while not the subject
of anomalous isotopic fractionation, the simpler O2–Ar sys-
tem offers a framework to explore some of the same issues,
while also lending itself to more affordably extensive cal-
culations, probing both excitation and de-excitation. Given
an accurate PES, atom-diatom collision studies are quite
routine and affordable.26–28 The one complication encoun-
tered for the ground electronic state of molecular oxygen
(O2(

3X−g )) is that of the open-shell radical triplet spin-
multiplicity and the consequent fine-structure splitting of
the rotational level manifold. Lique and co-workers has
previously reported a version of the close-coupling method
implemented in MOLSCAT, modified to resolve scattering
cross-sections to the individual fine-structure levels.29–31

The atmospherically relevant O2–Ar system, has been
the subject of both experimental and theoretical studies for
several decades. As early as 1972, Tully and Lee32 reported
experimental differential cross section for O2–Ar collisions
at 73.9 meV average collision energy. One year later, Hen-
derson and Ewing33 reported the O2–Ar infrared spectrum,
making this system the first radical–rare gas complex to
be observed spectroscopically; they also proposed a model
potential, and concluded that the complex has a T-shaped
equilibrium geometry. Since then, the O2–Ar interaction
has been explored extensively, both experimentally32–47

and theoretically,48–65 becoming a prototypical example of
the interaction between a closed-shell atom and an open-
shell molecule.

The experimental data providing valuable information
about the inter-species potential for this complex, can
be classified in three main groups: (i) differential32,38,42

and integral34–36 scattering cross sections, (ii) spectro-

scopic determinations,33,40,42 and (iii) gaseous or con-
densed phase properties.37,41,66 Several (semiempirical)
PESs have been obtained through a combined analysis of
as many data as possible from the different kinds of exper-
iments.

Early estimates of the isotropic part of the inter-
molecular PES were done by Smith and Giraud48 and
Mingelgrin and Gordon49—by using earlier combination
rules67,68 and separate pure-species potentials.69,70 The
first anisotropic semiempirical potential was proposed by
Pirani and Vecchiocattivi50 through a multiproperty fit to
experimental data, using as a parametric form a sophisti-
cated highly-flexible function labeled ESMSV (exponential-
spline-Morse-spline-vdW). The isotropic components of
their PES was determined through a best fit to integral
cross sections at thermal34 and high energies,35,36 the sec-
ond virial coefficients,71 the rainbow angle in the differ-
ential cross section,32 and the P and R branches in the in-
frared absorption spectrum of the complex;33 and the long-
range anisotropies were determined by requiring the opti-
mized potentials to reproduce an effective barrier for ro-
tation of the O2 molecule.33 The short-range anisotropies
were determined through the same procedure employed
before by Mingelgrin and Gordonzo49 and by Smith and
Giraud,48 approximating atom–diatom interactions as the
scalar addition of the individual atom–atom interactions.72

This PES was later used to study vibrationally inelas-
tic processes,51 the rotational predissociation of the com-
plex,55 and to calculate the low-temperature fine-structure
and Zeeman spectrum;52,53 although further examination
found the (too small) well-depth as an obvious deficiency
of the potential.38 The ESMSV model was later improved—
using a different functional form—by Candori et al.54 to
also reproduce the experimental total differential scatter-
ing cross section.32,38 The new ESMSV model was fur-
ther examined in a comparison with high-resolution molec-
ular beam experiments.42 Calculations showed the need
for substantial corrections in the angular anisotropy of the
interaction to correctly reproduce the experimental cross
sections.42,56 The model was also found to give only fair
agreement with further experiments on pressure broaden-
ing cross sections.39 The attractive well region of the O2–Ar
interaction potential was the subject of very detailed stud-
ies of the fine-structure spectrum and of the weak Zeeman
splittings,40 which also supplied suggestions for future im-
provements.

Later on, Gianturco and coworkers57–60 proposed an-
other set of improved semiempirical-PESs, labeled M3SV,
which were aimed at a better reproduction of exist-
ing experimental data of transport properties (diffusion
and viscosity)41,66 and total differential cross sections
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from crossed beam measurements.42 Briefly, the M3SV
model involved the selection of three different orientation-
dependent Morse functions, which describe (respectively)
the repulsive wall, the well region, and the attractive part
of the well. Their best surface, Gianturco and Storozhev’s
PES,60 proved to be more anisotropic than the ESMSV-PES,
providing an improved description of the O2–Ar interac-
tions in the region of the global minimum, but was ex-
pected to be less accurate in the areas far from this region.
In general, both ESMSV and M3SV empirical PES-models
predict a moderately deep primary well for the system, lo-
cated at the T-shaped configuration. Although this min-
imum is consistent with the equilibrium position for the
complex reported in experimental studies,33 the empirical
models failed to reproduce one important aspect of the PES
global topography: the existence of an additional (shal-
low) potential well for the linear configuration—which
is consistently found in all subsequent ab initio calcula-
tions61–63 and inferred from Coulomb explosion imaging
experiments.43

The first attempt to construct a PES for the O2–Ar system
purely from ab initio calculations, in 1996, used coupled-
cluster calculations to obtain the interaction energies only
for linear and T-shaped geometries, and extrapolated the
value of the potential for other geometries by interpolation
(using a model that employs effective Ar–O potentials).61

Although this PES exhibited two wells, with the one cor-
responding to the linear configuration being shallower, it
represented the potential for intermediate bent geome-
tries much less accurately. Cybulski and collaborators62

obtained a more accurate ab initio-based PES, using su-
permolecular unrestricted Moller-Plesset perturbation the-
ory73 to compute the interaction energies for six different
angular cuts (and eight intermolecular distances), fitting
the ab initio data to an expansion of even Legendre poly-
nomials and Morse-vdW functions74—this PES was used
very recently by Wang and Carrington64 for computing the
rovibrational spectrum of the system. In 2004, the double-
welled topology for the O2–Ar PES was also confirmed by
Naumkin and McCourt,63 who used the restricted coupled-
cluster RCCSD-T method75,76 to compute the interaction
energies for five equidistant angular cuts (and twelve in-
termolecular distances).

For this study, we develop a new highly-accurate PES,
combining our automated interpolative PES-fitting ap-
proach with highly converged ab initio data. In Section 2
we describe the electronic structure method and fitting pro-
cedure, and characterize the PES. In Section 3 we describe
the scattering calculations. In Section 4 we provide results
and discussion, followed by our Conclusions and Outlook.

Fig. 1 Internal (Jacobi) coordinates used to describe the O2–Ar
interaction.

2 Potential energy surface
As illustrated in Figure 1, to describe the vdW interactions
in the O2–Ar complex we chose Jacobi coordinates. As can
be seen in the figure, R is the length of the vector (i.e., the
distance) from the center-of-mass of the O2 molecule to the
argon atom, and θ corresponds to the angle between this
vector and the O2 bond axis.

The geometry of the O2 molecule was held rigid at equi-
librium, using the vibrationally averaged distance: r(O–
O)= 1.20752 Å, which is consistent with the experimental
rotational constant.77 Only a single PES was constructed,
for the symmetric (e.g., 16O16O–Ar) complexes. Then, by
transforming the coordinates to accommodate the shifted
center-of-mass of the O2 molecule upon isotopic substitu-
tion, the same PES could be used to study the broken sym-
metry case; this is very straightforward in 2D, with the
oxygen molecule held rigid. Masses of 15.99491461957,
17.99915961286 and 39.9623831237 u were used for 16O,
18O and 40Ar respectively. For the PES fitting data, the elec-
tronic energies were computed using explicitly-correlated
unrestricted coupled-cluster theory78 with all electrons
(AE) correlated, extrapolated to the complete basis set
limit, (AE)UCCSD(T)-F12b/CBS. The basis extrapolation
was performed using the Peterson CVTZ-F12 and CVQZ-
F12 bases79 and the l−3 formula.80 All ab initio calcula-
tions were performed using the MOLPRO electronic struc-
ture code package.81 Stable convergence to the roHF refer-
ence was achieved by first using MOLPRO’s CASSCF (multi)
algorithm with the occupation of the desired configuration
specified, followed by a single iteration of the restricted
open HF (roHF) SCF algorithm to prepare the orbitals
for the UCCSD(T)-F12b procedure. A geminal beta coef-
ficient value of 1.5 was specified for the all-electron F12
calculations. Some additional benchmarking of the com-
puted well-depth was performed comparing the standard
UCCSD(T) and explicitly correlated UCCSD(T)-F12b meth-
ods, comparing also valence-only, and all-electron (core)
correlation. The results are given in Table 1. As can be
seen in the table, the well-depth at the CBS level consid-
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Table 1 Calculated well-depth for the T-shaped global minimum
(R = 3.5385 Å and θ = 90 degrees), comparing standard and
explicitly-correlated unrestricted coupled-cluster theory. The ef-
fect of including the core electrons in the correlation treatment
(AE) is also compared. Energy values are in cm−1

VnZ-F12 CVnZ-F12
n UCCSD(T)-F12b (AE)UCCSD(T)-F12b
2 125.5 83.0
3 116.4 99.3
4 111.1 100.9
5 113.3 —

CBS∗ 116.9 100.7

aug-cc-pVnZ aug-cc-pCVnZ
n UCCSD(T) (AE)UCCSD(T)
2 128.1 146.1
3 126.2 128.9
4 123.4 122.8
5 120.4 118.1

CBS∗ 114.8 107.9
∗ CBS values were obtained using the three highest available zeta
values for each method and basis series, and an optimized power-
law formula. The well-depth on the fitted PES is 101.6 cm−1.

ering only valence electron-correlation is quite consistent
for both the standard and explicitly-correlated methods:
115 cm−1 and 117 cm−1 respectively. Inclusion of core elec-
trons in the correlation treatment reduces the well-depth
fairly significantly, to 108 cm−1 and 101 cm−1 for the stan-
dard and explicitly correlated methods respectively. The
7 cm−1 difference between methods at the CBS level is
slightly unusual (somewhat larger than typical). Similar
behavior was noted in an earlier study of the CO dimer.82

Since the extrapolation beyond the highest zeta level is
much less for the F12 method, and is hence perhaps more
reliable, it was chosen for the PES construction. Indeed,
this approach was found to be more accurate for the CO
dimer.

The two dimensional (2D) PES was constructed using
an automated interpolating moving least squares (IMLS)
methodology, which has been used in several previous
studies24,83–87 and has been recently released as a software
package under the name AUTOSURF.88 As usual,89 a local
fit was expanded about each data point and the final po-
tential is obtained as the normalized weighted sum of the
local fits. This interpolative approach can accommodate ar-
bitrary energy-surface topographies and is particularly ad-
vantageous in cases of PESs with large anisotropy, which
are challenging for traditional quadrature-type expansions.
The procedure has been described in detail elsewhere.88–91

The shortest intermonomer center-of-mass distance consid-
ered is R = 2.5 Å, with the additional restriction of a maxi-

Fig. 2 Lower panel: 2D plot of the PES. The black contour rep-
resents the energy E0 =−80 cm−1. Dashed (solid) contours rep-
resents energies below (above) E0, in steps of 2 cm−1 (20 cm−1).
The continuous blue line represents the minimum energy path
connecting the two minima. Upper panel: Energies along the
minimum energy path between the minima.

mum repulsive energy of 6 kcal/mol (∼ 2100 cm−1) above
the separated monomers asymptote. The ab initio data
coverage in the fitted PES extends to R = 15.0 Å. Taking ad-
vantage of the system’s symmetry, energies are only com-
puted in the reduced angular range 0 < θ < 90 degrees.
For the final PES, the global root-mean-squared fitting er-
ror was 0.24 cm−1 (0.01 cm−1 for energy-regions below the
asympote) and the total number of automatically gener-
ated symmetry-unique points needed to reach that target
was 210. The analytical representation of the PES is avail-
able from the authors upon request.

A contour plot of the PES is given in Figure 2 (lower
panel). As can be seen in the figure, the global minimum
occurs for the T-shaped geometry, with an equilibrium dis-
tance on the fitted PES at R = 3.539 Å. Somewhat similar
distances of R= 3.58, 3.55, and 3.48 Å were reported in ref-
erences 60, 62, and 63 respectively. There is also a local
collinear minimum at R= 4.045 Å. We note that although—
as discussed above and given in Table 1—the well-depth
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Table 2 Geometric parameters and potential energy for the
global (GM) and local (LM) minima, as well as the transition struc-
ture (TS) of the O2–Ar complex. All energies are given relative
to the asymptote. Distances are in Angströms, angles are in de-
grees, and energies are in cm−1

GM LM TS
R 3.539 4.044 3.952
θ 90.00 0.00 38.34
V -101.49 -85.83 -82.00

for standard UCCSD(T)/CBS without core-electron corre-
lation is slightly deeper, the equilibrium geometric param-
eters are very similar at R= 3.541 Å and R= 4.049 Å for the
global and local minima respectively. On the PES, passage
from the global minimum to the local collinear minimum
involves surmounting a barrier of about 20 cm−1. The up-
per panel in Figure 2 illustrates the minimum energy path
between minima. The energies and geometric parameters
of the minima are given in Table 2.

3 Scattering calculations
In this work, we focus on the rotational (de)excitation of
16O16O, 16O18O and 18O18O (hereafter denoted as 66, 68
and 88, respectively) induced by collision with Ar. As the
ground electronic state of the targets is a 3Σ− state, the
rotational levels are split into fine structure levels due to
the spin-rotation coupling.92 Considering the intermediate
coupling scheme, the wave function describing the rotation
of the (66, 68 and 88) oxygen molecule can be expressed
for j ≥ 1 as:93

|F1 jm〉= cosα |N = j−1,S jm〉+ sinα |N = j+1,S jm〉

|F2 jm〉= |N = j,S jm〉

|F3 jm〉= cosα |N = j+1,S jm〉− sinα |N = j−1,S jm〉 (1)

with |N,S jm〉 being the Hund’s case (b) basis functions and
the total angular momentum of the molecule ( j) being de-
fined as a sum of the nuclear rotational quantum num-
ber (N) and the electronic spin (S) angular momenta:93,94

j = N+S. The mixing angle (α) is determined by diagonal-
izing the molecular Hamiltonian. In the pure Hund’s case
(b) limit (α tends to zero) the values N = j−1, N = j, and
N = j+1, as shown in equation 1, correspond to the spec-
troscopic indexes F1, F2, and F3, respectively. The value of
α was found to be very small and hence hereafter, we will
use the pure Hund’s case (b) limit notation for the energy
levels even though the intermediate coupling scheme was
explicitly considered in the calculations.

Rotational energy diagrams for the ground vibrational
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Fig. 3 Rotational energy levels below 50 cm−1 for the 66 (red),
68 (blue) and 88 (green) isotopologues of molecular oxygen. The
energy levels are labeled as N j. For each isotopologue, the lev-
els are separated in three columns, corresponding to the spec-
troscopic indexes F1 (left), F2 (center), and F3 (right). See the text
for details.

state of all (66, 68 and 88) isotopologues of O2 are shown
in Fig. 3 for N j levels up to N = 5. Since 16O and 18O are
spin-zero bosons, for the 66 and 88 homonuclear isotopo-
logues the quantum number N is restricted to have odd
values, while this restriction does not exist for the 68 oxy-
gen molecule; thus the density of states is roughly doubled
for the 68 isotopologue. In tabulating detailed state-to-
state results, we treated transitions between levels up to
N = 21, which includes the lowest 33 fine-structure levels
for the 66 and 88 isotopologues, and 64 levels for the 68
isotopologue. One can also notice a more subtle increase
in state density—caused by the slight change (decrease) in
the rotational constant of the oxygen molecule when the
mass of the system increases—going from 66 to 68 to 88.

In each isotopologue, considering fine-structure levels
well below the first excited vibrational state, the gaps be-
tween the groups of states for each N increase. This sparse-
ness in the state-manifold (in this energy range) is in con-
trast to the distribution of states in the energy-range rel-
evant to the stabilization of ozone, where the density of
(bound) vibrational states, and hence ro-vibrational states,
increases and is much higher towards the top of the well.95

In ozone, the density of resonances above dissociation is
less and each state is associated with a lifetime. Stabiliza-
tion of ozone involves de-excitation from an unbound reso-
nance state, just above the dissociation threshold, into the
denser manifold of bound ro-vibrational states below.

Scattering calculations were carried out using the exact
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close-coupling quantum mechanical method for total ener-
gies (E) up to 2000 cm−1. In practice, the coupled equa-
tions were solved in the intermediate coupling scheme, as
implemented in the modified MOLSCAT code,96 in order
to resolve the fine structure of the isotopologues. Given
the relatively low cost of the calculations, parameters were
tested and selected generously to ensure good conver-
gence. The radial wave function was propagated from 2 Å
to at least 60 Å using the modified log derivative-airy in-
tegrator.97 The integration step was kept below 0.1 Å by
setting the STEPS-parameter to 30 for total energies below
100 cm−1 and gradually decreasing this variable down to
6 for 1500 cm−1 ≤ E ≤ 2000 cm−1. In order to take into
account the coupling between closed and open channels,
we included in the rotational basis of the isotopologues
all accessible levels along with at least nine energetically
closed channels. Typically, for the spin-zero bosons N was
smoothly increased from 11 (for energies below 30 cm−1)
to 33 (for 1500 cm−1 ≤ E ≤ 2000 cm−1). In the case of the
68 isotopologue, incrementing by one the above N-values
was enough to converge the cross-sections. Considering
these basic inputs, we spanned the total energy using an ir-
regular step. More explicitly, the spacing was set to 1 cm−1

for E ≤ 800 cm−1, 5 cm−1 for 805 cm−1 ≤ E ≤ 900 cm−1,
10 cm−1 for 910 cm−1 ≤ E ≤ 1000 cm−1 and 20 cm−1 for
1020 cm−1 ≤ E ≤ 2000 cm−1. The energy grid used be-
low 800 cm−1 is small enough to describe fairly well the
resonances which are expected at low kinetic energy.

Because the quantum scattering calculations require a
particular expansion of the angular dependence of the PES,
the 2D IMLS potential was expressed in the form:

V (R,θ) = ∑
λ

Vλ (R)Pλ (cos θ) (2)

where coefficients Vλ only depend on coordinate R and
Pλ (cos θ) is the Legendre polynomial of order λ . Terms
up to λmax = 18 were retained in the polynomial expansion
of the potential providing a representation with negligible
fitting error.

Using the computational scheme described above, the in-
elastic cross-sections (σ) associated with transitions from
each initial rotational state N j to each final state N′j′ were
obtained at each kinetic energy Ek (Ek = E−EN j ), and then
thermally averaged using the Maxwell-Boltzmann veloc-
ity distribution to derive fine-structure resolved rate coeffi-
cients (k) for temperatures (T ) ranging up to 200 K:

kN j→N′
j′
(T ) = (

8
πµβ

)1/2
β

2
∫

∞

0
EkσN j→N′

j′
(Ek)e−βEk dEk (3)

The parameter β is defined as 1/kBT , with kB being the

Fig. 4 Collisional excitation cross sections from the N j = 12 ini-
tial state for the 66 isotopologue as a function of collision energy.
The first few F-preserving (upper panel) and F-changing excita-
tions (two lower panels) are plotted.
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Fig. 5 State-to-state downward rate coefficients for the 66, 68 and 88 isotopologues of molecular oxygen induced by collision of a
particular initially excited state (the N j = 99 F2-state) with argon at T = 200 K. Transitions among fine structure levels are labeled as
(N j = 99)→ N′j′ .

Boltzmann constant, and µ stands for the reduced mass of
the system.

4 Results and discussion

In 2010, Lique reported98 the fine-structure-resolved rates
for excitation of 16O16O by collision with helium, consider-
ing mainly transitions from the N j = 12 (F1) initial state.
Two main propensities were observed: a) the expected
drop in cross-sections and corresponding rates with in-
creasing ∆N, and b) significant favoring of ∆ j = ∆N (F-
preserving) transitions. Shape and Feshbach resonances
were observed in the lowest energy region of the cross-
section plots, extending to about 125 cm−1, well past the
well-depth of about 28 cm−1 in the 16O16O–He system.
Here, with argon as the collision partner, the masses of the
two colliders are much more similar, and the well-depth
is roughly four times greater. Correspondingly, the reso-
nances seen in the low-energy part of Figure 4 extend to
about 250 cm−1, only slightly more than double the well-
depth. Before exploring the effects of isotopic substitution
on quenching (de-excitation) rates, we first tested the ef-
fects of mass and well-depth on the scattering cross sec-
tions by comparing the same excitation transitions from
N,Fi = 1,F1 as given in Figure 1 of Ref. 98, but replac-

ing helium with argon. The excitation cross sections for
the 66 isotopologue—from the N,Fi = 1,F1 initial state—
is shown in Figure 4 as a function of collision energy.
The propensities are qualitatively similar to those com-
puted for the helium collider, but with the cross sections
somewhat larger and the resonance structure extending to
higher energies, consistent with the greater well-depth as
expected. The ∆ j = ∆N propensity is still observed, but not
as significantly—the ∆ j 6= ∆N (F-changing) cross sections
are relatively larger for argon compared to helium. This
effect can be attributed to the larger well-depth in the PES
that allows the spin projection to change more easily.

Next, to explore the effects of isotopic substitution on
quenching of initially excited states, rates of de-excitation
are plotted in Figure 5 (at 200 K) for the N j = 99 F2-state
to all lower states. For the two symmetric systems, 66
and 88, the rates decrease with increasing ∆N and signif-
icantly favor the ∆ j = ∆N transitions from the initial state
with N = j. For the 68 system, in addition to a similar
pattern of rate coefficients for ∆N = even transitions (but
slightly reduced), weaker ∆N = odd transitions to the even-
N states arise which are not available in the 66 and 88
systems (since those corresponding states do not exist, see
Figure 3). For 68, within the weaker odd ∆N transitions to
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Fig. 6 Cumulative de-excitation rates QN (defined in Eqn. 4) from initial states with N = 5 (upper left), N = 7 (upper right), N = 9 (middle
left), N = 11 (middle right), N = 13 (lower left), N = 15 (lower right), for all (66, 68 and 88) isotopologues of oxygen, as a function of
temperature.

the even-N states, similar patterns of decreasing rates with
increasing ∆N and favoring of ∆ j = ∆N transitions are also
found.

The atmospherically relevant question regarding sta-
bilization of ozone in the stratosphere—upon symmetry

breaking via isotopic substitution—is whether the net con-
tribution of de-excitation rate coefficients to the newly al-
lowed states in the symmetry-broken systems is greater
than any reduction in rates to the existing manifold of
states in the symmetric systems. Differences in the isotopo-
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logues’ scattering dynamics arise due to different energy
level structures, different reduced masses, and the symme-
try breaking of the PES for the 68 isotope.

We therefore define a quenching function QN(T ), which
for each system and a given N combines the rates of de-
excitation to all lower energy states:

QN(T ) = ∑
j,N′, j′

kN j→N′
j′
(T ) (4)

where we combine the three fine-level contributions, since
the clusters of energies are well-characterized by N and this
splitting is not found in (singlet) ozone molecules. Look-
ing for example at the three states with N = 5 for the 66
isotopologue, in the upper left panel of Figure 3, Q5(T )
is evaluated by combining the rates for each of the three
N = 5 states in transitions to all of the N = 3 and N = 1
states below. QN(T ) is evaluated the same way for the 68
and 88 systems except that for 68, there are additional con-
tributions from transitions to the N = even states.

In Figure 6, QN(T ) is plotted for N = 5, 7, 9, 11, 13 and
15. For each increasing N, which represents higher energy
and sparser state manifolds, the total rate of collisional
quenching is consistently higher for the symmetry-broken
68 isotopologue over the entire temperature range. The
quenching rate coefficients for 66 and 88 undergo some
crossings as a function of temperature due to the interplay
of the different reduced masses of the collision systems,
and the slightly denser manifold of states for 88 compared
with 66 (cf. Figure 3).

There is an interesting aspect to the dynamics of this and
other diatomic species in their ground vibrational state (al-
though less relevant to systems, such as ozone, in their
dense manifold of rovibrational states near dissociation).
Here, as we consider quenching for increasing N, the func-
tion QN(T ) includes summation over an increasing number
of states below. However, those states, even the nearest
ones, are found further and further away in energy. Thus,
as seen in Figure 6, the magnitude of QN(T ) increases sig-
nificantly going from N = 5 to N = 7, but then starts to level
off toward N = 11. Indeed, QN(T ) starts to drop for N = 13
and N = 15 (at least at low temperatures) as the gaps to
even the closest states widen.

To explore the relative enhancement or reduction in
quenching rates upon isotopic substitution in the parent
16O16O molecule (denoted 66), Figure 7 shows the per-
centage change in quenching rates relative to that of the
66 system over the complete temperature range. The rela-
tive enhancement for the 68 system over 66 is not obvious
in Figure 6, although it is clear that the rate coefficients are
larger throughout. In Figure 7, for N = 5 (upper left panel),

the enhancement is seen to be largest (about 15 percent)
at the lowest temperatures, before dropping and leveling
off at about 2 percent for temperatures above 100 K. The
relative rate for 88 at N = 5 is enhanced at very low temper-
atures, but it drops, crossing the 66 result, thus exhibiting
a roughly 5 percent reduction for most of the temperature
range. For various N there are subtleties in the enhance-
ment of 88 relative to 66, for example being found below
66 at N = 7 over the entire temperature range, but above it
for N = 13 and N = 15. Symmetry-broken 68 is enhanced
relative to 66 for all of the N considered (and is larger than
88 also), but as seen in Figure 7 the percentage enhance-
ment is smallest for N = 7, before increasing significantly
with N, ranging from 5 to 15 percent across the tempera-
ture range for N = 15.

5 Conclusions and Outlook

We report a new highly accurate PES for the O2–Ar colli-
sion system based on interpolated energies calculated us-
ing explicitly-correlated (including all electrons) coupled-
cluster theory extrapolated to the complete basis limit. The
PES was used to study scattering processes for three iso-
topologues of O2 (16O16O, 18O18O, and 16O18O) colliding
with argon atoms using the rigorous close-coupling for-
malism. A large set of fine-structure-resolved state-to-state
cross sections and rates were determined.

Motivated by anomalous abundancies of certain heavy
isotopologues of ozone found in the stratosphere, the re-
sults provide insight into the effects of slight mass changes
upon isotopic substitution, but also more dramatically, the
roughly doubling of the density of states for symmetry
broken isotopologues (16O18O in this study). Due to the
PES being either even (16O16O and 18O18O) or nearly so
(16O18O), the strongest transitions are for ∆N = even and
drop with increasing ∆N. The propensity for ∆ j = ∆N (F-
preserving) transitions was also observed, similar to that
reported in a previous study of excitation of O2 by he-
lium. Here, a major focus was on the effects of isotopic
substitution on collisional stabilization (quenching). Re-
markably, the symmetry-broken 16O18O system was found
to consistently exhibit enhanced quenching relative to the
parent 16O16O system over the studied range of tempera-
tures. Since the symmetry breaking is slight, transitions to
the newly allowed states are relatively weak. Nevertheless,
the net result is enhanced quenching on the order of 2-15
percent depending on the temperature and initial state en-
ergies.
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