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The exceptionally high carrier mobility of rubrene derives from the combination of its intrinsic elec-
tronic properties and favorable crystal packing that facilitates charge transport. Unlike the planar
conformations adopted by rubrene single crystals, however, many rubrene derivatives crystallize
with a twisted tetracene core and exhibit poor carrier mobility. Typical density functional theory
(DFT) calculations suggest that the twisted conformation is preferred by ∼10–14 kJ/mol or more
in the gas phase. However, the present work shows that those calculations overestimate the
twisting energy by several kJ/mol due to density-driven delocalization error, and that the twist-
ing energies are actually only ∼8–10 kJ/mol for typical rubrene derivatives when computed with
higher-level correlated wave function models. This result has two significant implications for crys-
tal engineering with rubrene derivatives: First, DFT calculations can erroneously predict poly-
morphs containing twisted rubrene conformations to be more stable, when in fact structures with
planar conformations are preferred, as is demonstrated here for perfluororubrene. Second, the
smaller twisting energies make it more likely that solid form screening could discover new planar-
core polymorphs of rubrene derivatives that have previously been crystallized only in a twisted
conformation. These in turn might exhibit better organic semiconducting properties.

1 Introduction
High carrier mobility of 20–40 cm2/Vs1 makes rubrene stand out
among organic semiconductors, along with high-carrier-mobility
derivatives of benzothienobenzothiophene (BTBT), dinaphthoth-
ienothiophene (DNTT), and dibenzothiophenothienothiophene
(DBTTT).2 However, the rubrene carrier mobility drops precip-
itously in solution or thin film devices due to a change in the
intramolecular conformation from a planar tetracene backbone
in the solid-state to a twisted backbone structure in the other
phases (Figure 1).3 The unique semiconducting properties in
crystalline rubrene result from favorable overlap between rubrene
molecules with planar tetracene backbones and favorable inter-
molecular interactions with neighboring molecules.4,5 Twisting
of the tetracene backbone and the concomitant changes in crystal
packing disrupt both of these favorable interactions.

For many years, researchers have probed the chemical space of
rubrene derivatives and other oligoacenes in pursuit of a superior
organic semiconductor. Although many interesting materials have
emerged from this research,2,6 none has yet matched rubrene’s
superior charge mobility. High carrier mobility in rubrene deriva-
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Fig. 1 Rubrene in its planar (blue) and 60◦ twisted (gray) conformations.
The twisting is defined by the dihedral angle formed from atoms 1–4.

tives is frequently associated with the molecule having a planar
tetracene core and favorable intermolecular packing.7–11 While
all three known crystal polymorphs of rubrene exhibit planar
tetracene backbones,12,13 other rubrene derivatives can adopt ei-
ther planar or twisted conformations in the solid-state.6–11,14–19

The solid-state conformation adopted by a given derivative is dif-
ficult to predict a priori from chemical intuition alone, although
the electron donating and withdrawing properties of functional
groups are loosely correlated with twisted or planar structures
respectively10. In some cases, a given derivative can form both
planar and twisted crystal polymorphs.8,20,21 Extensive analysis
of the intramolecular conformational energies and intermolecular
packing interactions found that symmetric intermolecular interac-
tions are needed in the crystal to stabilize the planar tetracene
backbone.11 This same study highlights how when chemically
modifying rubrene, one must consider both the opportunity to
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form new interactions and the potential for disrupting existing
favorable interactions.

The complex interplay of intra- and intermolecular interac-
tions makes crystal engineering particularly challenging for con-
formationally flexible molecules like rubrene, especially since
the energy differences between experimentally observed crystal
polymorphs are typically within 10 kJ/mol and are often much
smaller22–24—i.e. no more than a few times kT at room tempera-
ture. Crystal structure prediction seeks to predict the entire crys-
tal energy landscape—the set of all energetically favorable crystal
structures.25,26 From this landscape, it is ideally possible to iden-
tify both the most stable crystal packing motifs and perhaps other
low-energy crystal forms with desired properties. Crystal struc-
ture prediction has grown increasingly reliable in recent years,
as evidenced by successes in recent blind tests27–29 and other
applications.30–36 A number of pharmaceutical companies now
incorporate it into the solid form screening stages of drug devel-
opment.26,37 This raises the prospects of using crystal structure
prediction to search for crystal structures of rubrene derivatives
which exhibit good intramolecular structural and electronic prop-
erties as well as suitable intermolecular packing. Crystal structure
prediction has already been used to design new highly porous or-
ganic materials31 and to screen organic semi-conductor materi-
als.38–40

However, in silico design strategies are effective only if the
models used correctly predict the stabilities of the crystal struc-
tures. Density functional theory (DFT) is widely used for mod-
eling the energetic, structural, and electronic properties of or-
ganic materials41–43 because it generally balances between ac-
curacy and computational efficiency well. The omission of van
der Waals dispersion interactions from widely used generalized
gradient approximation (GGA) and hybrid density functionals
was previously a problem, but this limitation has been over-
come through the development of good-quality dispersion cor-
rections.44,45 On the other hand, delocalization error remains
pervasive in these functionals46,47 and can lead to surprisingly
large problems in organic materials. For example, delocaliza-
tion error can cause spurious proton transfer which artificially
converts a neutral multi-component crystal into its salt form.48

It leads to underestimation of barrier heights49–52 and dissocia-
tion energies.53–55 Delocalization error can artificially stabilize
molecules with more extended π conjugation relative to those
with less.56–58 A number of organic and pharmaceutical confor-
mational polymorphs have been found where delocalization error
and the competition between highly conjugated planar confor-
mations and less-conjugated non-planar conformations leads to
incorrect polymorph stabilities.59,60

Delocalization error can often be attributed to errors in the
electron density.61 In such cases, improving the electron den-
sity can improve the energetics for a given density functional
considerably.62–65 However, obtaining quantitatively accurate re-
sults may require using more advanced density functionals (e.g.
double-hybrid functionals) or wave function-based models. Un-
fortunately, such models are often too computationally demand-
ing for direct application to solid-state organic materials. We
have recently demonstrated that dispersion-corrected second-

order Møller-Plesset perturbation theory (MP2D)66 and its spin-
component-scaled analog SCS-MP2D67 can predict conforma-
tional energies far more accurately than typical GGA and hy-
brid density functionals. These models build on a long history
of applying spin-component scaling68–76 and dispersion correc-
tion77–81 to MP2 to achieve a well-balanced model that is compet-
itive with many top-tier double-hybrid and range-separated den-
sity functionals in terms of accuracy and computational cost.67

Combining intramolecular MP2D (to describe the conformational
energy) with intermolecular DFT (to describe the lattice contribu-
tions) leads to greatly improved polymorph stabilities in a num-
ber of conformational polymorphs ranging from small molecules
like ortho-acetamidobenzamide60 to pharmaceuticals like galu-
nisertib and axitinib60 and photomechanical materials like 9-tert-
butyl anthracene ester.82

The present study revisits the energetics associated with planar
and twisted rubrene conformations with high-quality electronic
structure methods. We demonstrate how commonly used den-
sity functionals artificially stabilize the twisted form of rubrene
relative to the planar one by several kJ/mol, which represents a
chemically important fraction of the twisting energy. More sig-
nificantly, we show how these poor conformational energy differ-
ences can artificially bias predictions of crystal stability toward
polymorphs containing twisted rubrene molecules instead of pla-
nar ones. This means that naive DFT modeling of these crystals
can produce misleading results regarding the thermodynamic sta-
bility of polymorphs for rubrene-like molecules that differ in the
conformations of their tetracene cores. Moreover, in contrast to
many earlier DFT estimates,10,11,21,83 the smaller conformational
energy differences between twisted and planar rubrenes found
here lie well within the typical energy window associated with
conformational polymorphism.22,23,84 This suggests that confor-
mational polymorphs are more likely to occur than previous re-
sults would have indicated. Therefore, it could be worthwhile
screening more extensively for planar-backbone polymorphs of
rubrene derivatives which are known to crystallize in a twisted
conformation, since data on existing derivatives indicates that
planar polymorphs are more likely to exhibit high carrier mobility.

2 Computational Methods
To investigate the twisting energies of rubrene and its derivatives,
gas-phase structures were optimized at the B3LYP/cc-pVDZ level
of theory using Gaussian 09.85 Although this functional omits de-
scription of van der Waals dispersion, it was chosen to match ear-
lier work.10 These optimizations include a series of constrained
optimizations with tetracene backbone twists ranging from 0–
60◦ to map out the twisting energy curves for rubrene, half-
fluorinated rubrene (F14-rubrene), and perfluororubrene. For the
rubrene derivatives taken from ref 10, twisted structures were
obtained via complete relaxation of the structures, while planar
ones were obtained via constrained optimization.

Single-point energies were then computed for these structures
using a variety of dispersion-inclusive density functionals and cor-
related wavefunction methods, primarily using PSI4.86 The DFT
functionals employ the def2-QZVP basis.87 MP2 correlation en-
ergies were extrapolated to the complete-basis-set (CBS) limit88
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from the aug-cc-pVTZ and aug-cc-pVQZ basis sets,89 and these re-
sults were combined with Hartree-Fock (HF)/aug-cc-pVQZ. SCS-
MP2D results were obtained from the PSI4 MP2 values and an in-
house code which performs the correction. Benchmark domain-
based local pair natural orbital coupled cluster singles, doubles,
and perturbative triples (DLPNO-CCSD(T))90 calculations were
performed in the cc-pVTZ basis using ORCA91 and extrapolated
to the CBS limit by combining them with the MP2/CBS results
using the standard focal point technique,92

ECCSD(T )
CBS = EMP2

CBS +
(

ECCSD(T )
cc−pV T Z −EMP2

cc−pV T Z

)
. (1)

The DLPNO-CCSD(T) calculations employed both tight self-
consistent field and pair-natural orbital settings to achieve better
fidelity to canonical CCSD(T) results.

Finally crystalline calculations were performed for three poly-
morphs of rubrene (Cambridge Structure Database reference
codes QQQCIG07,12 QQQCIG13,13 QQQCIG1413) and two
polymorphs of perfluororubrene (INELUK02 and INELUK0321).
The structures were fully relaxed with the dispersion-corrected
B86bPBE-XDM functional using QuantumEspresso.93. A kinetic
energy cutoff of 50 Ry was used for the wavefunctions, and a
charge density and potential cutoff of 500 Ry was used. Core
electrons were treated via the projector augmented wave (PAW)
approach using PAW potentials for H, C, and F generated with A.
Dal Corso’s Atomic code v6.1. Monkhorst-Pack k-point sampling
grids were used as specified in Supporting Information (SI) Ta-
ble S5. The agreement between the optimized and experimen-
tal crystal structures is characterized by the rmsd15 metric,94

which measures the root-mean-square deviation for a cluster of
15 molecules from the crystal (excluding hydrogen atoms). The
crystal energies were then refined via the monomer-correction ap-
proach,60 in which the crystal energy is corrected based on the
gas-phase molecular conformational energy differences between
B86bPBE-XDM and a higher level of theory.

3 Results and Discussion

3.1 Gas-phase twisting energies

We begin by benchmarking the potential energy curves generated
by twisting the tetracene backbone dihedral angle from 0-60◦ for
rubrene, its half-fluorinated F14-rubrene derivative, and the com-
pletely fluorinated perfluororubrene. Figure 2 compares the po-
tential energy curves generated by PBE-D3(BJ), B86bPBE-XDM,
B3LYP-D3(BJ), SCS-MP2D, and DLPNO-CCSD(T). PBE and B3LYP
were chosen as representative of widely-used GGA and hybrid
density functionals; similar results are also obtained with other
common GGA and hybrid functionals as well. The B86bPBE-XDM
GGA functional is included in the gas-phase calculations here be-
cause it is used in the solid-state calculations in the next section.

Backbone twisting stabilizes all three rubrene systems, though
fluorination increases the optimal extent of twisting. More signifi-
cantly, the energy stabilization achieved by twisting the tetracene
backbone varies considerably depending on the computational
model used. For example, all five methods shown in Figure 2a
predict a minimum near 40◦ for rubrene. However, whereas the
three density functionals predict that the twisted form is about 12

kJ/mol more stable than the planar one, SCS-MP2D and DLPNO-
CCSD(T) find the minimum to be closer to 9 kJ/mol.

For perfluororubrene, the SCS-MP2D, and DLPNO-CCSD(T)
methods agree that the minimum energy occurs at 50◦, whereas
the curve continues to decrease with PBE-D3(BJ) and B86bPBE-
XDM, and it becomes flat for B3LYP-D3(BJ). Furthermore, SCS-
MP2D and DLPNO-CCSD(T) predict the minimum energy to be
near 8 kJ/mol. On the other hand, the three density functionals
predict the energy to be 4–6 kJ/mol lower. Similar behavior is
seen for the half-fluorinated rubrene derivative in Figure 2b, for
which the density functionals twist the backbone too much and
over-stabilize the twisted form by about 5 kJ/mol.

Taking the DLPNO-CCSD(T) results as benchmark values, the
density functionals exhibit root-mean-square errors of 3–4 kJ/mol
across these three potential curves, compared to only 0.4 kJ/mol
for SCS-MP2D. So while the SCS-MP2D single-point energy calcu-
lations are more computationally demanding than the DFT ones,
they cost only a small fraction of what the DLPNO-CCSD(T) ones
cost.

The same tendency for density functional theory models to
over-stabilize the twisted tetracene backbone manifests in other
rubrene derivatives. In 2013, McGarry and co-workers synthe-
sized a series of rubrene derivatives with fluoro, methyl, or tri-
fluromethyl groups substituted on the phenyl rings.15 All of these
species adopt a gas-phase geometry in which the tetracene back-
bone twists by ∼30–40◦. The PBE-D3(BJ), B86bPBE-XDM, and
B3LYP-D3(BJ) density functionals once again over-stabilize the
twisted form relative to the planar one for all of these derivatives,
with root-mean-square errors (RMSE) of 2.8–2.9 kJ/mol relative
to DLPNO-CCSD(T) benchmarks (Table 1). Previous studies have
also employed functionals such as ωB97, ωB97X-D, and M06-
L for these systems.10,11 The long-range-corrected hybrid func-
tional ωB97X-V performs considerably better than the other func-
tionals tested and reduces the RMSE to 1.6 kJ/mol (Table 1),
while ωB97 and M06-L give larger RMSEs of 2.6 and 4.7 kJ/mol,
respectively (Table S2). However, all of the functionals tested
here exhibit considerably larger errors than SCS-MP2D, which
reproduces the DLPNO-CCSD(T) twisting energies to within an
RMSE of 0.2 kJ/mol (and at fraction of the computational cost of
coupled cluster theory). MP2D, which corrects the van der Waals
dispersion in MP2 but does not employ spin-component scaling,
performs similarly to SCS-MP2D, albeit with a slightly larger 0.8
kJ/mol RMSE (Table S2). The next section investigates the ori-
gins of these erroneous DFT twisting energies in terms of delo-
calization error, while Section 3.3 demonstrates how these errors
can impact the modeling of rubrene derivatives in the solid state.

3.2 Theoretical origins of the DFT twisting energy errors

The problematic twisting energies observed in Section 3.1 arise
from delocalization error in the density functionals. The liter-
ature contains numerous examples where delocalization error
over-stabilizes planar structures with extended π-conjugation rel-
ative to non-planar ones with reduced conjugation,56,58,59,95 and
one might therefore expect semi-local density functionals like
those used here to artificially stabilize the planar form relative
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Table 1 Energy differences, ∆E = Etwist −Eplanar, between the planar and twisted forms of rubrene and four derivatives (kJ/mol), and the root-mean-
square error relative to the benchmark DLPNO-CCSD(T) results.

Species PBE-D3(BJ) B86bPBE-XDM B3LYP-D3(BJ) ωB97X-V SCS-MP2D DLPNO-CCSD(T)
1 -12.0 -12.2 -12.1 -10.9 -9.4 -9.3
2 -11.9 -12.1 -11.8 -10.6 -9.1 -9.0
3 -11.2 -11.0 -11.6 -10.7 -8.6 -9.0
4 -11.5 -11.7 -11.2 -10.0 -8.4 -8.4
5 -10.6 -10.6 -10.4 -8.9 -7.5 -7.2

RMSE 2.9 2.9 2.8 1.6 0.2

to the twisted one. However, the rubrene data above contradicts
this assumption—the twisted form is artificially stabilized, not the
planar one. Moreover, twisting the tetracene backbone does not
significantly disrupt the π conjugation; electronic properties such
as frontier orbital energies and Mulliken atomic charges change
minimally upon twisting (SI Section S2).

Rubrene twisting is governed by two competing factors: Twist-
ing the tetracene backbone is energetically unfavorable, but it
allows the phenyl rings to shift apart and reduce the repulsive
exchange interactions between them.10 The tetracene backbone
twisting is the largest single source of error, accounting for about
60% of discrepancy between PBE-D3(BJ) and SCS-MP2D, and it
bears the hallmarks of electron density-driven delocalization er-
ror.61 As shown in Figure 3, the tetracene twisting energy varies
nearly linearly with the fraction of exact exchange included in
the functional. Similar linear variation is observed for the Mul-
liken atomic charges and frontier orbital energies (SI Figure S1).
This behavior also helps explain the somewhat improved perfor-
mance of the long-range corrected hybrid functional ωB97X-D
noted above.

In systems plagued by density-driven delocalization error, cor-
recting the electron density greatly improves the energies ob-
tained from the density functionals. For example, replacing DFT
densities with densities derived from the Hartree-Fock orbitals
substantially improves the barrier heights, dissociation energies,
and potential energy surfaces obtained across a variety of sys-
tems.61–65 Here, the same density substitution considerably im-
proves the rubrene twisting energetics for all three functionals
shown in Figure 3. Taken together, this data demonstrates that
density-driven delocalization error plays a significant role in the
DFT twisting energy errors.

The next section shows how these errors can have a chem-
ically significant impact on the predicted stabilities of rubrene
derivatives in the solid state. Unlike these density functionals,
correlated wavefunction methods like SCS-MP2D and DLPNO-
CCSD(T) are not plagued by these delocalization error effects and
can be used to improve the description of the solid state stabili-
ties.

3.3 Impact on solid state polymorph stabilities

Having seen how standard density functionals artificially stabi-
lize the twisted conformation of rubrene and its derivatives, we
now examine how this behavior can lead to incorrect predic-
tions of rubrene behavior in the solid state. Perfluororubrene can
adopt multiple crystal forms, including a monoclinic polymorph
with a planar rubrene backbone conformation and another with
a twisted conformation (Figure 4a).20,21 Although the relative
thermodynamic stabilities of these two polymorphs has not been
reported experimentally, we can investigate them computation-
ally. After relaxing the experimental crystal structures with the
dispersion-corrected GGA functional B86bPBE-XDM, the agree-
ment between the DFT and experimental crystal structures is ex-
cellent, with rmsd15 values of 0.08–0.09 Å (Table S5), and the
molecular conformations are visually indistinguishable between
the optimized and experimental structures. B86bPBE-XDM pre-
dicts the twisted polymorph to be 3.5 kJ/mol more stable (Fig-
ure 5a). However, this functional is expected to artificially sta-
bilize the twisted polymorph due to the conformational energy
errors discussed above, despite the excellent quality of the opti-
mized structures.

Calculating the periodic perfluororubrene crystal energies with
state-of-the-art density functionals or correlated wave function
methods would be very computationally expensive. However, in
cases where the primary deficiency of the DFT functional lies in
the intramolecular conformational energy, a monomer-correction
approach that replaces the DFT conformational energy with a
higher-level one can dramatically improve the polymorph ener-
gies.60 Figure 5a plots the relative polymorph energy differences
for the two perfluororubrene polymorphs after correcting the in-
tramolecular conformational energies. Refining the conforma-
tional energies with PBE-D3(BJ) or B3LYP-D3(BJ) has little im-
pact on the polymorph energies, since they also over-stabilize the
twisted conformation. On the other hand, refining the conforma-
tional energies with SCS-MP2D or DLPNO-CCSD(T) completely
reverses the polymorph stabilities, shifting the the planar form
from being 3.5 kJ/mol less stable than the twisted one to be-
ing 3–4 kJ/mol more stable—a ∼7–8 kJ/mol correction. MP2D
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Fig. 2 Potential energy scans for twisting the dihedral angle defined by
atoms 1–4 in Figure 1 from 0◦ to 60◦ in (a) rubrene, (b) half-fluorinated
F14-rubrene, and (c) perfluororubrene.
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Fig. 3 The twisting energy of the tetracene backbone varies nearly lin-
early with the fraction of exact exchange included in the functional. Eval-
uating the energy of the same functionals with HF densities instead of the
DFT ones (HF-DFT) dramatically reduces the dependence on the frac-
tion of exact exchange and leads to results in far better agreement with
SCS-MP2D.

performs similarly, though in this case it predicts a value in al-
most perfect agreement with DLPNO-CCSD(T) (Table S3). The
range-separated hybrid functional ωB97X-V performs better than
the simpler B3LYP or PBE functionals, but it captures only about
half the necessary correction and does not fix the incorrect poly-
morph stability ordering. As shown in SI Section S3, using crys-
tals constrained to the experimental lattice parameters instead
of the fully relaxed unit cells used in Figure 5 alters the relative
polymorph energies by less than 1 kJ/mol, suggesting that these
perfluororubrene energies are not too sensitive to modest changes
in the unit cell volumes. Overall, this perfluororubrene example
highlights the chemically important impact of these DFT errors—
incorrectly predicting the thermodynamically stable crystal form
by a substantial margin.

In contrast to the perfluororubrene polymorphs, one expects
much better performance for common density functionals with or
without monomer-corrections when ranking among a set of poly-
morphs that exhibit very similar intramolecular conformations.
For example, the orthorhombic, monoclinic, and triclinic poly-
morphs of rubrene all contain planar tetracene backbones (Fig-
ure 4b).12,13 As shown in Figure 5b, the monomer correction al-
ters the B86bPBE-XDM relative energies of the triclinic and mon-
oclinic forms versus the orthorhombic one by less than 2 kJ/mol,
compared to the ∼7–8 kJ/mol shift seen for the perfluororubrene
polymorphs. Any errors made in the planar conformational en-
ergy will largely cancel in the relative polymorph energy differ-
ences, and the relative DFT stabilities for these three planar poly-
morphs of rubrene are far more reasonable than they are for com-
paring the planar and twisted forms of perfluororubrene.

Interestingly, the SCS-MP2D and DLPNO-CCSD(T) monomer-
corrected results do suggest that triclinic rubrene is 0.3–0.7
kJ/mol more stable in lattice energy than the commonly crys-
tallized orthorhombic form. Qualitatively similar results are
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Fig. 4 Crystal structures of the (a) perfluororubrene and (b) rubrene
polymorphs studied here. The twisted polymorph of perfluorubrene has
a 46◦ tetracene dihedral angle twist experimentally (and 48.5◦ in the DFT-
relaxed structure). The other four structures have planar backbones (0◦

dihedral).

found with the hybrid B3LYP-D3(BJ) and range-separated hybrid
ωB97X-V density functionals (SI Table S3). This result may seem
surprising, since the widely obtained orthorhombic polymorph is
probably the thermodynamically stable one experimentally. Of
course, these lattice energies neglect the phonon contributions
to the free energies at finite temperature, which typically alter
polymorph stabilities by 1–2 kJ/mol24 and can be important for
ranking close-lying polymorphs.34,96–100 Indeed, previous work
on rubrene has shown that the zero-point vibrational energy con-
tributions destabilize the monoclinic and triclinic forms relative
to the orthorhombic one,43 and it seems therefore quite possible
that including phonon contributions to the free energy would re-
store the orthorhombic form as the thermodynamically preferred
one. Such nuances do complicate crystal structure prediction,
but it is important to reiterate that these phonon contributions
are typically considerably smaller than the GGA twisting energy
problems seen in perfluororubrene.

Finally, the computational cost of the single-point SCS-MP2D
monomer correction energy is modest compared to the planewave
DFT geometry optimization of the crystal. For example, on an
Intel Xeon E5-2680v3, optimizing the monoclinic polymorph of
rubrene with two molecules in the unit cell (Z = 2) required about
650 central processing unit (CPU) hours, while the single-point
monomer correction consumed about a third of that at 220 CPU
hours. The cost ratio for the two calculations varies with the crys-
tal structure: the planewave calculation cost is governed primar-
ily by the size of the unit cell, while the gas-phase monomer cor-
rection cost scales with the size of the isolated molecule and the
number of symmetrically unique molecules in the unit cell. There-
fore, the monomer-correction represents a considerably smaller
fraction of the CPU time for the orthorhombic polymorph (Z = 4),
and a larger one for the triclinic polymorph (Z = 1). Overall, the
monomer correction can be computed readily for species contain-
ing ∼100 atoms, and it can readily be applied to many structures
on the crystal energy landscape.60

4 Conclusions
Overall, these results highlight how standard GGA and hybrid
density functionals over-stabilize twisted forms of rubrene and
its derivatives, and this error can lead to serious problems when
trying to understand rubrene behavior in the solid state. In cases
like perfluororubrene, the functionals incorrectly suggest that the
twisted structure is more stable, when it appears that the planar
rubrene polymorph is actually preferred. This error is a mani-
festation of density-driven delocalization error which needs to be
addressed in order to model these species correctly. These lim-
itations can be overcome by using higher-level electronic struc-
ture methods like SCS-MP2D or DLPNO-CCSD(T). State-of-the-
art double-hybrid density functionals101,102 might also perform
reasonably as well.

Although the twisting energy reductions of several kJ/mol (or
∼1–3 kT ) observed here with the more accurate models may seem
small from the perspective of solution-phase molecular dynamics,
they could have an important impact on the prospects for confor-
mational polymorphism in rubrene derivatives. Conformational
polymorphs occur when adopting a strained intramolecular con-
formation is compensated for by the new favorable intermolecu-
lar interactions it enables. Crystal structures exhibiting smaller
strain/conformational energy differences are considerably more
probable than those that exhibit much larger differences. For
example, a survey of 311 polymorph pairs with significant in-
tramolecular conformational differences found that ∼50% had
conformational energy differences less than 3.5 kJ/mol, ∼70%
less than 5.5 kJ/mol, and ∼90% less than 14.5 kJ/mol.23 Larger
conformational energy differences are typically associated with
specific circumstances, such as when switching from intra- to in-
termolecular hydrogen bonding23 or when dramatically increas-
ing the effective molecular surface area (e.g. changing from
a folded to unfolded conformation).84 Neither of those scenar-
ios is applicable to rubrene. Moreover, a separate survey of 55
conformational polymorph pairs found that 74% had lattice en-
ergy differences of less than 6 kJ/mol, and 96% were below
10 kJ/mol.22 Smaller intramolecular energy differences between
conformations will be more readily compensated for through im-
proved intermolecular interactions such that the overall energet-
ics lie within these lattice energy windows.

All of these survey results speak toward relatively small con-
formational energy differences being an important precondition
for the occurrence of conformational polymorphism. The fact
that the rubrene twisting energies are found here to be several
kJ/mol smaller than previously believed appreciably raises the
likelihood of discovering conformational polymorphs of rubrene
and its derivatives which differ in the tetracene backbone twist-
ing. A number of previous studies have synthesized derivatives
and tested to see whether they crystallize in planar or twisted
forms. In many of those cases, however, relatively little effort was
spent screening for alternative polymorphs. The results here sug-
gest that it may be worthwhile to revisit some of those systems
to search for planar crystal polymorphs of rubrene derivatives
that have previously only been observed to crystallize in twisted
conformations, in the hopes of finding improved crystal packing
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Fig. 5 Relative stabilities for the polymorphs of (a) perfluororubrene and (b) rubrene as computed with periodic B86bPBE-XDM and after correcting
the monomer conformational energy with the method indicated (“∆ methods”).

motifs for species that exhibit promising intrinsic electronic prop-
erties. Such experimental efforts could potentially be guided by
crystal structure prediction studies that identify promising deriva-
tives with a diversity of stable conformational polymorphs on the
crystal energy landscape.
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