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ABSTRACT:

We employ X-Ray diffraction, NMR and UV-vis spectroscopy techniques to shed light 

on the structure, molecular mobility and crystallization of a prototypical semiconducting 

polymer poly(3-(2’ethylhexyl)thiophene) (P3EHT). Grazing-incidence X-ray diffraction 

(GIXD) and high-field 1H-1H double-quantum NMR reveal a tilt of the thiophene rings 

along the main chains, while high resolution 13C solid-state NMR methods show the 

presence of highly mobile side-chains. Taken together, the data reveal a high amount of 

free volume between adjacent chains in the crystalline phase, most likely owing to the 

additional steric hindrance from the branched ethyl group of the hexyl side chains. 

Additionally, the aforementioned methods allow us to confirm that crystallization in 

P3EHT occurs in a one-dimensional fashion along the polymer backbone. An extended 

model based on the Avrami principles is used to fit the experimental results to extract key 

parameters, such as nucleation rate and density, that govern these crystallization 

processes. The results show significantly reduced rates of crystallization in thin P3EHT 

thin films due to polymer chain confinement effects.

KEYWORDS: Conjugated polymers, microstructure, molecular mobility, polymer 

crystallization, extended Avrami model
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1. INTRODUCTION

Semiconducting polymers have attracted significant attention over the last several 

decades owing to their solution processability, chemical tunability and continually 

improving electrical properties. To date, experimentally obtained hole mobilities of 

conjugated polymers have surpassed the mark of 1 cm2 V-1 s-1, several orders of 

magnitude higher than when they were first discovered in the 1980s1–3. These materials 

have been successfully used for applications in flexible transistors4, sensors5,6, displays 

and lighting7–9, photovoltaics10,11and neural stimulations12,13, to name a few.

Regardless of device architectures and material requirements specific to the 

application, efficient transport of electrons and holes through a semicrystalline polymer 

network is essential for optimal electrical function. Enhanced charge transport leads to 

higher power gain in organic field effect transistors (OFETs)14,15, higher luminance in 

organic light-emitting diodes (OLEDs)16,17 and higher power conversion efficiencies in 

organic photovoltaics (OPVs)10,11,18. While substrate effects19,20 and processing 

conditions20–22 can all have significant impacts on these performance parameters, the 

intrinsic ability of a particular material to transport charge sets an upper boundary and 

depends on its solid-state microstructure and molecular packing. 

An important bottleneck for charge transport is interchain charge hopping via 

overlapping π-π molecular orbitals. Unsurprisingly this process is strongly dependent on 

the crystal structure of the particular polymer, which dictates the orbital overlap. Because 

semiconducting polymers are weakly diffracting and there are very few cases where 

conjugated polymer single crystals have been grown23–27, the exact molecular packing 

and crystal properties are not known for most materials. From a materials perspective, we 

are interested in the interchain packing motif, the conformation and dynamics of the 

solubilizing side chains, and the processes that govern the formation of the crystalline 

structure. Together these insights provide a thorough and complete picture of atomic 

positions and dynamics within a polymer crystal.

In this work, we present a detailed study of the growth, structure and dynamics of 

crystals for a model polythiophene polymer, namely poly(3-(2’-ethyl)hexylthiophene) 

(P3EHT). Like most conjugated polymers, P3EHT exhibits semicrystalline solid-state 

morphologies with ordered domains distributed among otherwise amorphous, disordered 

regions. Due to its low melting point, P3EHT further exhibits significantly slower 

crystallization kinetics at low temperatures allowing for detailed in-situ morphological 

and dynamic studies28,29. First, by using quantitative Grazing Incidence X-ray diffraction 
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(GIXD) analysis, we show that the molecular packing of P3EHT is dominated by the 

sulphur-containing backbone and that the diffraction pattern is only weakly dependent on 

the side chain carbons. From high-field 1H double-quantum NMR analysis we show that 

the thiophene rings are titled with respect to the polymer main chain axis. Thus, on the 

basis of these experiments, we are able to validate the previously proposed packing motif 

for P3EHT in which adjacent molecular backbones have a difference in tilt angles30. Next, 

by applying various NMR methods, we demonstrate that the ethyl-hexyl side chains in 

P3EHT crystals are significantly mobile and most likely do not exhibit a fixed 

conformational state. Lastly, we present an Avrami-based model for capturing the 

crystallization dynamics of P3EHT in the solid state. Due to its relatively low melting 

temperatures, P3EHT crystallizes slowly at room temperatures when quenched to room 

temperature from the melt and allows for detailed, in-situ studies of the crystallization 

process. By fitting experimental absorbance and NMR data, we are able to set up a growth 

model and extract intrinsic crystallization parameters. The results as a whole represent an 

in-depth description of nucleation and crystallization of polythiophene crystals, the 

molecular packing structure of such crystals, and the dynamics of specific molecular 

segments within such structures. The methods presented here also provide a powerful set 

of tools for the characterization of semiconducting polymer crystals in general, which is 

able to capture long-range and molecular ordering effects.

2. EXPERIMENTAL SECTION

2.1 Materials

P3EHT (Mw = 7.5 kDa, Mn = 6.7 kDa, PDI = 1.11) were synthesized according to 

previous reports28. All other chemicals and solvents were purchased and used without 

further purifications.

2.2 Thin film preparations

Thin films of different thicknesses are fabricated by spin casting P3EHT solutions in 

hot (~80 °C) chlorobenzene with varying concentrations (5 to 40 mg mL−1) at 1200–

1500 rpm for 1 min. Substrates for X-ray diffraction and optical absorption measurements 

are Si(100) wafers and plain glass slides, respectively. All substrates were solvent cleaned 

and treated with UV-ozone for 20 minutes prior to spin casting. Spin casting was 

performed in a N2 glove box (< 10 ppm O2) for all films. Film thicknesses are determined 

using a Veeco Dektak 150 profilometer.
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2.3 Grazing Incidence X-ray Diffraction

Diffraction patterns are collected at beamline 11-3 at the Stanford Synchrotron 

Radiation Laboratory (SSRL) using an incident synchrotron X-ray beam of 12.7 keV at a 

grazing angle of 0.1°. The scattered intensities are recorded on a MAR-345 2D image 

plate and expressed as a function of the scattering vector q = 4πsin(θ)/λ along qxy and qz. 

Here, θ represents half of the scattering angle, λ is the wavelength of the incident beam, 

qxy is the component of the scattering vector parallel to the substrate plane and qz is the 

component perpendicular to the substrate plane.

Crystallographic refinements were performed by integrating the diffraction 

intensities of various peak areas using the software WxDiff. The Monte Carlo 

optimization of the crystallographic residual was performed using an in-house software 

that optimizes the conformation of rigid dimers within the P3EHT unit cell in an attempt 

to obtain a best fit of the integrated peak intensities to the structure factor moduli 

(corrected for scattering geometry and beam factors). Details of the procedure are 

described elsewhere in literature31,32.

2.4 UV-Visible Absorption

Films of different thicknesses for absorption experiments are fabricated on glass 

substrates. Spectra are obtained using a Varian Cary 6000i UV-Vis-NIR 

spectrophotometer and fitted to a modified Spano model to yield the percent aggregate, 

excitonic bandwidth W and average aggregate length l (see Supporting Information 

section S.4).

2.5 Solid-state NMR
13C Solid-State NMR Spectroscopy: The cross-polarization magic angle spinning 

(CP/MAS) and 2D 1H-13C heteronuclear correlation (HETCOR) NMR experiments were 

performed at room temperature (295 K) on a 400 MHz Bruker AVANCE III spectrometer 

using a 4.0 mm MAS probe. The MAS frequency was 15.0 kHz and13C and 1H 90pulse 

lengths were 4.0 and 2.5 s, respectively. The 13C chemical shift was determined using 

the carbonyl peak at 175.6 ppm of glycine as an external reference with respect to 

tetramethylsilane (TMS). CP was achieved with ramped radio-frequency (RF) amplitude 

(80–100%) with contact time of 1 ms. SPINAL-6433 heteronuclear decoupling was 

performed with 100 kHz decoupling frequency. Dipolar Chemical Shift Correlation 
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(DIPSHIFT) experiments were recorded at room temperature on a 400 MHz Varian 

UNITY INOVA NMR spectrometer, using a Jakobsen design 7 mm MAS probe. The 

MAS frequency was 6 kHz and 13C and 1H 90 pulse lengths were 4.5 and 4.0 s, 

respectively. Cross polarization was achieved with ramped RF amplitude (80–100%) 

using a contact time of 0.5 ms. TPPM34 heteronuclear decoupling and Frequency 

Switched Lee-Goldburg (FSLG) homonuclear decoupling35,36were performed with a 

decoupling frequency of 60 kHz. All high field 13C solid-state NMR measurements were 

performed using 5s recycle delays at 310 K (corrected room temperature due to the 

heating friction caused by spinning the sample at 6 kHz). 

1H Solid-state NMR Spectroscopy: All solid-state 1H MAS NMR experiments were 

performed on a 9.4 T (400 MHz for 1H) spectrometer using a 2.5 mm Bruker probe 

operating in double-resonance mode. The magic angle setting was done on KBr and 

referencing of resonances was done relative to tetramethylsilane (TMS) using 

adamantane as a secondary reference with 1H at 1.85 ppm37,38. All experiments employed 

a MAS frequency of 25.0 kHz and the carrier frequency was set to 3.00 ppm with all π/2 

pulses lasting 2.6 µs. To reduce the 1H background of the probe in the displayed 1H MAS 

NMR spectrum, the procedure proposed by Chen et al. was invoked by subtracting an 

experiment using a π pulse (5.2 µs) and scaled by a half from an experiment using a π/2 

pulse (2.6 µs)39. In both cases, the number of dummy scans and co-added scans extended 

over the entire four-step phase cycle. The relaxation delay was set to 4 s. The 2D 1H-1H 

double-quantum single-quantum (DQ-SQ) MAS NMR correlation experiment utilized 

the Back-to-Back (BaBa) recoupling sequence with two rotor periods DQ recoupling and 

DQ reconversion40. The dwell time in the indirect dimension was set to one rotor period. 

The number of dummy scans and co-added scans extended over the entire 16-step phase 

cycle and the relaxation delay was set to 3 s. A 2D rotor-encoded 1H-1H DQ-SQ 

experiment was performed to determine 1H-1H internuclear distances and thereby gain 

more insight into the packing of P3EHT41. This experiment was recorded using the 

broadband BaBa recoupling element40 repeated three times to achieve DQ recoupling and 

reconversion for six rotor periods, respectively. The dwell time in the indirect dimension 

was set to 2.5 µs giving a total spectral width of 400 kHz. The number of dummy scans 

extended over the entire 16-step phase cycle and the full 2D spectrum was recorded using 

940 increments in the indirect dimension for 64 scans with a relaxation delay of 3 s. The 

resulting NMR spectra were processed using Topspin 3.2. Phase correction was done 
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manually, and no line broadening was applied. The 1H-1H DQ sideband pattern for the 

thiophene proton in the indirect dimension was extracted as a summed projection between 

4.2 and 10.4 ppm. All numerical simulations were performed using SIMPSON version 

4.1.142,43. The liquid-state 1H NMR spectrum of P3EHT was acquired at 9.4 T (400 MHz 

for 1H). P3EHT was dissolved in deuterated chloroform (CDCl3) and referencing has been 

done relative to the residual solvent signal at 7.24 ppm. The experiment used two dummy 

scans and a total of 16 scans were acquired using an acquisition time of 4.1 s and a 

relaxation delay of 1 s.

1H Time Domain NMR: Low-field time-domain NMR (TDNMR) measurements were 

performed on a 20 MHz Bruker MINISPEC. 1H 90 pulse length was 2.5 s.  Recycle 

delays were typically 3s. The magic-sandwich echo (MSE) sequence44 was used to 

produce dipolar refocused FIDs at echo times of 100 s.  Dipolar-filtered MSE 

experiments  (DFMSE) were performed using a Goldman-Shen T2-type filter45 with a 

filter time of 40 s.  In the 1H TD NMR experiments focusing on the recrystallization of 

P3EHT, thick P3EHT films were drop-casted onto cleaned glass substrates, mechanically 

removed, and packed into the NMR glass tube. The sample was melted inside the 

spectrometer above 80 oC and quenched to the crystallization temperature at a rate of 

40 C/min.

All NMR measurements were conducted using drop-casted P3EHT film samples 

(with thicknesses of approximately 1µm).

3. RESULTS AND DISCUSSION

3.1 P3EHT Crystal Structure

The determination of the crystal structure for a semiconducting polymer has been 

shown to be possible via X-ray and/or electron diffraction experiments30,31. The material, 

however, must diffract and yield a number of diffraction spots higher than the total 

number of degrees of freedom for the unit cell. For P3EHT, the unit cell contains four 

ethyl-hexyl-thiophene monomers, a total of 52 atoms (ignoring hydrogen atoms) and thus 

would require a minimum number of 156 diffraction peaks given that each atom has 3 

degrees of freedom. Previously, we were able to circumvent this stringent requirement by 

fixing the relative position of the carbon and sulfur atoms within a polymer backbone, 

removing all side chain carbons and only allow individual polymer chains within a unit 
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cell to slide and twist along the polymer backbone30. Here we would like to analyze the 

diffractive contributions of polymer side chains to the P3EHT thin film diffraction 

pattern.

In Figure 1a, we show a 2D Grazing Incidence X-ray Diffraction (GIXD) pattern 

for a P3EHT thin film (~15 nm) spin-cast on SiO2. Based on a previously published unit 

cell for P3EHT (a = 7.72Å, b = 10.83 Å, c = 15.16 Å, α = 69.84°, β = 103.03°, and γ = 

109.86°)30, we assign families of diffracting peaks to their corresponding scattering 

intensities. We then extract the diffraction intensities for each peak, correcting for 

background scattering intensities and geometrical factors. The square root values of the 

diffraction intensities, which is proportional to the structure factor , are then used to |𝐹ℎ𝑘𝑙|

refine the crystal structure of P3EHT (more details on the procedure can be found in 

References 30–32).

Figure 1. GIXD diffraction pattern for a ~15 nm P3EHT thin film (a) and schematic 
structures of the crystal structure viewed along the a-axis (b) and c-axis (c). R-groups in 
(b) represents the ethyl-hexyl aliphatic groups.

Unlike conventional refinements where the individual positions of each atom 

become parametric variables with respect to the unit cell dimensions and crystallographic 

space group, the determination of the P3EHT crystal structure performed here consists of 

only three parameters: the rotation angles of the backbone along the chain axis (  and 𝜃1

) and the relative sliding distance between two adjacent polymer chains ( ) as shown 𝜃2 𝛿

in Figure 1b and 1c. In other words, we place two thiophene dimers into each unit cell 
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with equal spacing along the a-axis and allow each chain to rotate and slide. For each 

different configuration, the refinement sequence calculates the expected diffraction 

intensities and iteratively minimizes the difference between calculated and measured 

diffraction intensities. The results show the structure with the lowest cost function (i.e. 

difference in diffraction intensities). Three independent runs of the refinement sequence 

were performed to ensure reproducibility. In order to predict the effects of the polymer 

side chains on the observed diffraction intensities, we used ten different starting thiophene 

dimers as inputs with varying side chain lengths and configurations. These different R-

groups (Figure 1b) are summarized in Figure 2 and include methyl (C1), ethyl (C2), 

propyl (C3), butyl (C4), 2-methylbutyl (C5), 2-ethylpentyl (C7) and 2-ethyl-hexyl (C8) 

group (two variants of C4 and C5 were used). Note, that these particular side groups were 

chosen to capture variations in the number of carbons and degrees of branching in 

addition to take into account different sidechain conformations. For C2-C8 this includes 

all-trans conformations for the methylene groups, whereas C4 and C5 also included all-

trans and mixed trans-gauche sidechains. (see Supporting Information for structural files 

with exact atomic coordinates).

Figure 2. Chemical structures of different thiophene dimers used in the refinement of the 
P3EHT crystal structure. Note that the two alternate sidechain conformations for C4 and 
C5 are not shown (see Supporting Information for structural files with exact atomic 
coordinates).
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The refinement results are summarized in Table 1. Here,  represents the ∆𝜃

difference in tilt angles ( ) and the values obtained are directly generated from the 𝜃1 ― 𝜃2

refinements. The parameters denoted with an asterisk denote a symmetrically equivalent 

configuration of the final simulated state. The results show that the individual tilt angles 

of each chain do vary with the number of side chain carbons and configurations included 

in the simulations. There is not a monotonic trend, however, and the absolute angles vary 

between 17.8o to 46.2o for  and 1.4o to 19.3o for . Interestingly, the differences in tilt 𝜃1 𝜃2

angles  are fairly consistent across different input thiophene dimers and range from ∆𝜃

14.6o to 31.4o. A similar trend is observed for the absolute sliding distance , which range 𝛿

from 1.80 to 2.25 nm. Finally, the cost function values are consistent across the three 

refinement runs for each thiophene dimer and decrease (i.e. improve) as more carbons are 

added from C0 to C4. Beyond this point, the cost function starts to increase again when 

going to longer side chains. It should be pointed out that the algorithm used for the 

crystallographic refinement does not check for atomic overlap and that significant overlap 

of the sidechains and neighboring polymer chains occurs for C5 to C8. Thus, the 

refinement was performed with fixed sidechain conformations and those structures where 

the overlap of the sidechains occurred were rejected.  In summary, these results thus 

indicate that the conjugated polymer backbone dominates the scattering intensities for 

P3EHT, albeit with some contribution from the aliphatic carbons closest to the backbone. 

This result is of great importance for studying crystal structures of semiconducting 

polymer thin films, which are often weakly diffracting and do not exhibit enough 

diffracting peaks for large scale refinements. The same method of fitting the polymer 

backbone with minimal inclusion of side chain carbons is expected to be applicable to 

other polymer systems.

Table 1. Summary of the crystal structure refinement results.

R-group
𝜽𝟏

(𝐝𝐞𝐠)
𝜽𝟐

(𝐝𝐞𝐠)
𝜹

(Å)
𝚫𝜽

(𝐝𝐞𝐠)
𝜽 ∗

𝟏
(𝐝𝐞𝐠)

𝜽 ∗
𝟐

(𝐝𝐞𝐠)
𝜹 ∗

(Å)
𝚫𝜽 ∗

(𝐝𝐞𝐠)
Cost function 

(a.u.)
C0 -135.9 -347.2 1.61 211.4 44.1 12.8 -2.25 31.4 7.82E+06

C0 -135.9 12.8 1.61 -148.6 “ “ “ “ “

C0 224.1 12.8 1.61 211.4 “ “ “ “ “

C1 46.2 -161.3 1.84 207.4 46.2 18.7 -2.02 27.4 6.59E+06

C1 46.2 -161.3 1.84 207.4 “ “ “ “ “
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R-group
𝜽𝟏

(𝐝𝐞𝐠)
𝜽𝟐

(𝐝𝐞𝐠)
𝜹

(Å)
𝚫𝜽

(𝐝𝐞𝐠)
𝜽 ∗

𝟏
(𝐝𝐞𝐠)

𝜽 ∗
𝟐

(𝐝𝐞𝐠)
𝜹 ∗

(Å)
𝚫𝜽 ∗

(𝐝𝐞𝐠)
Cost function 

(a.u.)
C1 46.2 -161.3 1.84 207.4 “ “ “ “ “

C2 -136.2 -344.4 -1.68 208.1 43.8 15.6 2.18 28.1 5.39E+06

C2 15.6 -136.2 1.68 151.9 “ “ “ “ “

C2 -136.2 15.6 -1.68 -151.9 “ “ “ “ “

C3 17.8 -144.5 1.67 162.3 17.8 35.5 -2.19 -17.7 5.21E+06

C3 -144.5 -342.2 -1.67 197.7 “ “ “ “ “

C3 17.8 -144.5 1.67 162.3 “ “ “ “ “

C4 -323.0 18.9 2.16 -341.9 37.0 18.9 2.16 18.1 4.91E+06

C4 18.9 -142.9 1.70 161.9 37.1 “ “ “ 4.92E+06

C4 37.0 -341.1 2.16 378.1 37.0 “ “ “ 4.91E+06

C4/2 -1.4 23.5 2.25 -24.9 23.5 -1.4 2.25 -24.9 5.70E+06

C4/2 -1.3 23.6 2.25 -24.9 23.6 -1.3 “ “ “

C4/2 23.6 -181.3 1.62 204.9 23.6 -1.3 -2.24 24.9 5.67E+06

C5 -131.4 -160.7 -2.06 29.3 48.6 19.3 -2.06 29.3 5.83E+06

C5 19.3 -131.4 -1.83 150.7 “ “ -2.03 “ 5.87E+06

C5 -131.4 199.3 -2.05 -330.7 “ “ -2.05 “ 5.83E+06

C5/2 -175.8 30.4 -1.62 -206.2 30.4 4.2 -2.24 26.2 5.47E+06

C5/2 30.3 4.1 -2.25 26.2 30.3 4.1 -2.25 26.2 5.48E+06

C5/2 -175.8 30.3 -1.62 -206.2 30.4 4.2 -2.24 26.2 5.47E+06

C7 13.5 -151.3 1.70 164.8 28.7 13.5 2.16 15.2 6.12E+06

C7 -151.3 13.5 -1.70 -164.8 “ “ “ “ “

C7 -346.5 208.7 1.70 -555.2 “ “ “ “ “

C8 12.0 -153.4 -1.73 165.4 26.6 12.0 -2.13 14.6 5.85E+06

C8 -348.0 -153.4 -1.73 -194.6 “ “ “ “ “

C8 -153.4 12.0 1.73 -165.4 “ “ “ “ “

*Symmetrically equivalent configuration of the final simulated state.

3.2. Molecular Packing of P3EHT from Solid-State 1H NMR Spectroscopy. 

To further characterize the molecular packing of the stacked polythiophene main 

chains of P3EHT we have taken advantage of a strategy that combines high-field 1H 

liquid- and solid-state NMR spectroscopy. While liquid-state 1H NMR spectroscopy 

inherently yields narrow and resolved 1H resonances due to fast molecular tumbling in 
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solution, the spectral resolution in 1H solid-state NMR experiments relies on fast magic-

angle spinning (MAS). From such experiments utilizing fast MAS, it has been shown that 

the 1H chemical shift is a sensitive probe with respect to π-π stacking and hydrogen 

bonding46. The effect of π-π stacking is observed as a shift of the 1H chemical shift to 

either low- or high-field, depending on the aromatic or anti-aromatic character of the π-

conjugated system47,48, when compared to the corresponding liquid-state 1H NMR signal. 

Moreover, solid-state NMR spectroscopy offers the possibility to detect and in some 

cases, also quantify the through-space 1H-1H inter-nuclear dipole-dipole coupling 

between π-stacked proton-bearing chemical groups from 2D NMR experiments, utilizing 

double-quantum (DQ) recoupling techniques41,49–51. This approach has been utilized for 

a variety of π-conjugated systems52–55, where in particular the knowledge gained for 

donor-acceptor-based π-conjugated polymers has enabled unprecedented molecular 

insights about the donor-acceptor packing structure that is closely linked to the overall 

charge-transport properties56–58.

We first characterize the 1H NMR signal of P3EHT. Figure 3 summarizes our 

results from liquid- and solid-state 1H NMR spectroscopy. Based on previous NMR 

characterization of polythiophenes59–61 it is straightforward to assign the liquid-state 1H 

signal at 6.9 ppm in Figure 3a to the thiophene protons. From the corresponding 1H solid-

state NMR in Figure 3b, the thiophene protons are observed to resonate at 6.6 ppm with 

a significant increase in linewidth that is characteristic for 1H resonances in the solid 

state62. This shows that the thiophene protons within the stacked P3EHT main chains are 

subject to a minor high-field shift of only ~0.3 ppm, which is indicative of weak to 

moderate π-π stacking effects. These observations are in good agreement with the 

relatively large, experimentally estimated π-π stacking distance of 5.08 Å from 2D GIXD 

in Section 3.1 (as calculated from the unit cell parameters ). Moreover, it 
𝑏
2cos (𝛾 ― 𝜋)

also demonstrates that the influence of aromatic ring currents from neighboring thiophene 

main chains on the 1H chemical shift of the thiophene proton in P3EHT is fairly small 

compared to that of poly(3-hexylthiophene) or P3HT, where a π-π stacking distance of 

3.9 Å for non-tilted thiophene main chains and high-field shifts of ~1.0 ppm for the 

thiophene protons have been reported63.

To evaluate the spatial surroundings of the thiophene protons and further 

characterize the P3EHT crystal structure, we have recorded a 2D 1H-1H double-quantum 

single-quantum (DQ-SQ) spectrum as shown in Figure 3c. This spectrum was acquired 
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using a short DQ recoupling/reconversion time of 80 µs (two rotor periods) to probe the 

close spatial proton environment (below 5.0 Å)64. The 2D spectrum in Figure 3c includes 

clear cross-correlation signals between aromatic and aliphatic protons, occurring at the 

sum of the 1H chemical shifts in the indirect 1H-1H DQ dimension (SQ1+SQ2=DQ; 

0.8+6.6=7.4 ppm), in addition to two intense auto-correlation signals located at the 

spectrum diagonal. The auto-correlation signals are due to self-correlation between 1H 

resonances with identical chemical shift as expected for the aliphatic signal at 0.8 ppm 

(CH2 groups). The fact that the thiophene protons located at 6.6 ppm also display an auto-

correlation signal demonstrate that the P3EHT main chains must be packed in such a way 

that the thiophene protons are in close registry. Though these findings seemingly 

contradict our previous statement on the limited π-π stacking, the short proton distances 

fit very well with the tilted polymer chain arrangement shown in Figure 1b, where limited 

conventional π-π stacking is present, explaining the high-field shift of only ~0.3 ppm. 

Increasing the DQ recoupling/reconversion time to 240 µs leads to a much less intense 

cross-correlation compared to the two auto-correlations at 0.8 and 6.6 ppm in the direct 

dimension (data not shown). This fact encouraged us to record a 2D rotor-encoded 1H-1H 

DQ-SQ spectrum in an attempt to quantify the 1H-1H internuclear distance between the 

thiophene protons. The resulting 1H-1H DQ sideband pattern encoding the 1H-1H 

thiophene-thiophene distance is displayed in Figure 3d. This spectrum was extracted 

from the full 2D rotor-encoded 1H-1H DQ-SQ spectrum as a summation over the region 

SQ=4.2 ppm to SQ=10.4 ppm, covering the thiophene-thiophene auto-correlation. 

Compared to a pure two-spin 1H-1H DQ sideband pattern, as recently observed for stacked 

perylene tetracarboxydiimide molecules with branched side chains65, it is evident that the 

corresponding pattern for P3EHT in Figure 3d must be influenced by 1H-1H multi-spin 

effects as inferred from the signal intensities at even orders of the rotor frequency (marked 

by the symbol “#” in Figure 3d)64. This effect most likely is the result of the molecular 

packing of P3EHT main chains, which leads to a row (or one-dimensional chain) of 

coupled thiophene protons with varying inter-nuclear distances and proximities to the side 

chains. Nevertheless, we have as a first attempt assumed an ideal two-spin system. 

Through iterative fitting using SIMPSON43,66, we obtained a 1H-1H thiophene-thiophene 

distance of 3.5±0.3 Å, corresponding to the simulated 1H-1H DQ sideband pattern 

(magenta) in Figure 3d. However, such a short distance is obviously too short and must 

reflect the multi-spin character of the 1H-1H DQ sideband pattern in Figure 3d, , i.e., the 

multi-spin character also changes the intensity distribution for the odd order 1H-1H dipolar 
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sideband pattern, leading to an overestimation of the 1H-1H dipolar coupling67. Thus, to 

analyze the 1H-1H DQ sideband pattern it is necessary to take into account the 1H-1H 

multi-spin effects and the approach we have taken is that of Zorin et al. based on the 

effective 1H-1H dipole-dipole coupling, or equivalent the effective distance, as a better 

measure to describe coupled 1H-1H networks68. The analysis is summarized in detail in 

the Supporting Information Section S.1 and focuses on the relation between the 

effective thiophene-thiophene proton distances and the difference in tilt angle  between ∆𝜃

pairs of successive thiophene main chains ( ) obtained from the crystallographic 𝜃1 ― 𝜃2

refinement (see Figure 1b). This analysis show that none of the structures from the 

crystallographic refinement produces an effective thiophene-thiophene proton distance 

that is short enough; the closest thiophene-thiophene distance is observed for C5 (3.88 Å) 

followed by C0 (3.91 Å). Correlating  and the effective distance for all structures yields ∆𝜃

 ~54° required for the short distance of 3.5 Å determined in Figure 3d. This angle is ∆𝜃

clearly not in agreement with the GIXD experiments above and may be considered as the 

upper limit for , i.e., the thiophene-thiophene distance (dipole-dipole coupling) is ∆𝜃

underestimated (overestimated) due to multi-spin effects. Thus, the effective thiophene-

thiophene distance measured from Figure 3d is on this basis estimated to be 4.0±0.3 Å 

(cf. Figure 31 in Ref. [64]). The analysis further indicates that difference in tilt angles  ∆𝜃

between successive pairs of thiophene main chains is at least 15° and up to 50°, in 

agreement with the small high-field shift of ~0.3 ppm for the thiophene protons (Figure 

3) and the results from GIXD (see Figure 1b) 
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Figure 3. (a) Liquid-state 1H NMR spectrum and (b) solid-state 1H MAS NMR spectrum 
of P3EHT recorded using a spinning frequency of 25.0 kHz. (c) 2D 1H-1H DQ-SQ 
spectrum of P3EHT recorded using two rotor periods of BaBa excitation and 
reconversion. Contour levels are displayed from 2.5% to 84% of the internal maximum. 
(d) Experimental 1H-1H DQ sideband pattern (black) recorded using six rotor periods of 
DQ recoupling/reconversion. The optimized simulation (magenta, shifted slightly to the 
left) is based on an ideal two-spin behavior and corresponds to a 1H-1H intermolecular 
distance of 3.5 Å. The 1H-1H multi-spin effects marked by # in (d) led us to use effective 
1H-1H distances, resulting in an estimated, effective 1H-1H thiophene-thiophene distance 
of 4.0±0.3 Å, see text and Supporting Information for details. Green and magenta colors 
assign signals from the aliphatic ethyl-hexyl sidechain and the aromatic thiophene proton 
as shown in the inset of (a), respectively. The asterisks in (a) and (b) mark the residual 
solvent signal (CHCl3) and an impurity, respectively.
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3.3 Molecular Motions in P3EHT 

Now that we have a good understanding of the polymer’s backbone configurations 

and packing structure, we also want to know in more detail the polymer’s chain mobility. 

As first hint about this issue we present the results of DSC measurements in Figure 4a. 

DSC trace shown in Figure 4a show three main thermal transitions. The peak at ~313 K 

might be related to a solvent-induced metastable phase and/or a glass transition 

temperature (since a slightly change of base-line seems to be happening at that region). 

The DSC trace also shows that melting peak is clearly split which was previously reported 

by Beckingham et al69 in which the bimodal melting peaks T1 and T2 (T1 < T2) to the 

melting of crystallites formed during isothermal crystallization and those that were 

recrystallized and refined by the heating process, respectively. Note that the relative 

fraction of melted crystallites between T1 to T2 shown in Figure 4a is similar to that 

reported by Beckingham et al69.

Figure 4. (a) DSC trace for P3EHT taken at a ramp rate of 10oC per minute. Note that no 
recrystallization events are shown due to the kinetically slow crystallization nature of 
P3EHT. (b) Normalized intensity of the 1H DF-MSE TDNMR signals measured as a 
function of temperature for P3EHT using a filter time of 40 μs. The error bar at 
approximately 300 K is slightly bigger than the others due to the changing of cooling 
mechanism in our experiment (from blowing cooled N2 to room temperature N2). 
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DSC measurements can be effective for determining transition temperatures 

associated to global motions of the polymer chains, such as melting or glass transition 

processes.  However, it usually fails in observing onset temperatures of local motions, 

such as end group or side-chain movements. This can be achieved using 1H NMR because 

the 1H-1H dipolar coupling is highly sensitive to motion with rates higher than the dipolar 

coupling strength, which is usually in the in the order of tens of kHz for 1H nuclei in rigid 

segments. Indeed, the changes in the 1H-1H dipolar coupling as a function of temperatures 

can provide the onset temperatures of thermally activated local or global movements of 

the polymer chains. This can be performed employing the so called 1H TDNMR dipolar-

filtered magic-sandwich echo (DF-MSE) measurements at low magnetic field. The 

DF-MSE experiment consists of a Goldmann-Shen type of dipolar filter with duration tf
45, 

which suppresses 1H signals whose decay time is faster than the filter time, followed by 

a mixed Magic Sandwich Echo sequence70 (see Supporting Information section S.3 for 

the pulse sequence). This is due to the stronger 1H-1H dipolar couplings in the rigid 

fraction, causing the NMR signals to decay in a time scale of about 40 μs. Thus, if the 

filter time tf is longer than ~40 μs, the dipolar filter sequence suppresses signals arising 

from 1H nuclei in rigid segments. In other words, the filter promotes a selection of the 

signal from mobile segments. Because the mixed-MSE sequence is able to refocus the 

signal of both rigid and mobile segments, at very short filter times tf (~1 μs), the 1H signal 

obtained after the DF-MSE sequence contains contributions from both rigid and mobile 

segments (Supporting Information Section S.3). If the filter time tf is increased to values 

higher than ~40 μs, the 1H signal arises only from mobile components. Notice that for a 

molecular segment to be seen as mobile in the DF-MSE experiments its motion rate 

should be higher than the inverse of the filter time, i.e., k > 1/tf, which for typical filter 

time of 40 μs gives k > 20 kHz. Therefore, at very low temperatures where all molecular 

segments are rigid within this frequency scale, the corresponding 1H signal will be 

completely suppressed and the intensity of the MSE echo will vanish. However, if the 

temperature is increased in such a way that the motion starts in some molecular segments, 

the dipolar filter sequence no longer suppresses the corresponding 1H signal and the MSE 

echo appears. Thus, the method is able to detect the onset temperature of specific 

molecular motions as observed by an increase of the 1H DF-MSE echo intensity as a 

function of temperature, which will be seen as an intensity upturn of the DF-MSE echo 

intensity vs. T curve, see Supporting Information Section S.3. It is worth mentioning 
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that the 1H DF-MSE echo intensity is prone to temperature variations other than those 

caused by molecular motion, e.g. due to the temperature dependence of the magnetization 

(Curie law) or changes in the pulse and detection performance of the spectrometer. To 

normalize these effects, the 1H DF-MSE echo intensity is divided by the intensity 

obtained at short filter time (~1 μs) providing a normalized 1H DF-MSE intensity,  𝑡𝑓0

, in which the variations are expected to be only related to molecular 𝐼𝑛𝐷𝐹𝑀𝑆𝐸 =
𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓)
𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓0)

motions. Note also that at temperatures were the motional rates becomes comparable to 

the dipolar coupling frequency, (intermediate motion regime), the MSE intensity is 

reduced. However because the same MSE is used for acquiring both  and 𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓)

 intensity this effect is also normalized out in  . In summary, an 𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓) 𝐼𝑛𝐷𝐹𝑀𝑆𝐸

intensity upturn of the  vs. T curve is directly related with the onset of molecular 𝐼𝑛𝐷𝐹𝑀𝑆𝐸

motions in some segments in the sample. A more complete description of the DF-MSE 

experiment can be found in the Supporting Information Section S.2.

The IDFMSE vs. T curve measured for P3EHT is shown on Figure 4b. This curve 

was obtained by recording 1H DF-MSE echoes using filter times tf of 1 s and 40 s, 

respectively, as a function of temperature. The intensities and 𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓0 = 1𝜇𝑠) 𝐼𝐷𝐹𝑀𝑆𝐸

,  obtained as the maximum intensity of those echoes, are then used to provide (𝑡𝑓 = 40𝜇𝑠)

the normalized  for each temperature. Three temperature regions 𝐼𝑛𝐷𝐹𝑀𝑆𝐸 =
𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓 = 40𝜇𝑠)
𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓0 = 1𝜇𝑠)

can be identified in the curve. Region I, below 250 K, comprises the temperature where 

there is no motions in the frequency scale of DF-MSE, so . Region II, from 𝐼𝑛𝐷𝐹𝑀𝑆𝐸 = 0

250-325 K, correspond to temperature range between the first and the second intensity 

upturn. The 13C{1H} CP/MAS build up, dipolar-dephased 13C{1H} CP/MAS and 13C  𝑇1

relaxation time experiments, Supporting Information Section S.2, suggested that at 310 

K the thiophene main chain is quite rigid while side-chains have the highest mobility. 

Therefore, the changes in the  in this region can assigned predominantly to side-𝐼𝑛𝐷𝐹𝑀𝑆𝐸

chain motions. As for region IV, the DSC traces shown in Figure 4a suggests that the 

melting of the crystallites is completed. Therefore, region IV corresponds to the melt state 

and   remain constant as expected. The assignment of the processes associated to 𝐼𝑛𝐷𝐹𝑀𝑆𝐸

region III is rather more complicated. In this region the reducing of the 1H-1H dipolar 

coupling contribution can be attributed to  motions associated to the melting of the 

solvent-induced metastable phase and/or a glass transition temperature, at ~313 K 
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according to the DSC results and Beckingham et al69, and also to the melting of the 

crystallites  at 340-370 K according to the DSC traces. 

Although the DSC and 1H DF-MSE bring information about onset temperatures 

of molecular motions, they do not provide molecular details of the such motions. In 

particular, we are interested in molecular mobility of the side chains in relation to the 

backbone. We have chosen 13C solid-state NMR spectroscopy as the method of choice 

for this investigation. The short-ranged nature and orientation dependence of the nuclear 

spin interactions make solid-state NMR sensitive to the packing and conformation of 

chains in crystalline and amorphous domains and also to segmental molecular motions. 

Figure 5a shows the 13C{1H} CP/MAS NMR spectrum acquired for P3EHT. 

Signals in the 120-140 ppm and 5-45 ppm spectral ranges are associated with the 

polythiophene main-chain and side-chain carbons, respectively. The assignment of the 

signals to specific carbons of the P3EHT chemical structure shown in Figure 5a was done 

using a combination of short recycle delay direct polarization (13C DP MAS NMR), 

dipolar-dephased 13C{1H} CP/MAS NMR, and 2D 13C-1H heteronuclear correlation 

experiments (2D 13C-1H HETCOR NMR). Detailed results and discussions that lead to 

the assignments can be found in Supporting Information Section S.2.

Page 19 of 38 Journal of Materials Chemistry C



Figure 5. (a) 13C{1H} CP/MAS NMR spectrum and signal assignments for P3EHT. The 
inset presents the P3EHT chemical structure with labels assigned to each carbon in the 
molecule. Detailed results that lead to the assignments and corresponding discussions are 
presented in the Supporting Information Section S.2. (b) Bar graph of the 𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(𝐶4
 ratios extracted from the DIPSHIFT curves for several protonated sidechain carbon sites )

of P3EHT, where the index i corresponds to each protonated carbon site of the sidechain. 

It is well-known that the side chain mobility in polymer can influence the 

molecular packing, mechanical and thermal behavior as well as the material 

processability. Information about the molecular mobility of specific carbon sites was 

obtained using the Dipolar Chemical Shift Correlation (DIPSHIFT)71 experiment. The 

DIPSHIFT experiment provides a measure of the strength of the magnetic dipolar 

coupling between 13C bonded to 1H nuclei (C-H coupling, )72. Since the strength of 𝛿𝐶𝐻

the C-H coupling is reduced due to molecular motions with rates between (10-100 kHz)73–

76, DIPSHIFT experiments are capable of probing molecular dynamics within this 

frequency window77,78. This is provided by a pulse sequence (see Supporting 

Information Section S.2) that modulates the intensity of each line of the 13C{1H} 
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CP/MAS NMR spectrum by the local C-H couplings, which are then quantified by 

measuring the resonance intensities as a function of an experimentally incremented 

evolution time t1 (DIPSHIFT dephasing curves, see Figure S6 in the Supporting 

Information Section S.3). The molecular mobility information is summarized by the 

reduction of  due to motion. This is usually probed by DIPSHIFT using the so called 𝛿𝐶𝐻

dynamical order parameter, which is defined as the ratio between the strength of the 

motion reduced C-H coupling without the influence of the molecular motion (rigid limit 

CH-coupling), see more detailed discussion in the Supporting Information Section S.3). 

Despite this gives an absolute measurement to the degree of mobility, it requires the 

measurement of rigid limit CH-coupling, which is done by acquiring the DIPSHIFT curve 

at rather low temperatures or for a standard sample where there is no motion in the kHz 

frequency scale. However, while in the first approach is more prone to errors due to 

differences in the efficiency of the homonuclear decoupling at different temperatures, in 

the second approach the errors can arise from structural differences between the standard 

and the actual sample79. Thus, because at room temperature the P3EHT is below its glass 

transition temperature 69, we expect the PEHT backbone to be rigid. Thus, we use the   𝛿𝐶𝐻

measured via DIPSHFIT of the C4 carbon (the only protonated carbon in the backbone) 

as an internal reference to normalize the  values obtained for the others side-chain 𝛿𝐶𝐻

carbons. This gives the ratio  which reflect the mobility difference 𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(𝐶4)

between each side-chain carbon and the backbone, i.e., the smaller is  𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(𝐶4)

the more mobile is the that specific segment relative to the backbone. Because the  𝛿𝐶𝐻

values are extracted from a single DIPSHIFT measurement at the same conditions this 

ratio is less prone to the aforementioned errors but is only gives a measurement of the 

relative mobility between the side-chain and the backbone. More details regarding the 

DIPSHIFT pulse sequence and corresponding parameters, see Supporting Information 

Section S.3.

Figure 5b shows the  ratios determined from 𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(𝐶4)

the DIPSHIFT dephasing curves for each resolved protonated carbon site of P3EHT. Two 

excitation methods, cross-polarization (CP) and direct polarization (DP), were used to 

record the DIPSHIFT curves. Fits to the dephasing curves, from which the 𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(

 ratios  were calculated, are shown in Figure S7 in the Supplementary information 𝐶4)

section S.3. 
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With respect to the ethyl-hexyl side-chain motion, all side-chain carbons exhibited 

 ratios significantly smaller than 1. There is an evident decrease of the 𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(𝐶4)

order parameter along the side-chain, with higher  ratios being observed 𝛿𝐶𝐻(𝐶𝑖)/𝛿𝐶𝐻(𝐶4)

for those carbon sites close to the thiophene main chain (Cα and C)  and lower values for 

carbons sites near the end of the side-chain. This results of a typical gradient of mobility 

(heterogeneity in the amplitude of the motion) throughout the side-chain observed for 

polymers with rigid backbone and mobile side chains74,75. The presence of such a gradient 

of mobility can be taken as evidence that the side-chain motion is not isotropic, but occurs 

around a local side-chain axis, with some extra degrees of freedom for the end side-chain 

groups likely encouraged by branching of the ethyl-hexyl group. Note also that in the 
13C{1H} CP/MAS NMR spectra in Figure 5a the side-chain signals are broader for 

carbons closer to the main chains, which is also in agreement with the presence of a 

mobility gradient. As already mentioned, this picture agrees with the correlation signal 

observed in 2D 1H-1H DQ-SQ spectrum, which close spatial proximity, between the 

thiophene proton and the first aliphatic groups of the ethyl-hexyl sidechain.

3.4 Crystal Growth Based on an Extended 1D Avrami Model

Previously, we have shown that crystallization of P3EHT thin films is dominated 

by growth along a single direction: the chain axis/polymer backbone direction80. This was 

confirmed by the relatively fast crystal growth of P3EHT along the π-stacking and alkyl-

stacking directions as observed from GIXD. Crystallization kinects has been well studied 

using the well-known Avrami Model, which considers crystal to grow isotopically in a 

three-dimensional fashion. Given that crystallization of P3EHT thin films is proved to be 

purely one-dimensional, we had to modify the form of the Avrami model to fit time-

dependent crystallization curves. Using an extended form of the Avrami model to fit time-

dependent optical absorption data, as is shown below in Equation (1), we were also able 

to capture the rate (k) and dimensionality (n) of the crystallization process80. 

(1)𝐴 = 𝐴𝑔(1 ― exp (𝑘𝑡𝑛)) + 𝐴𝑜

Here A represents the total fraction of aggregates, Ao is the initial fraction of aggregates 

(t = 0) and Ag is the fraction of aggregates gained at long times (the sum of Ao and Ag is 

the final aggregate fraction after crystallization has completed). For 1D growth, the 

dimensionality factor n is between 1 and 2, where a value of 1 represents fast nucleation 

and a value of 2 represents slow nucleation. This form of the Avrami model, however, 
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does not allow for easy comparisons between data sets due to the fact that n is almost 

always different. In other words, different growth rates k cannot be compared when n is 

not constant. We now present a more in-depth form of the Avrami model that takes into 

account the size and growth mechanism observed.

Firstly, we consider the fundamental basis for the Avrami model, which proposes 

that there exists a certain density of nucleation sites (N) within the solid-state of a 

particular crystallizing system. Each nucleation site has a probability of nucleating into a 

crystal, which is described by the nucleation rate vN (i.e. the number of nucleation sites 

that nucleate per minute). Equations (2-4) describe below the available number density 

of nucleation sites (N) at a particular point in time. Here No describes the initial density 

of available nucleation sites at t = 0 (i.e. the total density of nucleation sites).

(2)𝑑𝑁 = ―𝑁 ∗ 𝑣𝑁 ∗ 𝑑𝑡

 (3)∫𝑁
𝑁𝑜

𝑑𝑁
𝑁 = ∫𝑡

0 ― 𝑣𝑁 ∗ 𝑑𝑡

 (4)𝑁(𝑡) = 𝑁𝑜exp ( ― 𝑣𝑁𝑡)

Based on these equations, we can now calculate the volumetric rate of nucleation Iv, which 

defines the average number of aggregates that nucleate per unit volume per minute as:

 (5)𝐼𝑣(𝑡) = ―
𝑑𝑁
𝑑𝑡 = 𝑁𝑜𝑣𝑁exp ( ― 𝑣𝑁𝑡)

Once a crystal has nucleated, it grows at a constant rate. For our current polythiophene 

system, the crystallizing species is a π-stacked aggregate, as was previously defined20. 

From diffraction data, the width and height of each aggregate are known to be around 6 

nm along the π-stacking direction (w) and 1.45 nm along the alkyl-stacking direction 

(h), respectively. We assume that each nucleation site nucleates into a fully grown 

“rectangular” aggregate that grows along the aggregate length (l) at a constant rate L 

(Figure 6). 
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Figure 6. Schematic of an aggregate and its 1-D growth along the thiophene backbone.

The volumetric growth rate  of a single aggregate can then be defined as (𝑑𝑉
𝑑𝑡)

follows:

 (6)𝑉𝑆 = ℎ ∗ 𝑤 ∗ 𝑙

(7)
𝑑𝑉𝑠

𝑑𝑡 = ℎ ∗ 𝑤 ∗
𝑑𝑙
𝑑𝑡

We can then define the volume of a particular aggregate that nucleated at time  at any 𝜏

point in time t, as is defined below:

(8)∫𝑡
𝜏𝑑𝑉𝑠 = ∫𝑡

𝜏ℎ ∗ 𝑤 ∗ 𝐿 ∗ 𝑑𝑡

(9)𝑉𝑠(𝑡) = ℎ𝑤𝐿(𝑡 ― 𝜏)

Now we consider the fact that the Avrami model assumes that each aggregate 

grows as if the other were not there; in other words, they will “overlap” with each other 

and are not affected by any impingements. The sum of all of the individual aggregate 

volumes is denoted as the effective aggregate volume ( ) and includes the overlap 𝑉𝐴
𝑒

volume. We can then define the change in  for an aggregate that nucleated at time  as:𝑉𝐴
𝑒 𝜏

(10)𝑑𝑉𝐴
𝑒 = 𝑣𝑁 ∗ 𝐼𝑣(𝜏) ∗ 𝑉𝑡𝑜𝑡 ∗ 𝑑𝜏

Note that  simply represents the number of aggregates that have nucleated 𝐼𝑣(𝜏) ∗ 𝑉𝑡𝑜𝑡 ∗ 𝑑𝜏

between time  and . Integrating this expression eventually yields the  as a 𝜏 𝜏 + 𝑑𝜏 𝑉𝐴
𝑒

function time (Equation (12)):

(11)∫𝑉𝐴
𝑒

0 𝑑𝑉𝐴
𝑒 = ℎ𝑤𝐿𝑁𝑜𝑣𝑁𝑉𝑡𝑜𝑡∫

𝑡
0exp ( ― 𝑣𝑁𝜏) ∗ (𝑡 ― 𝜏)𝑑𝜏

(12)𝑉𝐴
𝑒 =

ℎ𝑤𝐿𝑁𝑜𝑉𝑡𝑜𝑡

𝑣𝑁
[exp ( ― 𝑣𝑁𝑡) ― 1 + 𝑣𝑁𝑡]

Lastly, we want to calculate the real total aggregate volume ( ) that does not 𝑉𝐴

include the virtual, overlap volume. This is done by considering that only a fraction of 
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the change or increase in  is “real” and is defined by the volume fraction of the solid 𝑉𝐴
𝑒

that has not yet crystallized or transformed: 

(13)𝑑𝑉𝐴 = (1 ―
𝑉𝐴

𝑉𝑡𝑜𝑡)𝑑𝑉𝐴
𝑒

By integrating Equation (13), we calculate the overall fraction of aggregates (A):

(14)∫𝑑𝑉𝐴

(1 ―
𝑉𝐴

𝑉𝑡𝑜𝑡)
= ∫𝑑𝑉𝐴

𝑒

(15)𝐴 =
𝑉𝐴

𝑉𝑡𝑜𝑡
= 1 ― exp ( ―

𝑉𝐴
𝑒

𝑉𝑡𝑜𝑡)
Combining Equation (12) into Equation (15) yields the final expression for the 

fraction of aggregates:

(16)𝐴 = 1 ― exp ( ―
ℎ𝑤𝐿𝑁𝑜

𝑣𝑁
[exp ( ― 𝑣𝑁𝑡) ― 1 + 𝑣𝑁𝑡])

As a check, we consider the extreme cases for very fast and very slow nucleation. For 

slow nucleation rates,  and A can be approximated using a Taylor series 𝑣𝑁𝑡 ≪ 1

expansion as:

(17)exp ( ― 𝑣𝑁𝑡) = 1 ― 𝑣𝑁𝑡 +
𝑣2

𝑁𝑡2

2 …

Taking the first three terms of the series in Equation (17), the fraction of aggregates 

yields the following:

(18)𝐴 = 1 ― exp ( ―0.5ℎ𝑤𝐿𝑁𝑜𝑣𝑁𝑡2)
For fast nucleation rates,  and A can be reduced to Equation (19):𝑣𝑁 ≫ 1

(19)𝐴 = 1 ― exp ( ―8.7𝐿𝑁𝑜𝑣𝑁𝑡)

These expressions match the standard Avrami exponential dependencies of  and 𝑛 = 1

 for fast and slow nucleation rates, respectively. Finally, we modify Equation (16) 𝑛 = 2

to account for the fact that polymer films cannot become 100% aggregated and may begin 

crystallization with a starting aggregate fraction. In Equation (20), we have thus included 

the parameters Ao (the initial fraction of aggregates) and Ag (the fraction of aggregates 

gained at long times) as was previously explained:

(20)𝐴(𝑡) = 𝐴𝑔[1 ― exp ( ―
ℎ𝑤𝐿𝑁𝑜

𝑣𝑁
[exp ( ― 𝑣𝑁𝑡) ― 1 + 𝑣𝑁𝑡])] + 𝐴𝑜

Using Equation (20), which is the extended Avrami model for the present case, we can 

now analyze kinetic properties of crystallization and growth in solid-state P3EHT 

polymer samples. Note that for P3EHT the product  is equal to 8.7.ℎ𝑤
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3.5 Recrystallization Kinetics and Molecular Rearrangement of P3EHT 

probed by Solid-State NMR Experiments.

It is well known that 13C solid-state NMR, in particular 13C{1H} CP/MAS NMR 

experiments, is highly sensitive to the local chain conformational in polymers81. Thus, 

the technique can be used as an effective way of probing polymer crystallization provided 

that the crystallization time is longer than the time required for the signal acquisition82–

85. For P3EHT this is the case since the crystallization time may be longer than 12 h 

(depending on the crystallization temperature) and a 13C{1H} CP/MAS NMR spectrum 

with a reasonable signal-to-noise ratio can be acquired within ~1 h.

Figure 7a shows the series of 13C{1H} CP/MAS NMR spectra acquired in blocks 

of 2h during the crystallization at 30 C, after having melted the P3EHT sample inside 

the NMR rotor and quenching to 30 C at a rate of 40 C/min. In the first 2h, 13C signals 

from the thiophene carbons are featureless, indicating a high degree of conformational 

disorder81. Therefore, P3EHT is mostly in the amorphous state within this first 2h. For 

longer crystallization times, the emergence of narrow signals in the region of thiophene 

carbons indicates an increase in conformational order due to crystallization. As displayed 

in Figure 7a, crystallization is completed after 10h. By plotting the 13C signal intensity 

associated with one of the thiophene carbons, for instance C4 (see Figure 4), as a function 

of crystallization time, one can follow the crystallization kinetics. This is shown in 

Figure 7c, where the C4 peak intensity was measured for each 1h of spectrum acquisition. 

The peaks associated with C2/5 and C3, depict the same trend, see Figure S10 of the 

Supporting Information Section S.3.

Another interesting feature to be observed in the 13C{1H} CP/MAS NMR spectra 

of Figure 7a is associated with the side-chain carbons. The C signal follows the same 

behavior of the thiophene carbons, showing that crystallization also imposes local 

conformational ordering to the side-chains. However, as also shown in Figure S10 of the 

Supporting Information Section S.3, the signals associated with the end ethyl-hexyl 

side-chain carbons, i.e., C, C, C, C and CH3 are less affected by the crystallization. 

This observation suggests that crystallization makes the side-chains carbons close to the 

thiophene main chain more rigid in the crystallites, while the side-chain ends remain more 

mobile. This is in perfect agreement with the DIPSHIFT and shows that the strong 

correlation peak between aliphatic and aromatic protons in the 2D 1H-1H DQ-SQ 

correlation NMR experiments in Figure 3c is mainly a result from the strong 1H-1H 
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dipolar interaction, and thereby close spatial proximity, between the thiophene proton and 

the first aliphatic groups of the ethyl-hexyl side-chain. Moreover, the fairly high order 

parameter for the thiophene C4 position in combination with the decrease of the order 

parameter along the ethyl-hexyl side-chain observed from the DIPSHIFT experiments is 

characteristic of well-ordered and crystalline P3EHT domains as discussed above.

Although one can follow the crystallization kinetics using 13C{1H} CP/MAS 

NMR, the inconvenience of doing so is the long 1-hour acquisition time to obtain a 
13C{1H} CP/MAS NMR spectrum with sufficiently and fair signal-to-noise ratio. On the 

other hand, the reduction in the mobility observed for some of the segments in the ethyl-

hexyl side-chains upon crystallization suggests that the process could be probed by 

monitoring the overall mobility of the polymer chains, which can be achieved using 1H 

TD-NMR. To demonstrate this concept, Figure 7b shows two MSE refocused 1H MSE-

refocused FIDs70 measured for the same P3EHT sample before (0h) and after 

recrystallization (12h) at 30 C. The decrease in decay time clearly shows the reduction 

of the proton mobility in the sample upon recrystallization. To probe the proton mobility 

reduction more specifically, the 1H DF-MSE method was used. As already stated above, 

the 1H DF-MSE experiments filters out 1H signals for which the decay time is shorter 

than the filter time tf. The decay time of 1H signals arising from protons in rigid segments 

is about 30 s. Thus, by setting tf to 40s, the intensity of the 1H DF-MSE echo IDFMSE 

(tf = 40s) will arise from protons in segments faster than this cut-off time only. Because 

all protons contribute to the intensity at short filter times IDFMSE (tf = 1s), the normalized 

intensity that account for the fraction of rigid protons in the sample (in the sense of the 
1H DF-MSE experiment) reads 

                       (21)𝑓𝑟𝑖𝑔𝑖𝑑 =
𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓 = 1𝜇𝑠) ― 𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓 = 40𝜇𝑠)

𝐼𝐷𝐹𝑀𝑆𝐸(𝑡𝑓 = 1𝜇𝑠)

As shown in Figure 7b, the number of rigid protons during the crystallization 

increases, so  should increase accordingly. Indeed, if the increase in  really 𝑓𝑟𝑖𝑔𝑖𝑑 𝑓𝑟𝑖𝑔𝑖𝑑

probes the crystallization dynamics one should expect that the increase in the chain 

ordering, as probed by the intensity of the C4 carbon in the 13C{1H} CP/MAS NMR 

experiment, and the change in  as a function of the crystallization time coincide. 𝑓𝑟𝑖𝑔𝑖𝑑

This hypothesis is borne out in Figure 7c where both quantities are plotted together as a 

function of the crystallization time. The agreement between both curves is remarkable, 
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demonstrating that  is an equally good probe of crystallization kinetics. In addition, 𝑓𝑟𝑖𝑔𝑖𝑑

since the two 1H DF-MSE experiments required to evaluate  take only about 5 𝑓𝑟𝑖𝑔𝑖𝑑

minutes, the crystallization kinetics can be probed with a much higher time resolution 

using 1H DF-MSE, so the crystallization behavior can be followed in more detail.

Figure 8 shows the fraction of rigid 1H as a function of crystallization time, 𝑓𝑟𝑖𝑔𝑖𝑑

  for recrystallization temperatures Tq of 30C, 40C and 50C. As expected,   (𝑡) 𝑓𝑟𝑖𝑔𝑖𝑑(𝑡)

increases over time with an average rate of crystallization that decreases with increasing 

. Recrystallization takes, for instance, only ~20 hours to complete at 30oC compared to 𝑇𝑞

the 120+ hours required for  50oC.𝑇𝑞 =
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Figure 7. (a) 13C{1H} CP/MAS NMR spectra recorded during the crystallization of 
P3EHT for the indicated times. (b) Changes of the 1H TDNMR FID due to the 
crystallization of P3EHT. (c) Comparison between the intensity of the C4 line in the 
13C{1H} CP/MAS NMR spectrum and  extracted from the 1H DF-MSE experiment 𝑓𝑟𝑖𝑔𝑖𝑑
during the crystallization of P3EHT for the indicated times.
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3.6 Application of the Extended 1D Avrami Model to the Crystallization 

of P3EHT as Followed by 1H Time-Domain and Optical Absorbance Experiments.

The possibility of probing the crystallization kinetics by monitoring  as a 𝑓𝑟𝑖𝑔𝑖𝑑(𝑡)

function of the recrystallization time has made it possible to test the validity of the 

extended 1-D Avrami model applied to the crystallization of P3EHT using the 1H 

TDNMR results. Despite the fact that   probes the time dependence of the 𝑓𝑟𝑖𝑔𝑖𝑑(𝑡)

crystallization, the term inside the square bracket in Equation 20, the initial and 

asymptotic values of A, Ao and Ag, do not have the same meaning for the initial and 

asymptotic values of  , named here as  and . However, as already shown, 𝑓𝑟𝑖𝑔𝑖𝑑(𝑡) 𝑓𝑔 𝑓0

aggregation is directly linked to the increase of , which means the  and  𝑓𝑟𝑖𝑔𝑖𝑑(𝑡) 𝑓𝑔 𝑓0

should be proportional to A and Ao, respectively.  Thus, the NMR equivalent of Equations 

1 and 20 are, respectively: 

(22)𝑓𝑟𝑖𝑔𝑖𝑑(𝑡) = 𝑓𝑔(1 ― exp (𝑘𝑡𝑛)) + 𝑓𝑜

and

           (23)𝑓𝑟𝑖𝑔𝑖𝑑(𝑡) = 𝑓𝑔[1 ― exp ( ―
ℎ𝑤𝐿𝑁𝑜

𝑣𝑁
[exp ( ― 𝑣𝑁𝑡) ― 1 + 𝑣𝑁𝑡])] + 𝑓𝑜

where  and  have the same meaning as before. Thus, it is possible using  𝑘,𝑛,𝐿, 𝑁𝑜 𝑣𝑁

Equations 22 and 23 to fit the experimental  curves and extract the characteristic 𝑓𝑟𝑖𝑔𝑖𝑑(𝑡)

crystallization parameters. 

Figure 8. Plots of the normalized 1H DF-MSE intensities acquired using the 1H DF-MSE 
experiments (see Equation 21) for P3EHT as a function of time after being quenched 
from the melt to (a) 30 oC (b), 40 oC and (c) 50 oC. Red lines represent fits to the extended 
1D Avrami model, see Equation 22.

To first validate that the crystallization is indeed 1D, we have fitted the NMR data 

with the traditional Avrami model as described in Equation 22 (or Equation (1) 

equivalent) as summarized in Table 2. The comparison between the fitting using the 
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extended and traditional Avrami models are shown in Figure S12 of supplementary 

information section S.5.   The dimensionality factors n are determined to be 1.21, 1.87 

and 1.94 for  of 30oC, 40oC and 50oC, respectively (Table 2). As expected for 1D 𝑇𝑞

growth, these n values are found to be between 1 and 2. Interestingly, n is close to 2 at 

50oC, suggesting that the crystallization dimensionality may be approaching 2 close to 

the melting point of the polymer ( ).2 < 𝑛 < 3

Applying the extended 1D Avrami model to fit the normalized 1H TD-NMR data 

yields interesting dynamic properties for the recrystallization process. The nucleation rate 

 is found to vary between 7.80 x 10-5 to 9.38 x 10-3 min-1. These correspond to average 𝜐𝑁

nucleation times, representing the time it takes for a nucleation site to develop a nucleus 

that is capable of growing into a crystallite, between 2 to 54 hours. The product of L, the 

aggregate extension rate (nm/min), and No, the total density of nucleation sites (nm-3), is 

found to vary between 2.30 x 10-4 and 3.34 x 10-4 min-1 nm-2. As will be later shown for 

P3EHT thin films, values for L are expected to be around ~0.1 nm/min, which results in 

values for No between 10-4 and 10-3 nm-3. In other words, there is a nucleation site every 

1,000 to 10,000 nm3 (cubical areas with edges between 10-22 nm).

Table 2. Summary of the Avrami fitting results.
Simple Avrami Extended 1D Avrami

Tq (ºC) fg k

(min-n)

n f0 fg LN0 

(nm-2)

νN

(min-1)

f0

30 0.08 6.03 x 10-4 1.21 0.55 0.08 3.34 x 10-4 9.38 x 10-3 0.56

40 0.11 3.02 x 10-6 1.87 0.54 0.11 3.18 x 10-4 1.29 x 10-3 0.54

50 0.12 1.13 x 10-7 1.94 0.47 0.12 2.30 x 10-4 7.80 x 10-5 0.47

We now look at P3EHT thin films of different thicknesses spin-cast on glass, 

which have subsequently melted at 80oC and then recrystallized at room temperature 

(25oC). By measuring optical absorption spectra for each film as a function of time after 

quenching and fitting each spectrum using the H-aggregate Spano model86,87, we can 

extract the film’s fraction of aggregates and the aggregate length as a function of time 

using previously published methods80. The latter allows us to calculate the rate of 

aggregate extension L and thereby fit the time-dependent fraction of aggregates data with 

parameters  and . The extraction of L is explained in more details in Supporting 𝑁𝑜 𝑣𝑁

Information section S.4.
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Figure 9. Plots of the fraction of aggregates of P3EHT as a function of time after being 
quenched from the melt to 25oC for several thicknesses. Red lines represent fits to the 
extended 1D Avrami model.

In Figure 9 we have plotted the fraction of aggregates as a function of time and 

the fits to the data using the extended 1D Avrami model (Equation (20)). The results of 

the fit are summarized in Table 3 and yield key insights into the crystallization dynamics 

of P3EHT thin films, reflecting the enhanced ease of chain reorganization via thickness 

confinement effects that was previously demonstrated80. For instance, a 125-nm thick 

film has a nucleation rate  of 0.0401 min-1, which suggests that a nucleation site 𝑣𝑁

nucleates every 24.9 minutes on average. The total density of nucleation sites  for the 𝑁𝑜

same film is equal to 0.0445 nm-3 and represents the fact that there is an average of 1 

nucleation site for every 22.5 cubic nanometers. As the film thickness decreases, the 

average nucleation rate and density of nucleation sites continually increase to 1.22 min-1 

and 0.0669 nm-3 for a 26-nm thick film. Interestingly, as the film thickness decreases, the 

nucleation rate increases by close to two orders of magnitude whereas the density of 

nucleation sites increases by only ~50%. This is most likely due to the fact that the total 

density of nucleation sites depends on the thermodynamic properties (i.e. phase 

transitions and energies) of the polymer whereas the nucleation rate is greatly influenced 

by the reorganization kinetics of polymers chains, substrate effects, and heterogeneous 

versus homogeneous nucleation. This is further reflected in the rate of aggregate 

extension, which increases from 0.155 to 0.362 nanometers per minute as the film 

thickness decreases from 125 nm to 26 nm. As a whole, both the model and the insights 

it yields represent a useful tool for characterizing and understanding crystallization in 

semiconducting polymer thin films.
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Table 3. Summary of modified Avrami fit to the fraction of aggregates as a function of 
time for P3EHT films of different thicknesses.

It is worth-mentioning here that 1H TD-NMR (DF-MSE) and optical absorption 

can be seen as complementary techniques. Optical absorption is highly sensitive, so it can 

be used to probe the crystallization in thin films. However, thicker films are normally 

opaque to UV-VIS light, which compromise the performance of optical absorption. 1H 

TD-NMR at low magnetic field is not as sensitivity as optical absorption, therefore to 

measure films with thickness from few to hundreds of nanometer is virtually impossible, 

because the amount of sample that would be required for a good signal-to-noise. This 

measurement would be more appropriated to films with thickness of micrometers. The 

fact that both experiments can be fitted using the same model (extended Avrami) can be 

taken as an evidence that even for thicker films the 1D growth is predominant and we are 

probing similar processes. Moreover, the comparison between 13C solid-state and 1H TD-

NMR crystallization results presented in Fig. 5, show that 1H TD-NMR is indeed probing 

the rate of the increase in the chain conformational order that occurs due to the 

crystallization, i.e., it is a molecular probe of the crystallization  process. We should also 

mention that GIXRD results on the crystallization of P3EHT films was already reported 

and compared with optical absorption, showing very similar results80. Finally, the 

standard Avrami Model was previously used to study the kinetics growth of oligomers of 

P3HT, rendering interesting information regarding different forms of molecular 

arrangements88. However, drawing a comparison between these and the current study is 

not an easy task, since not only the unit cell of P3HT and P3EHT are different but, also, 

the type of crystal growth: the standard Avrami Model assumes a 3D crystallization 

growth, while the extended Avrami model considers a 1D growth.

4. CONCLUSION
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In this manuscript, we have characterized the crystal structure, molecular 

dynamics and crystallization kinetics of solid-state P3EHT. Using a combination of 

structure refined GIXD and 1H-1H double-quantum NMR, we confirm a tilted 

arrangement with difference in tilt angles of ~15o-40o degrees between pairs of adjacent 

polymer chains in P3EHT crystals and relatively minimal effects of the side-chain 

carbons on the tilt angles. 13C solid-state NMR measurements reveal the presence of 

mobile side-chains within polymer crystals that is accompanied by an outward gradient 

of mobility from the thiophene main chain. Finally, we present an extended 1D Avrami 

model that is able to fit time-dependent solid-state NMR and optical absorption 

measurements to yield both the density of nucleation site and the average rate of 

nucleation in solid-state P3EHT. Taken as a whole, these comprehensive 

characterizations help us better understand local molecular dynamics and intra-crystal 

physical interactions in conjugated polymers that are indispensable for improving 

molecular design and optimizing processing conditions. The techniques described in this 

work also provide an aggregated set of powerful characterization tools for the future 

investigation of semiconducting polymers. In fact, our combined approach of GIXD and 

NMR offers important insights into the molecular packing and molecular mobility for 

polymer crystals that are complementary to state-of -the-art in the field. Recent work by 

Poelking89 and Melnyk90 et al, for instance, produced molecular packing structures and 

side-chain mobilities of P3HT crystals through the use of molecular dynamics (MD) 

simulations. On the other hand, Kayunkid et al91 utilized high-resolution electron 

diffraction to produce a structural model for epitaxially-grown P3HT thin films. In 

conjunction with such methods, our GIXD and NMR techniques become extremely 

powerful tools for probing the nanoscale packing in terms of both structure and dynamics 

in semiconducting polymer crystals.
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