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Abstract

Ordered domains play a central role in determining the properties of organic semiconductors, and 

thereby the performance of their devices. The molecules in these ordered domains are often 

characterized by planar backbone conformations. We investigate the influence of backbone planarity 

on the propensity to form ordered structures using a pair of model oligomers with electron poor 

benzothiadiazole moieties and electron rich thiophene units. The two oligomers differ by their 

central unit, where a bithiophene unit either allows for flexible twists (“TT”), or where it is bridged as 

a cyclopentadithiophene to provide a rigid planar connection (“CT”). Temperature dependent 

absorption and luminescence spectroscopy in solution along with atomistic simulations show that 

the more flexible TT readily forms aggregates upon cooling, while CT instead first forms non-emissive 

excimers and only forms aggregates below 200K. Molecular dynamics simulations reveal that 

aggregation in TT can only be accounted for if TT takes on a planar conformation in the course of the 

aggregation process. The stronger intermolecular interaction in TT compared to the banana-shaped 

CT can then be related to the larger number of attractive intermolecular interactions between the 

various subunits. Thus, molecular flexibility is an important design parameter, as it determines the 

accessibility of ordered intermolecular structures and ultimately device performance.
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1. Introduction

The performance of organic semiconductor devices such as organic solar cells (OSCs), transistors 

(OFETs) and light emitting diodes (OLEDs) depends not just on the chemical structure of the -

conjugated oligomers used. Rather, over the last decade we learned that the molecular self-

assembly, and the resulting intermolecular interactions, as well as disorder can be decisive in 

controlling device performance.1-7 An attractive feature of organic semiconductors is that they can be 

processed from solution, provided they are appropriately substituted,8-11 so that fabrication avenues 

such as printing or roll-to-roll processing are possible.12-17

To understand the complex film formation processes that are involved in the fabrication of devices 

from solution, we need to first understand the interactions that prevail between chromophores in 

solution. A suitable means to examine the formation of structures with short-range or even long-

range order, referred to as “aggregates”, is to cool down a solution.18 This approach keeps the 

concentration constant while the solvent quality gradually deteriorates. When such studies are 

carried out on -conjugated polymers or oligomers, one finds the appearance of emission or 

absorption due to aggregates is preceded by a planarization process of the polymer or oligomer.19-23 

Also, structural design to enhance the planarization of a polymer backbone by inserting heteroatoms 

with interactions that lead to conformational locks has been demonstrated to successfully increase 

the propensity to form ordered structures.24-27 For oligomers such as acenes or coronenes, it is well 

known that an extended planar -system is conducive to aggregation.28-31 In fact, the challenge is 

frequently to suppress excessive aggregation by insertion of suitable sidechains or sterically 

demanding groups.32-36 From these studies one may infer that a rigidified planar backbone is a 

guiding principal to obtain compounds that can self-assemble into ordered structures. 

However, there are reports that indicate that the aggregation process itself is inducing the planar 

conformation of the chromophore. For example, De Leneer et al. studied how aggregates form for 

the polymer MEH-PPV.37 In their quantum chemical studies, they found that the timescale for 

conformational fluctuations, notably rotations of the vinyl and phenyl units, are slowed down when 

two chain segments are brought close. This allows for the build-up of attractive interactions and the 

eventual formation of a planar, aggregated segment. Further, Kärnbratt et al. investigated the self-

assembly process of linear porphyrin oligomers. From the very sudden onset of aggregation they 

conclude that a planar backbone structure has been induced by the assembly process, rather than 

vice versa.29 In these cases one would expect that the molecules need to possess a certain degree of 

flexibility to eventually access the conformation required for ordered structures.
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Here we address the question whether pre-existing backbone planarity is of advantage for the self-

assembly process, or whether the required planarity may instead also be induced during the 

assembly process by considering two model oligomers referred to as “TT” and “CT”. Figure 1 shows 

the chemical structures of these molecules. They differ only in their central unit. For TT, the central 

unit is a flexible bithiophene, marked in red. The hexyl sidechains induce a dihedral angle of 68°, as 

obtained from DFT calculations, while the flexibility is preserved. In particular, TT is able to planarize. 

The stiff molecule CT comprises a cyclopentadithiophene, marked in blue, forcing it to be planar. 

These model oligomers are very similar to compounds used in efficient solar cells, such as T1,38-41 

which are frequently made in a D-A-D-A-D type structure with electron-rich (D) and electron-poor (A) 

subunits.31, 42, 43

This paper is structured as follows. After introducing the methods in section 2, we describe in section 

3 our observations and interpretation of the spectroscopic measurements taken in solution. In 

section 4, these results are compared to and discussed against the predictions made by molecular 

dynamics simulations. Time dependent density functional theory (TD-DFT) calculations on the excited 

state structure in dimers are discussed in section 5. Section 6 finally reports and discusses the 

observation of emission from cis- and trans-conformations of TT. A concluding summary is provided 

in section 7.

2. Methods

Sample preparation

The molecules 7,7'-(3,3'-dihexyl-[2,2'-bithiophene]-5,5'-diyl)bis(6-fluoro-4-(5-hexylthiophen-2-

yl)benzo[c][1,2,5]thiadiazole) (TT) and 7,7'-(4,4-dihexyl-4H-cyclopenta[2,1-b:3,4-b']dithiophene-2,6-

diyl)bis(6-fluoro-4-(5-hexylthiophen-2-yl)benzo[c][1,2,5]thiadiazole) (CT) were synthesized as 

reported previously,44 their structures are shown in Figure 1. Solutions with different concentrations 

were prepared inside a glovebox using O2-free anhydrous hexane from Acros. To ensure complete 

dissolution, the solutions were heated to 50 °C and stirred up to one hour. We used quartz glass 

cuvettes with a thickness of 1.00 mm (10.00 mm) for solutions with concentrations of 5.0∙10-5 M and 

higher (5.0∙10-6 M and lower) for optical characterization.

Emission and absorption measurements 

Temperature dependent absorption and emission spectra were measured with a home-built setup.23 

Detection was performed utilizing a CCD camera (Andor iDus 420) coupled to an Andor 

Shamrock 303 spectrograph. For excitation we used a 405nm diode laser from Coherent for all CT 
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measurements and a 485 nm diode laser from PicoQuant for all TT measurements, both operating in 

continuous wave mode. Emission spectra were corrected for the efficiencies of all optical 

components as well as for changes of the absorbance at the laser wavelength. All samples were put 

into a temperature controlled continuous-flow cryostat (Oxford Instruments) using liquid helium as 

the coolant. A waiting time of 15 minutes before measurement was sufficient after reaching each 

temperature to ensure thermal equilibration of the sample.

Time-correlated single photon counting measurements were performed using a FluoTime 200 

spectrometer from PicoQuant and a 485 nm diode laser operating in pulsed mode for excitation. 

Signal acquisition was performed utilizing the counting module PicoHarp 300E (PicoQuant).

Quantum-Chemical Calculations 

Ground state optimizations of the individual molecules with the side chains were performed at the 

density functional theory (DFT) level using the ωB97XD long-range corrected exchange-correlation 

functional45 and a split valence 6-31G** polarized double zeta basis set. We have used a range 

separation parameter of ω=0.13 au-1 that has been previously obtained by tuning the fundamental 

gap of the TT molecule.44 This functional provides comparable performance to coupled cluster 

CCSD(T) calculations in substituted bithiophenes.46 Excited state geometry optimizations and vertical 

transition energies of the individual molecules and the dimers were obtained with linear response 

time dependent density functional theory (TD-DFT). All DFT and TD-DFT calculations were carried out 

with Gaussian 09 software.47 Calculated absorption spectra for the single molecules as well as 

aggregated dimers can be found in the ESI (Section 1) and show excellent agreement with 

experimental data.

To quantify the extent of intermolecular exciton delocalization on the CT and TT dimers we have 

computed the participation ratio of the dominant hole and electron natural transition orbitals 

(NTOs),7 defined as:

𝑃𝑅 = (𝜌2
𝑚𝑜𝑙1 + 𝜌2

𝑚𝑜𝑙2) ―1

with 𝜌𝑚𝑜𝑙𝑖 = ∑𝑁
𝑗 ∈  𝑚𝑜𝑙𝑖𝐶

2
𝑗

Cj are the corresponding coefficients of the normalised NTOs. PR takes values between 1 and 2: when 

PR = 1 the natural transition orbital is fully localized on a single molecule while when PR = 2 it is 

equally delocalized between the two molecules. To obtain information on the intermolecular charge 

transfer character we define a CTC parameter as:
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𝐶𝑇𝐶 = |𝛥ℎ ― 𝛥𝑒
2 |

where

𝛥ℎ =
𝑁

∑
𝑗 ∈  𝑚𝑜𝑙1

𝐶2
𝑗,𝐻𝑂𝑀𝑂 ―

𝑁

∑
𝑗 ∈  𝑚𝑜𝑙2

𝐶2
𝑗,𝐻𝑂𝑀𝑂

𝛥𝑒 =
𝑁

∑
𝑗 ∈  𝑚𝑜𝑙1

𝐶2
𝑗,𝐿𝑈𝑀𝑂 ―

𝑁

∑
𝑗 ∈  𝑚𝑜𝑙2

𝐶2
𝑗,𝐿𝑈𝑀𝑂

The CTC parameter takes values between 0 and 1: CTC = 0 indicates an excitation without 

intermolecular charge transfer character and CTC = 1 indicates an excitation with complete charge 

transfer character, meaning the hole (HOMO) NTO is completely localized over the first molecule and 

the electron (LUMO) NTO is completely localized over the opposite molecule. 

MD-Simulations

We performed molecular dynamics simulation with Gromacs48-51 using the Gromos 54a7 force field.52 

The structure files were generated with JME.53 The force field files for CT54 and TT55 were generated 

with the automated force field topology builder and repository.56-58

In order to make the simulations more accurate we calculated the charge distribution and the 

potential energy surface (PES) of the dihedral angle between the various donor and acceptor parts of 

the molecules and between the two thiophene rings in the central donor unit of TT with DFT and 

adjusted our MD models to reproduce the behaviour calculated with DFT. Structure and topology 

files for the solvent hexane were taken from the ATB database.59 More details about how the models 

were built are specified in the ESI, Section 2. For the simulations all-atom force field topologies were 

used. We used a cubic box of two solute molecules and between 500 and 1100 solvent molecules. 

We defined the reaction coordinate as the distance between the center of mass of the central donor 

unit of TT and the center of mass of the middle ring of the central donor unit of CT. Starting 

configurations for the umbrella windows were generated from a random configuration from which 

we squeezed the solute molecules together and pulled them apart along the reaction coordinate. 

Configuration snapshots were saved in steps of 0.04 nm. Each simulation was equilibrated and 

conducted as NPT ensemble. To cover the whole configurational phase space, we sampled the 

reaction pathways independently eight times for TT and eleven times for CT with hexyl sidechains. 

For the free energy graphs with CH3 sidechains we sampled the reaction pathway of TT and CT four 

times each. The free energy graphs are averaged over all these runs. The simulation time varied from 

60 ns to 800 ns per window. The free energy graphs were calculated with umbrella sampling60 and 
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the Weighted Histogram Analysis Method,61 which is implemented in Gromacs as gmx wham. Two-

dimensional free energy surfaces were calculated with well-tempered metadynamics,62-65 which was 

carried out using the open-source community-developed PLUMED library version 2.2 integrated as a 

plugin to the Gromacs software.66, 67 Visualisation was done with VMD.68 All Simulations were 

performed at T = 300 K. Further details about the simulation parameters and the used force 

constants can also be found in the ESI, Section 2.

3. Optical spectroscopy

Results

We study the influence of torsional rigidity on the aggregation behaviour using the two molecules 

shown in Figure 1. They consist of typical building blocks for donor-acceptor-type molecules used in 

organic solar cells and differ only in their central unit, which consists of connected thiophenes (“CT”) 

or twisted thiophenes (“TT”). The stiff molecule, thereafter referred to as CT, comprises a 

cyclopentadithiophene marked in blue. For the molecule called TT, the central unit is a flexible 

bithiophene, marked in red. Its alkyl sidechains result in a twisted geometry with a dihedral angle of 

68° as determined by quantum chemical calculations (see section 6) and in agreement with 

literature.44

We conducted temperature dependent absorption and emission measurements in hexane between 

300 K and 180 K to investigate their aggregation properties in solution and compare three different 

concentrations. Figure 2 shows the absorption and emission of TT in hexane at 5.0∙10-6 M, 5.0∙10-5 M 

and 2.5∙10-4 M. All emission spectra are normalized to coincide at the high energy side at about 

2.1 eV. For the lowest concentration of 5.0∙10-6 M, both absorption and emission only change little 

upon cooling. The unstructured absorption (Figure 2b) increases in intensity and the peak position 

shifts from 2.53 eV at 300 K to 2.47 eV at 200 K. In emission (Figure 2a) we also observe a redshift of 

the peak around 2.0 eV by 20 meV and a reduction of the linewidth upon cooling. Furthermore, an 

additional high-energy shoulder at 2.15 eV emerges upon cooling. We discuss the origin of this 

shoulder further below in section 6.

For the intermediate concentration of 5.0∙10-5 M (Figure 2c,d) we again observe a redshift and 

increase in absorption until 230 K (solid yellow line) upon cooling. At 220 K and below, new spectral 

features emerge at lower energies both in absorption and emission. A structured absorption feature 

with the first peak at 1.95 eV and further vibronic replicas at 2.12 eV and 2.30 eV is observed. 

Concomitantly, the unstructured absorption band centered at 2.5 eV disappears, resulting in an 
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isosbestic point at 2.35 eV. The additional luminescence feature shows peaks at 1.81 eV and 1.64 eV, 

and a shoulder at 1.46 eV. Again, the high-energy shoulder at 2.15 eV emerges upon cooling.

The spectral changes upon cooling become more drastic when we increase the concentration further 

to 2.5∙10-4 M (Figure 2e,f). The absorption band reduces in intensity below 260 K. The emerging 

absorption feature shows a strong raising baseline and the structure is smeared out. This is 

characteristic for light scattering from small particles. Similarly, in emission, the peaks at 1.81 eV and 

1.64 eV grow in from 260 K onwards and keep increasing. This is accompanied by a change in relative 

weight of the vibrational peaks, so that the peak at 1.64 eV eventually dominates and the overall 

shape is reminiscent of a classical excimer-type emission (except for being more structured).30 In 

addition to this evolution at the red side of the spectrum, the already mentioned shoulder at 2.15 eV 

emerges at low temperatures, independent of concentration.

The changes of the more rigid CT with temperature and concentration are displayed in Figure 3. The 

emission spectra are normalized to coincide at the low energy side around 1.7 eV. For the lowest 

concentration (Figure 3a,b), both absorption and emission change little upon cooling. Overall, the 

intensity of the absorption increases slightly, the spectra shift to the red by 40 meV and the linewidth 

(full width at half maximum) of the absorption narrows by 29 meV. A Franck-Condon analysis reveals 

that the apparent change of the peak ratios is due to the decreasing linewidth, as detailed in the ESI, 

Section 3.

When increasing the concentration to 5.0∙10-5 M (Figure 3c,d), we notice a decrease in absorption 

intensity for the spectra taken at 200 K, 190 K and 180 K. This is accompanied by a reduction in the 

ratio between the 0-0 peak at about 2.03 eV and the 0-1 peak at about 2.18 eV as well as a 

broadening of the low energy tail. The emission spectra have a similar shape at lower concentration. 

However, the relative contribution of the 0-0 peak at 1.9 eV is less pronounced and at the lowest 

temperature (180 K) we observe an additional weak feature below 1.6 eV.

In absorption, at the highest concentration (Figure 3f), there is a reduction of the 0-0 peak at about 

2.05 eV from 280 K onwards compared to the 0-0 peak intensity observed for the lower 

concentrations (for better comparison among different concentrations see ESI, Section 4). The overall 

absorption intensity reduces from 240 K onwards, and the spectra exhibit a low energy shoulder at 

1.85 eV for 200 K and below, as well as a scattering offset. In emission (Figure 3e) the trends already 

observed for the intermediate concentration are more pronounced. In particular, we observe a clear 

low energy feature with peaks at 1.55 eV and 1.40 eV for 200 K and below.

We displayed the emission spectra in Figures 2 and 3 in a normalized manner to allow for a good 

comparison of the spectral shapes. The relative emission intensities, integrated over the entire 
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spectrum and normalized to unity at room temperature, are displayed in Figure 4a and b. For TT, the 

overall intensity remains constant until the lower energy band appears (at 230 K and 260 K for the 

intermediate and higher concentration, respectively), and then reduces steeply. For CT, the emission 

intensity reduces for the intermediate and higher concentration from about 250 K onwards, which 

does not correlate in an obvious way with spectral changes.

More information on the low energy bands can be obtained from their spectral shapes. For the 

concentration of 2.5x10-4 M, we separated the low energy band in TT (CT) spectrally from the high 

energy band. For this, we took the emission spectrum at 260 K (210 K) that displays only the high 

energy feature, normalized it to the high energy side of the spectra taken at lower temperatures, and 

subtracted it. The resulting difference spectrum consists only of the low energy band and is shown in 

Figure 4c. With decreasing temperature, there is a reduction of the 0-0 peak at 1.8 eV for the low 

energy band in TT. The energy of the 0-0 peak stays constant during the transition, in contrast to an 

ongoing bathochromic shift observed for aggregate emission in several polymers like P3HT or 

PCPDTBT.19, 20 For CT, the separated spectra of the low energy band below 210 K are identical within 

experimental uncertainty and we only present the result for 180 K, which also shows a reduced 

intensity of the 0-0 peak.

Discussion

Cooling down a solution is a well-known means to reduce the quality of a solvent to promote 

aggregation phenomena while keeping the overall concentration unchanged. The different spectral 

evolutions we observe for CT and TT seem to suggest that the nature of the connecting unit has a 

strong impact on their propensity to aggregate.

The evolution of the spectra for TT is comparatively straightforward to interpret, as it follows the 

pattern observed for other conjugated polymers or molecules such as P3HT.18, 19, 69 Consider for 

example the absorption at the intermediate concentration, 5x10-5 M. The bathochromic shift and 

increase in oscillator strength in absorption implies that the conjugation length in the molecule 

increases upon cooling, suggesting a freezing out of torsional motion between the various 

heterocyclic units and stronger planarization of the backbone. Changes in the refractive index and/or 

polarizability of the solvent upon cooling have minor impact on the spectral positions (see ESI, 

Section 5.70 The appearance of the isosbestic point below a critical temperature Tc of 230 K indicates 

the transition from individually solvated molecules into aggregates, and this is accompanied by the 

appearance of associated emission features. At higher concentrations, this transition sets in at higher 

temperatures. We attribute the appearance of an apparent long low energy tail in the absorption at 

the highest concentration to light-scattering due to a larger size of the aggregated conglomerates. 
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The reduction in emission intensity upon aggregate formation, the reduction of the 0-0 peak upon 

cooling (Figure 4a and c), and the increase of the non-radiative decay rate from 0.3 ns-1 at 300 K to 

1.2 ns-1 at 180 K are characteristic for a predominantly H-type interaction (see ESI, Section 6).71 Thus, 

we can conclude that TT forms weakly interacting H-type aggregates when reducing the solvent 

quality by cooling.

In contrast, the evolution of the CT spectra is more complex. The small redshift upon cooling in the 

absorption of the dilute solution indicates a freezing out of torsional modes in the vicinity of the 

benzothiadiazole that increases the overall conjugation length, which is less pronounced in emission, 

consistent with a typically already more planar geometry of the excited state.72 Despite the more 

planar, rigid character, signs of aggregate formation are less pronounced than for TT. Clear signatures 

in absorption and emission for the formation of a weakly interacting aggregate prevail in the higher 

concentrated solution, i.e. at 2.5x10-4 M, only below 210 K, and for the intermediate concentration 

below 200 K. There are, however, more subtle spectral changes already below 240 K, notably in the 

ratios of the 0-0 to 0-1 absorption peaks. It is striking that there is a clear decrease in overall emission 

intensity below 250 K for the intermediate and higher concentrations, even though this is not 

accompanied by any emissive features. This suggests that, below 250 K, CT first forms some non-

emissive species, and emissive aggregates are only formed at higher concentrations and lower 

temperatures. A similar observation has been made earlier for the aggregation process in pyrene-

derivatives.73

This is an unexpected result for CT. For the polymers and oligomers we investigated so far, including 

TT reported here, we always observed that a planarization of the backbone preceded the formation 

of aggregates, and that these aggregates had sufficient oscillator strength so that they could be 

identified in absorption and emission. Moreover, increasing the backbone planarity through 

conformational locks has previously been demonstrated to enhance the tendency to form ordered, 

even crystalline structures.24, 74 In contrast, here, it seems that the rigid nature of the connection 

does not assist the formation of aggregates, but rather induces the formation of non-emissive 

excimer-like species.

4. Molecular Dynamics simulations

Results

In previous work we found that reduced torsional motion precedes aggregation,18 and an initial 

planarization prior to aggregation is also what we observed here for CT and TT, as discussed in 
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section 3. It is thus not immediately clear why CT shows less signs of aggregation than TT. A possible 

explanation could be that the sidechains of the central CT unit might prevent approximation of 

adjacent molecules as these chains are pointing out of the molecular plane, whereas the sidechains 

lie in the molecular plane for TT. To test this hypothesis, we conducted molecular dynamics (MD) 

simulations for the molecules with the full hexyl sidechains, as well as for the molecules where the 

central sidechains are replaced by CH3. Different rotamers, meaning different orientations of the 

benzothiadiazole unit, were sampled in the simulations, as their existence was observed for related 

compounds.75, 76 We found no significant difference among the possible rotamers in our simulations. 

The key observable of the simulations is the free energy of the system, which consists of two single 

molecules surrounded by 500 to 1100 solvent molecules. Free energy curves are computed using 

Umbrella Sampling as detailed in the Method Section and the ESI, Section 2. 

Figure 5 compares the resulting average free energies as a function of intermolecular distance, 

defined as the center of mass distance for the central units, alongside with corresponding dimer 

geometries. These schematics serve to illustrate the mean configurations of snapshots in the MD 

simulation at the different minima along the free energy curves. We find that upon approximation 

the free energy of two molecules decreases. For both, TT and CT, this pathway involves several 

minima. For TT, we find that the two molecules approach predominantly by successively sliding over 

each other along the long axis of the molecule. Due to the central twist, the two wings do not lie 

parallel on top of each other, but rather twist around each other (Figure 5b, position 4, and movie 

clip deposited as ESI). When the sidechains are replaced by CH3 groups, it seems that this process 

becomes facilitated, resulting in a significantly deeper minimum at closest approximation. 

For CT, we also observe predominantly a sliding process along the long axis. Due to the rigid central 

cyclopentadithiophene, CT has a banana shape. Correspondingly, there are two possible 

conformations, depending on the relative orientation of the central cyclopentadithiophene group 

(Figure 5d, position 3, and movie clips deposited as ESI). The two molecules may arrange with their 

curvature in opposite direction (type A) or in the same direction (type B). For type A, the sidechains 

on the two central units are also orientated opposite, thus not causing any steric effects. For type B, 

the final geometry contains an offset by one ring unit along the molecular long axis, thus avoiding 

direct interaction of the sidechains. The prevalence of two possible energetically favourable 

arrangements in CT as opposed to only one in TT is further supported by metadynamics calculations, 

as evident from Figure 5e as well as Figures S2.6 and S2.7 in the ESI.

Replacing the hexyl side chains by CH3 hardly affects this arrangement. As a result, there is very little 

increase in free energy gain when the long alkyl sidechains are replaced by CH3. Importantly, we do 

not observe a significantly lower minimum of the free energy for CT without sidechains as compared 
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to TT without sidechains. Thus, the sidechains do not seem to be the decisive factor that renders TT 

more prone to aggregation than CT. 

From the free energy curves obtained for the molecules with sidechains, we would, in fact, expect a 

stronger propensity to aggregation from CT, at variance with experiment. However, in the MD 

calculation of Figure 5a we considered a twisted dihedral potential in TT, which was derived from DFT 

calculations of a single molecule. In other words, the calculations did not take into account any 

possible planarization effects that may result from a change of the electronic structure caused by 

intermolecular interactions upon approximation. In fact, TT was found to planarize in the solid 

state44, 77 while planarization has also been observed in substituted oligothiophenes.78, 79 Therefore, it 

is conceivable that the molecule also planarizes when two of them approach in order to form an 

aggregate in solution, and this may need to be considered in the MD calculation. Thus we calculated 

the free energy between two TT molecules when the rotational potential of central bithiophene has 

a minimum for both sulphurs of the molecule pointing into the same direction (“cis”) or opposite 

direction (“trans”). The result is shown in Figure 6. Allowing for a planarization of TT indeed results in 

significant energy gain upon aggregation. Compared to the conformation with a twisted central 

bithiophene, the cis conformation is favoured by 3.5 kBT, and the trans-conformation is stabilized by 

5.0 kBT. Importantly, for both planar conformations the free energy is lower for TT as compared to 

CT. The same conclusion still applies when the sidechains are replaced by CH3, as discussed in the ESI 

(Section 7). 

Allowing for a planarized central bithiophene unit thus results in a free energy curve that is 

consistent with the experimental observations of a higher critical temperature as well as clear 

aggregate signatures for TT. We also found that lack of steric hindrance by sidechains is not the 

reason for the strong tendency to aggregate that we see experimentally for TT. To understand in 

more detail what promotes the aggregation, we thus proceed to consider interactions between 

adjacent units in our model dimers. For TT, the final average configuration obtained by MD is 

illustrated as inset in Figure 6. In the trans-configuration, the molecules adopt a slight zig-zag shape 

and they arrange offset by one unit along the long molecular axis. As a result, five rings lie directly 

opposite each other. This comprises four pairs where an electron-rich thiophene is opposite an 

electron-poor benzothiadiazole, and one thiophene-thiophene pair. In contrast, for CT, there are less 

points of contact. For type A (Figure 5), only two benzothiadiazole rings lie opposite each other. For 

type B, there is slightly more interaction, that is, two thiophene-benzothiadiazole pairs form and the 

central bithiophene-benzothiadiazole units lie adjacent such as to be able to interact. The 

interactions between these subunits is attractive, in particular for donor-acceptor type pairs, as 

already shown earlier41 and detailed further in the ESI (Section 8). Thus, it appears that the stronger 
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interaction in the TT dimer can be rationalized by its zig-zag like geometry that allows for more 

contact points where attractive interactions can take place.

Discussion

To summarize the insight gained from the MD simulations, we found that planarization of the TT 

molecule is essential to reproduce its strong propensity to form aggregates. We can therefore say 

that a more planar structure, preferably trans-planar, is needed to promote aggregation. This planar 

configuration may form in-situ after an initial pairing of twisted molecules, i.e. through the sliding 

mechanism in Figure 5b. There is evidence that a temporarily more planar structure can itself be 

induced by the proximity of two molecules. For example, De Leener et al. performed a combination 

of molecular dynamics and quantum chemistry calculations for the polymer MEH-PPV.37 They could 

show that conformational fluctuations are large for isolated molecules on short timescales. However, 

these fluctuations happen on longer timescales in the bulk, making polymer chains more planar on 

average once they are surrounded by other chains. It is conceivable that a similar mechanism 

contributes here to render the TT molecule more planar when a second molecule comes close, in 

addition to the electronic-structure-induced planarization discussed above. This would result in the 

planarity required to allow for persistent aggregation. 

The amount of interaction between two adjacent molecules depends on the number of units that 

come close, and thus it depends on its shape. The MD calculations indicate that the slight zig-zag 

geometry of TT leads to more contact points than the banana shape of CT, and this seems to advance 

the propensity for aggregation. At first sight, this seems to be at variance with the results by Welch et 

al. 80 for related banana-shaped oligomers. They reported that a stronger bend angle is favourable 

for crystallization, while according to our results, a weaker bend angle inducing more contact points 

should seem advantageous. The resolution to this apparent contradiction lies in the overall symmetry 

of the arrangement. The banana-shaped oligomers addressed by Welch et al. arrange in a type A 

conformation. Here, attractive interactions can result from the contacts between acceptor units. 

However, the central unit does not contribute to this at a close distance. Rather, there is an 

unfavourable need to repel solvent molecules between the central units, and the interaction 

between the central units is itself repulsive (see ESI, Section 8).41 A stronger bend angle here indeed 

alleviates this constraint while still preserving the acceptor interactions. The situation is different for 

the zig-zag geometry of TT, where the attractive interactions between the four donor-acceptor pairs 

dominate, or for type B of CT where the central units are also attractive. 

Page 13 of 30 Journal of Materials Chemistry C



14

5. Quantum chemical calculations 

Having established what causes the stronger propensity of TT to aggregate, we reconsider the 

spectral signatures of both molecules. For TT, additional features appear simultaneously upon 

cooling in the absorption and the emission spectra, consistent with our interpretation of an H-type 

aggregate. The continuous reduction of the 0-0 peak with cooling in the aggregate emission 

(compare Figure 4c) can be understood as a sign of increasing strength of electronic interaction, as 

observed earlier for instance in P3HT or PCPDTBT.19, 20 In contrast, for CT, signs of aggregation 

emerged in the absorption spectra only below 200 K (Figure 3). The emission from the aggregate has 

a broad shape with a 0-0 peak that is slightly lower than the 0-1 peak, indicative of some H-like 

electronic interaction (Figure 4). However, the emission intensity in CT reduces already from 250 K 

onwards, even though no additional features appear in absorption or emission. The reduction of 

emission intensity suggests that an additional non-radiative decay channel opens up. We already 

mentioned that the most likely candidate for this is the formation of a non-emissive excimer. Such 

species that form as a precursor to aggregates have been reported before by Haedler et al. for 

pyrene-derivatives.73 The formation of more weakly bound precursor species such as excimers would 

be consistent with the lower number of attractive contact points formed for CT. We have conducted 

time dependent density functional theory (TD-DFT) calculations to consider the electronic nature of 

possible dimers formed for TT and CT. 

For this, we averaged the dimer structures from the MD simulations, focusing on the relevant 

conformations with minimal intermolecular distance. For TT we used only the trans-planar aggregate, 

while for CT we considered both, type A and type B conformers separately. Based on these, we have 

prepared dimers with one of the molecules on the ground state geometry and the other molecule on 

the first excited state geometry. These conformations served as starting points for TD-DFT geometry 

optimizations of the first excited state of the dimer without imposing any symmetry constraints. We 

thus monitor the structural relaxation of the dimer upon photoexcitation and internal conversion of 

one of the molecules and therefore the propensity of the aggregate to form excimer states.

Table 1 shows the optimized geometries for all three dimers and the corresponding electron-hole 

pair natural transition orbitals. The relaxed excited state geometry for the TT dimer has a plane-to-

plane distance of 3.66 Å, which is close to the ground state plane-to-plane distance of 3.63 Å. The 

natural transition orbitals delocalize over the whole dimer, yielding a small charge transfer character 

of 0.23, and the oscillator strength is low. This is consistent with experiment, as the emission 

intensity decreases significantly upon aggregation.
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The picture is different for CT. Upon excitation, the dimer geometry relaxes such that the plane-to-

plane distance decreases significantly. This is most pronounced for the type A conformation where 

the plane-to-plane distance reduces by 0.20 Å. The excitation is delocalized equally over both 

molecules of the dimer. Emission from this excited state has no charge transfer character, yet also no 

oscillator strength. The significant geometry change upon excitation, lack of charge transfer character 

and lack of oscillator strength imply that this is quasi a textbook example for a non-emissive 

excimer.81 Moreover, it is also at lower energy than the type B conformation. For the type B dimer, 

we find a reduction in plane-to-plane distance still by 0.12 Å. The transition has a large charge 

transfer character, where the electron is localized mainly on one molecule and the hole is equally 

delocalized over both molecules of the dimer. The transition to the ground state has a finite oscillator 

strength. Between 250 K and 200 K we have not observed any emission feature that could be 

assigned to emission from type B dimers. Evidently, energy is funnelled to a type A excimer-like 

precursor, which accounts for the reduction in emission intensity, until emissive aggregates can form 

below 200 K.

6. High energy peak in TT

As a final point we consider briefly the emission feature observed in TT at 2.15 eV for all 

temperatures and all concentrations, even when diluting further to 5.0∙10-7 M (see ESI, Section 9). 

The fact that this shoulder is independent of concentration excludes intermolecular origins for this 

spectral feature. We note that this feature does not allow for a description of the overall emission 

spectra in terms of a single Franck-Condon-transition (see ESI, Section 10). However, assuming two 

very similar progressions at different energies gives a satisfactory description of the spectral shape. 

This is shown in Figure 7a exemplary for the 200 K emission spectrum. For both progression, we used 

a Gaussian linewidth of =59 meV and the same 3 vibrational energies at 55 meV, 135 meV and 

180 meV as observed in the Raman spectra, that we tentatively associated with librations or 

rotations, C-H in plane bending modes on the rings and C=C stretching modes, respectively.81 A 

detailed description of the fitting procedure and parameters is given in the ESI (Section 10). To 

identify the origin of the two features, we performed time-correlated single photon counting 

measurements at two energies at 200 K. Figure 7b shows the decay curves at 2.23 eV and at 1.89 eV 

as well as the instrument response function. Both features show about the same exponential decay 

of =2.2±0.2 ns from about 1 ns onward. At shorter times, the signal at 2.23 eV is dominated by 

different contributions from the instrument response function. More precisely, Raman scattering of 

the 2850 cm-1 mode from the solvent takes place and contributes at very short times.82 The same 

decay time at both energies excludes a transition from a possible higher energy state into a lower 
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energy state. Rather, both features seem to pertain to very similar excited states. Dual emission from 

two states on the same chromophore such as S1 and S2 can be safely excluded as origin since the two 

features differ by only 150 meV. After excitation into a S2 state, internal conversion into S1 would be 

very fast and outcompete radiative decay due to the energy gap law (Kasha’s rule). Furthermore, 

identical emission spectra upon different excitation energies (3.06 eV and 2.56 eV) as well as DFT 

calculations safely exclude different rotamers as the origin of the high energy feature.

A further possibility is to consider that both conformations can be accessed after excitation. Figure 7c 

shows the potential energy surface for TT as a function of the dihedral angle between the two central 

thiophenes for the ground state (GS) and lowest excited state (ES) before and after relaxation 

subsequent to a transition. The S0 to S1 transition (absorption) occurs vertically from the GSrelaxed 

curve to the ESGS curve. In the relaxed GS, the conformation has a cis-like character. After the vertical 

transition, the molecule relaxes into the ESrelaxed curve. In this process, it can relax to the cis-like 

minimum in the ESrelaxed curve at 50° or to the trans-like minimum above 140°, from where they can 

decay to the GSES curve with a slightly larger (cis-like) or smaller (trans-like) transition energy. 

Keeping in mind the limitations of DFT calculations for quantitative values for donor-acceptor type 

compounds, and recalling the case of polyacetylene,83 we can still safely associate the cis-like 

configuration with the higher energy transition and the trans-like configuration with the lower 

energy transition. Thus, the high-energy shoulder we observe in TT is attributed to emission from 

molecules where a cis-like configuration of the central bithiophene still prevails.

When wondering why there is no energy transfer to molecules in the trans-like configuration it is 

worth recalling that the minimum in the GS geometry is for the cis-like configuration, and the trans-

like configuration is mostly accessed through the excited state. This explains why emission from both 

configurations can be observed.

7. Conclusions

In this study we address the role of backbone torsion and planarity in the formation of ordered 

structures using a pair of model oligomers with a twisted central bithiophene unit (TT) or a rigid 

central cyclopentadithiophene (CT). Unexpectedly, the more flexible TT is found more disposed to 

form weakly emissive H-type aggregates than planar CT. It turns out that the propensity of these 

oligomers to form ordered structures is not controlled by steric demands of their sidechains. Rather, 

it can be rationalized by considering the number of attractive interactions that can take place 

between the various subunits along the oligomer. A certain flexibility of the backbone assists in 

establishing these intermolecular contact points. In the MD calculations we find that the 
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experimentally observed aggregation in TT can only be explained when TT is allowed to adopt planar 

conformation. In this case, the more zig-zag like backbone conformation of TT leads to a larger 

number of attractive interactions than the banana-shape of CT. This larger interaction accounts not 

only for the stronger tendency of TT to aggregate, but also can elucidate why TT directly forms 

emissive aggregates while CT, upon cooling, first forms non-emissive excimer-type precursors until 

aggregate formation sets in below 200 K.
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Figure 1:

Chemical structures of TT and CT.
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Figure 2:

Absorption (b,d,f) and emission (a,c,e) spectra of TT in hexane for different temperatures at a 

concentration of (a,b) 5.0∙10-6 M, (c,d) 5.0∙10-5 M and (e,f) 2.5∙10-4 M. Emission spectra are 

normalized to about 2.08 eV. Spectra taken at characteristic temperatures are drawn with solid lines 

and given in the legend. Temperatures in between are shown in steps of 20 K for a), b) and between 

180 K and 260 K in e) and f), and in steps of 10 K between 180 K and 230 K for c) and d).
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Figure 3:

Absorption (b,d,f) and emission (a,c,e) spectra of CT in hexane for different temperatures at a 

concentration of (a,b) 5.0∙10-6 M, (c,d) 5.0∙10-5 M and (e,f) 2.5∙10-4 M. Emission spectra are 

normalized to about 1.7 eV. Spectra taken at characteristic temperatures are drawn with solid lines 

and given in the legend. Temperatures in between are shown in steps of 20 K for a), b), c), d) and 

between 240 K and 300 K in e) and f), and in steps of 10 K between 180 K and 210 K for e) and f).
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Figure 4:

Relative emission intensity as function of temperature for different concentrations for (a) TT and 

(b) CT. (c) Separated aggregate emission spectra at the concentration of 2.5∙10-4 M. The spectra for 

TT are normalized to 1.6 eV and are taken in steps of 10 K as indicated by the arrow. For CT only the 

spectrum at 180 K is shown.
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Figure 5

(a) Free energy curves for the TT dimer with hexyl and CH3 sidechains as function of the distance of 

the central bithiophenes. (b) Dimer geometries for the closest distance and along the free energy 

curve as indicated in (a). (c) Free energy curves for the CT dimer with hexyl and CH3 sidechains as 

function of the distance of the central cyclopentadithiophenes. (d) Dimer geometries for the closest 

distance and along the free energy curve as indicated in (c). For CT there are two final conformations 

possible. (e) Two-dimensional free energy surface calculated by metadynamics for the CT dimer with 

hexyl side chains as function of intermolecular distance and intermolecular angle . The inset 

visualizes  and shows the conformation for  = 0.
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Figure 6

Free energy simulations of TT for the twisted conformation and both planar conformations. The 

sketch shows the intermolecular geometry for the trans-planar dimer with highest energetic 

stabilisation.
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Table 1

TD-DFT results for the optimized S1 state of each dimer for TT in the trans-planar conformation and 

CT type A and type B. We display visualizations of the dominant electron-hole pair natural transition 

orbitals, the corresponding transition energy, the oscillator strength (f), the charge transfer character 

(CTC), and the plane-to-plane distances for ground state and excited state.

TT (trans) CT (Type A) CT (Type B)

Electron

Hole

Energy (eV) 1.69 1.56 1.68

f 0.0014 0.0000 0.21

CTC 0.23 0.00 0.39

Plane-to-plane 
distance (Å)

Ground state 3.63 3.68 3.64

Excited state 3.66 3.48 3.52

Difference +0.02 -0.20 -0.12
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Figure 7

(a) Decomposition of the TT emission spectrum at 200 K into a low energy progression (progression 

1) and a high energy progression (progression 2). The symbols mark the spectral positions of the 

decay curves. (b) Decay curves at 200 K monitored at the energies marked in (a). The grey broken line 

shows the instrumental response measured at the excitation energy. (c) Potential energy surface of 

the central thiophene-thiophene dihedral angle in TT for ground state (GS) and excited state (ES) 

obtained by DFT and TD-DFT. The calculations are performed in the relaxed geometries (filled 

symbols) and in the non-relaxed geometries after electronic transition (open symbols). The grey area 

indicates kBT at room temperature. The dashed line serves to separate the cis-like conformations 

visually from the trans-like configurations. 
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