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Lead halide perovskites such as CsPbBr3 have achieved widespread
attention as optoelectronic materials, due in large part to their
good performance despite significant defect densities. This “defect
tolerance” has often been explained by hypothesizing that there
is negligible trap-assisted non-radiative recombination in these
materials because none of the dominant defects give rise to
deep levels in the gap. We refer to this as the “shallow defect
hypothesis”. In this work, we reject the shallow defect hypothesis
for CsPbBr3. Via a thorough first-principles inventory of native
defects and hydrogen impurities, we show that a number of
relevant defects do in fact have deep levels, most notably the
bromine interstitial and hydrogen interstitial. This adds to a
growing body of evidence against the shallow defect hypothesis,
suggesting that the observed defect tolerance may be due instead
to relatively low recombination rates at deep levels. Guided by the
theoretical identification of these defects, experiments can take
steps to mitigate trap-assisted non-radiative recombination, further
boosting the efficiency of lead halide perovskite optoelectronics.

Metal halide perovskites are well known as an exciting solar
cell technology with rapidly growing efficiency16. Cesium lead
bromide (CsPbBr3), an all-inorganic member of this materials
family, has attracted great interest as a platform for nanocrystal-
based LEDs and single-photon emitters17–22 with remarkable ex-
citonic properties.23–26 CsPbBr3 has also been used in nonvolatile
memory27 in addition to its photovoltaic applications.28

Like other metal halide perovskites, CsPbBr3 exhibits excel-
lent performance despite significant defect densities.18–20,22,29–31

This “defect tolerance” has sometimes been explained by claim-
ing that all energetically favorable intrinsic defects are shal-
low.18–20,29,32 We will call this the “Shallow Defect Hypothesis”
(SDH) in the remainder of this work. The SDH would indeed
eliminate trap-assisted non-radiative recombination (also known
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as Shockley-Read-Hall recombination) as an important loss mech-
anism, since it occurs most efficiently at defect levels deep in the
band gap. Confusingly, the hypothesis itself has sometimes been
called “defect tolerance”, despite the fact that there are many
other possible explanations for this phenomenon.

The SDH remains controversial. There is experimental ev-
idence of deep defect levels in organic22,31,33–37 and inor-
ganic30,38–40 metal halide perovskites. Many alternative explana-
tions for defect tolerance have been proposed that do not invoke
the SDH, including polaronic effects41–44, polar fluctuations45,
and interactions with low-frequency lattice phonons42,46,47. A
number of theoretical papers have identified deep defect levels in
methylammonium lead iodide (MAPI)8,9,48–50 and CsPbI3. 51 52 If
true, the SDH would lead to a bleak picture for future improve-
ments in efficiency. Other loss mechanisms (such as Auger recom-
bination) are determined by the fundamental electronic structure
of the material, and would be difficult to address. By contrast, the
strategy for reducing trap-assisted recombination is straightfor-
ward: namely, by identifying the detrimental defects and taking
steps during synthesis to eliminate their presence. In fact, there
are a number of experimental reports that taking steps to reduce
defect densities does in fact improve efficiency,22,28,33,35,37–39

suggesting that deep defects are in fact commonly present in as-
grown material.

A theoretical investigation of defects in CsPbBr3 can thus prove
valuable by scrutinizing the SDH in this material. Previous com-
putational studies on defects in CsPbBr3

24,32,53–56 broke impor-
tant ground, but fall short of rigorously addressing the SDH.
Some of the previous works did not calculate charge state transi-
tion levels.53,54 Others use semilocal functionals or do not in-
clude spin-orbit coupling (SOC).24,55,56 However, as shown in
Refs. 8 and 9 for MAPI, the positions of the band edges, the for-
mation energies of charged defects, and the positions of charge
transition levels are not correctly captured unless advanced func-
tionals and SOC are included in all calculations. The studies that
do not meet this criteria are therefore unreliable when assess-
ing the SDH. Another important consideration is the inclusion
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of all relevant defect charge states. Previous theoretical stud-
ies of bromine interstitials in CsPbBr3 did not consider Br

+
i , 32,53

likely because positively charged halogen ions are typically rare
and highly reactive. However, positive iodine interstitials have
been shown to be important in MAPI, where they form a trimer
with two lattice halide ions.8,48–50,57 The omission of Br

+
i may

be highly consequential, as Ref. 50 showed that the (�/+) tran-
sition of Ii is an important source of non-radiative recombination.
Antisites have also suffered from an incomplete consideration of
relevant charge states; deep antisite levels have been identified
but dismissed as irrelevant based on the formation energies of
the neutral antisites.32 However, charged antisites can be signif-
icantly lower in energy depending on conditions. These issues
motivate us to revisit native defects in orthorhombic CsPbBr3 us-
ing SOC and the HSE hybrid functional6 (with 35% mixing and
0.1 Å�1 screening to reproduce the experimental band gap of 2.3
eV7), paying close attention to all relevant charge states and tran-
sition levels of native defects over a range of chemical potential
conditions.

Impurities in CsPbBr3 must also be taken into account. For in-
stance, it is well established that hydrogen is an important impu-
rity in traditional semiconductors14,58,59 with some level of un-
intentional incorporation almost unavoidable.58,60 Hydrogen is
abundant in the growth precursors for halide perovskites, raising
the possibility of unintentional hydrogen incorporation in these
materials as well. We therefore include hydrogen impurities in
our investigation. While previous work has investigated proton
diffusion in MAPI,61,62 to our knowledge this is the first sys-
tematic first-principles study of hydrogen in inorganic halide per-
ovskites, and the first to consider hydrogen transition levels and
hydrogen complexes in any halide perovskite.

The concentrations and transition levels of point defects can be
determined by defect formation energies E f . For defect X with
charge q, E f [Xq] is given by a well-established formalism1

E f [Xq] = E[Xq]�E[bulk]�Â
i

niµi +qEF +Dq , (1)

where E[Xq] is the DFT total energy of a supercell containing the
defect X in charge state q, E[bulk] is the DFT total energy of a
pristine supercell, ni is the number of atoms of species i added
(ni > 0) or removed (ni < 0) to form the defect, and µi is the
chemical potential of species i (see Section S.I and Fig. S.1 in the
Supplementary Information). EF is the Fermi level, typically ref-
erenced to the valence-band maximum (VBM). Dq is a correction
for finite-size effects63,64. Note that this is a purely static defect
model. While it has been suggested that dynamical effects may
influence defect levels46,47,54, these effects are beyond the scope
of the present work.

Defect formation energies for all self-interstitials, antisites, va-
cancies, and hydrogen impurities are plotted as a function of
Fermi level in the Supplementary Information, Figs. S.2 and S.3.
These figures contain a great deal of information and can be dif-
ficult to interpret. We will first discuss the data as a whole, then
go on to highlight some important details. Our first approach is
to identify the convex hull of the defect formation energies, i.e.,
the set of all defects which are the lowest-energy defect at some

Fig. 1 Defect formation energies (E f ) versus Fermi level (EF ) for de-
fects that make up the “defect hull” at Pb-rich (µBr = �1.56 eV, µPb =
0.00 eV, µCs = �2.49 eV) and Br-rich (µBr = 0.00 eV, µPb = �2.93 eV,
µCs = �4.24 eV) conditions. Defects are shown if they contribute to
the hull either when considering only native defects or when considering
native defects and hydrogen impurities.

Fermi level. Fig. 1 shows this “defect hull” for Pb-rich and Br-rich
chemical potentials, representing the limiting cases for growth
conditions. If hydrogen impurities are present, they may con-
tribute to the hull as well; these defect lines are shown in Fig. 1
together with the native defects. The defect hull not only shows
the most abundant defects, but also gives an idea of the equi-
librium Fermi level for the given chemical potential conditions.
The Fermi level is set by charge neutrality, i.e., the point at which
the concentrations of positive and negative defects together with
any free carriers balance. Since defect concentrations follow a
Boltzmann distribution, the charge-neutrality Fermi level is well
approximated as the point at which the lowest-energy positive
and negative defect formation energy lines cross in the defect
hull. We can compare this approximation to the result of solv-
ing for the Fermi-level position at charge-neutrality (E0

F ) based
on all calculated defects and free carriers. We find that E0

F = 1.66

eV in Pb-rich conditions and 0.37 eV in Br-rich conditions. In each
case, this is in good agreement with the approximation based on
the defect hull.

Another synthesis of the results may be found by focusing on
thermodynamic charge-state transition levels, or “defect levels”.
Defect levels are values of EF at which the formation energies of
different charge states of a given defect are equal, and appear as
kinks in plots of E f vs EF (e.g., Fig. 1). A defect is considered
shallow if it does not have any defect levels in the gap. From
Eq. 1 it is apparent that the transition level (referenced to the
VBM) between charge states q and q0 is given by

e(q/q0) =
E f [q;EF = 0]�E f [q0;EF = 0]

q0 �q
. (2)
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Fig. 2 Thermodynamic charge state transition levels for those defects
that have levels in the gap. Solid lines are transitions between stable
charge states. For levels in which the charge state changes by more than
1, the single-carrier transitions (i.e., |q0 �q|= 1) involving unstable charge
states are also shown as dashed lines. These levels are relevant for carrier
capture processes including trap-assisted non-radiative recombination.

Note that e(q/q0) does not depend on chemical potential condi-
tions. Transition levels of the defects with levels in the gap are
shown in Fig. 2.

Under Pb-rich conditions, the Fermi level is relatively high
(E0

F =1.66 eV at 300 K based on all calculated defects), though
the low formation energy of V 2�

Pb
at the CBM suggests that pushing

the Fermi level higher to achieve n-type doping will be difficult.
VBr, VPb, and VCs are the most abundant native defects. VBr is shal-
low, and VPb has a transition level at e(2�/2+) = 0.10 eV, rela-
tively close to the VBM. V+

Br
and V 2�

Pb
form a complex with charge

�1 and a binding energy of 1.22 eV. All of the self-interstitials
have formation energies close to 1.25 eV, though only Pbi is in the
hull (defects not included in Fig. 1 may be found in the Supple-
mentary Information, Figs. S.2 and S.3). Pbi has a deep level at
e(0/2+) = 2.01 eV. We note that Ref. 32 suggests that growth in
Br-poor (Pb-rich) conditions will lead to lower defect concentra-
tions. By contrast, we find that charged native defects (especially
vacancies) could still have non-negligible concentrations in Pb-
rich conditions.

Hydrogen is likely to be important in Pb-rich conditions. At the
charge neutrality Fermi level, with the chemical potential set at
the solubility limit, H

0

Br
has formation energy 0.71 eV, H

+
i 0.87

eV, and H
�
Pb

0.97 eV. H
+
i has a level e(�/+) = 1.80 eV and HBr

has a level e(0/+) = 0.27 eV.
Under Br-rich conditions, the Fermi level drops to 0.37 eV at

300 K based on a charge neutrality analysis. Holes in the valence
band make a significant contribution to this analysis, in agree-
ment with experimentally observed p-type conductivity in Br-rich
conditions.65 The picture of relevant defects changes significantly
compared to Pb-rich conditions. The formation energy of Br

�
i has

dropped to 0.98 eV, making this a highly relevant deep defect
at the Br-rich extreme. The consideration of Br

+
i proves critical,

since we find that Bri acts as a “negative-U” center with a deep
level at e(�/+) = 0.34 eV. The deep levels of BrPb at e(2�/0) =
0.38 eV and e(3�/2�) = 1.53 eV may also be relevant, though
Br

2�
Pb

still has a fairly high formation energy (1.86 eV). H
�
Pb

has be-
come slightly more favorable at 0.89 eV. H

+
i is slightly less favor-

Fig. 3 Configuration coordinate diagram for the Bri(0/+) and Bri(�/0)
charge state transitions, showing strong anharmonicity.

able at 1.14 eV, while HBr has become irrelevant with a formation
energy close to 4 eV.

Given the importance of Hi (especially at Pb-rich conditions)
and Bri (especially at Br-rich conditions), it is worth exploring
the configurations of these defects. The local atomic structures
near the hydrogen interstitial and bromine interstitial are shown
and discussed in the Supplementary Information (Fig. S.5 and
Section S.IV). Our results for Bri are reminiscent of Ii in MAPI,
which has been shown to give rise to significant non-radiative
recombination largely due the anharmonicity of its potential en-
ergy surface50. While a full calculation of non-radiative recom-
bination rates is beyond the scope of this work, we find similar
anharmonicity in the Bri potential energy surface based on the
configuration coordinate diagrams66 shown in Fig. 3, suggesting
that its capture coefficients are likely significant.

We have presented a thorough inventory of native point defects
and hydrogen impurities in CsPbBr3 using a hybrid functional, in-
cluding SOC, and considering a broad range of charge states. We
determined the formation energies of all relevant charge states
at varying chemical potential conditions, as well as the thermo-
dynamic charge-state transition levels. These results definitively
reject the SDH that has been proposed to explain defect tolerance
in the metal halide perovskites. We find that Br

+
i is an abundant

defect (especially in Br-rich conditions) with a (�/+) transition
level 0.34 eV above the VBM. The BrPb antisite, though less fa-
vorable than some other defects, has deep levels at 0.38 eV and
1.53 eV and may not be negligible. We also find that Hi and HBr

are important impurities that may be unintentionally introduced
by hydrogen-containing precursors during growth (especially in
Pb-rich conditions). Both these defects have deep levels (Hi at
1.80 eV and HBr at 0.27 eV).

It is worth asking, if the SDH is not true, what accounts for
“defect tolerance” in the lead halide perovskites? There is some
evidence that non-radiative recombination rates at deep centers
may be relatively modest in these materials, but when taken to-
gether with moderate defect densities, this still adds up to a sig-
nificant loss mechanism22,30,50. This agrees with the fact that
reduced defect densities have been associated with improved per-
formance22,28,33,35,37–39. In this way the perovskites may be “de-

+PVSOBM�/BNF
�<ZFBS>
�<WPM�>
 1–4 | 3

Page 3 of 4 Journal of Materials Chemistry A



fect tolerant” in a similar sense as gallium nitride; early devices
showed good performance despite high defect densities, while
later devices with optimized growth (guided in part by theory)
achieved much higher efficiencies67.

Overall, our results contribute to ongoing investigations into
mechanisms behind defect tolerance. Answering the questions
shrouding these remarkable materials will enable even greater
efficiencies in perovskite-based single-photon emitters and opto-
electronic devices.
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