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Stoichiometry-Controllable Optical Defects in CuxIn2-xSy Quantum 
Dots for Energy Harvesting 
Addis S. Fuhr,a,b Anastassia N. Alexandrova,c,d* Philippe Sauteta,c,d*

The large Stokes shift for CuxIn2-xSy (CIS) quantum dots (QDs) reduces reabsorption losses in luminescent solar concentrators 
(LSCs). However, reabsorption still occurs due to their broad absorption spectra, which, along with below unity quantum 
yields, hamper device performance. The origin of these optical properties is heavily debated, and makes it difficult to 
optimize CIS for LSCs and other energy harvesting devices such as solid-state and sensitized solar cells. Here, we show with 
density functional theory calculations that anti-site defects (CuIn’’ + InCu) form in near-stoichiometric CIS QDs, while copper 
vacancies charge-compensated by the oxidation of a second Cu atom (VCu’ + CuCu) form in Cu-deficient structures. Both 
defects lead to large Stokes shifts, but CuIn’’ defects only localize holes in the excited-state leading to strong intragap 
absorption, which is suppressed for paramagnetic CuCu defects that localize holes in the ground-state. The relative 
concentration of each defect and competing defect phases that lead to non-emissive carrier trapping is controllable by 
stoichiometry and Fermi-level, and optimal chemical processing conditions for energy harvesting applications are discussed.

Introduction
Solar energy currently accounts for only 1.8% of the global 
electricity supply, but has the potential to reduce greenhouse 
gas emissions if its usage massively expands.1, 2 CuxIn2-xSeyS2-y 
(CIS) quantum dots (QDs) are attractive materials for low-cost 
solar power conversion schemes. In particular, they have been 
used in recent Champion device quantum dot sensitized solar 
cells, and luminescent solar concentrators (LSCs) with 
photovoltaic windows.3-6

Despite growing interest in CIS QDs, the origin of their 
unusual optical properties is still elusive.7-19 For example, CIS 
QDs have larger Stokes shifts (270-750 meV), broader 
absorption and ensemble photoluminescence (PL) emission 
spectra (>300 meV), and longer radiative lifetimes (100-500 ns) 
than II-VI QDs.7-19 This is generally attributed to radiative 
recombination between a delocalized conduction band electron 
and a hole localized on a Cu atom via either native defects,7-10, 

13-19 or self-trapped excitons.9, 11-12, 14 For defect emission, an 
interruption in the crystal lattice from an “out of place” Cu ion 
is expected to lead to an intragap hole localized state. The self-
trapped exciton model, on the other hand, proposes that the 
complex shape of d orbitals in CIS causes poor electronic 

feedback and inability to form delocalized valence band (VB) 
hole states, and results in defect-like localized d orbitals for 
“normal” lattice Cu1+ ions.11-12 This leads to strong electron-
phonon coupling where each Cu1+ state undergoes a large 
nuclear reorganization when photoconverted to Jahn-Teller 
distorted Cu2+. Each of these mechanisms have successfully 
explained some aspects of absorption and emission. For 
example, Cu-containing QDs typically exhibit large Huang-Rhys 
factors, which is consistent with significant excited-state 
nuclear reorganization.11 However, single particle PL linewidths 
for CIS can be as narrow as 60 meV, which is in agreement with 
the defect emission model.18 To address this issue, recently it 
has been proposed that there are two sets of Cu defects: “Cu1+ 
defects” that undergo a self-trapped exciton-like 
reorganization, and “Cu2+ defects,” which do not require 
excited-state reorganization.20 Stoichiometry-dependent 
optical spectra confirms this interpretation, but could only 
hypothesize the precise chemical identity for each of these 
defects.20  

Developing a clear understanding of structure-property 
relationships in CIS QDs is of significant importance to energy 
harvesting applications.21-32 For example, a key performance 
limiting factor for LSCs is reabsorption, which occurs when there 
is spectral overlap between the fluorophore’s absorption and 
emission.21 These losses scale with PV window size, and the 
large Stokes shift of CIS QDs is advantageous for reducing 
reabsorption and improving LSC performance.5-6, 21-24 Yet, these 
advantages are somewhat mitigated by broad spectral 
linewidths, which if “sharpened” without losing the large Stokes 
shift would be beneficial for LSCs. Understanding the origin of 
the broad absorption spectra is also of particular importance to 
solid-state solar cells where Urbach tailing can reduce the open 
circuit voltage and limit power conversion efficiency.26, 29-32 In 
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addition, for both solar cells and LSCs, the formation of 
absorptive and/or emissive defects under different chemical 
processing conditions has not been studied in the context of 
competing secondary defect phases. These secondary 
structures can potentially hamper CIS QD performance in 
energy harvesting devices by increasing the density of non-
emissive trap states, which reduce quantum yield (QY) or lead 
to recombination losses.21

In this letter, we use Density Functional Theory (DFT) 
calculations to identify defects that form in CIS QDs under 
different growth conditions, and predict their effects on optical 
spectra by unifying aspects of different proposed emission 
models. Specifically, we find that anti-site (CuIn’’ + InCu ) defect 
pairs lead to intragap absorption and emission in near-
stoichiometric CIS. Cu-deficient CIS, on the other hand, has a 
larger concentration of copper vacancies that leads to Cu2+ 
defects (VCu’ + CuCu), which are paramagnetic and non-
absorptive due to a hole in the Cu d shell,  thus resulting in 
intragap emission without intragap absorption. This leads to a 
similarly large Stokes shift as anti-site defects, but with 
narrower absorption spectra. Correspondingly, Cu-deficient CIS 
should have reduced reabsorption losses for LSCs, and weaker 
Urbach tailing for solar cells resulting in higher power 
conversion efficiencies for both energy harvesting device 
schemes. We also identify non-emissive competing defect 
phases such as 2VCu’ +  InCu defect pairs that reduce the 
density of emissive CuCu defects, and isolated hole (VCu’) and 
electron (InCu) trapping defects that lead to nonradiative 
recombination. We conclude by discussing the interplay 
between emissive and non-emissive defect formation as a 
function of stoichiometry and Fermi level. In addition, we 
discuss their corresponding implications towards optimizing the 
chemical process conditions and structure of CIS for different 
energy harvesting devices such as solid-state solar cells, 
sensitized solar cells, and LSCs. 

Methods
Plane-wave PAW DFT calculations were performed with VASP.33-36 
CIS lattice constants and band gap were obtained by relaxing a bulk 
Chalcopyrite unit-cell and conducting subsequent single-point 
calculations using the Heyd-Scuseria-Ernzerhof (HSE06)37 hybrid 
range separated exchange-correlation functional functional. 
Supercells and quantum dots were generated from the HSE06 
relaxed bulk. The formation energy of different defects in the CIS 
supercell were obtained by introducing defects into the supercell, 
subsequent ionic relaxation using the Perdew-Burke-Ernzerhof (PBE) 
functional,38 and using equation 1 from ref. 39: 

   (1)𝐸𝑓𝑜𝑟𝑚 =  𝐸𝑡𝑜𝑡(𝑑𝑒𝑓) ― 𝐸𝑡𝑜𝑡(𝑛𝑜 𝑑𝑒𝑓) + ∑
𝛼𝑛𝛼𝜇𝛼 +𝑞𝐸𝐹 + 𝐸𝑐𝑜𝑟𝑟

where  represents the energy difference 𝐸𝑡𝑜𝑡(𝑑𝑒𝑓) ― 𝐸𝑡𝑜𝑡(𝑛𝑜 𝑑𝑒𝑓)
between defective and non-defective supercells,  is the number of 𝑛𝛼

atoms added (-1) or removed (+1) of species  and chemical potential 𝛼
,  represents the charge of the defect,  the Fermi-level, and 𝜇𝛼 𝑞 𝐸𝐹

 the FNV correction for the effects of a finite-sized supercell on 𝐸𝑐𝑜𝑟𝑟

charged defect formation.39 The chemical potential ( ) was 𝜇𝛼

determined by calculating the energy per atom ( ) of elemental 𝐸𝑠𝑜𝑙𝑖𝑑
𝛼

solid , and adding the relative chemical potential ( ) using the 𝛼 ∆𝜇𝛼

points marked in the CIS stability region of the chemical potential 
diagram from Fig. 1 ( ). Here, a more negative  𝜇𝛼 = ∆𝜇𝛼 + 𝐸𝑠𝑜𝑙𝑖𝑑

𝛼 ∆𝜇𝛼

reflects a greater deficiency in species  (  corresponds with 𝛼 ∆𝜇𝛼 = 0
an -rich condition). The stability region for CIS in the chemical 𝛼
potential diagram was determined by calculating the formation 
energy of competing Copper and Indium Sulfide phases under 
different  conditions. For all stoichiometric, charge-balanced ∆𝜇𝛼

defects only the  term is used. The correction Etot(def) ― Etot(no def)
term ( ) for the finite-size of the supercell is determined by the Ecorr

FNV method described in ref. 39. The magnitude of the correction 
term is similar to that calculated for related CISe structures (see Fig. 
S1 in †ESI and ref. 40). The Franck-Condon, or “True Stokes shift” was 
calculated via the configuration coordinate method used in ref. 39 
for anti-site (CuIn’’ + InCu) defect pairs {R}q=-1 – {R}q=0 (Fig. 2).
All calculations used an energy cut-off of 280 eV, and the geometries 
were relaxed until forces were smaller than 0.05 eV/Å per atom. The 
HSE06 screening parameter was 𝜔=0.13 as described in previous 
reports.41-42 Integrals in the unit-cell were calculated by sampling the 
Brillouin zone with a 6x6x3 Monkhorst-Pack k-point grid. Defect 
calculations used a 2x2x2 supercell with Gamma-centered 2x2x2 k-
points. QDs were calculated at the Gamma point only. Calculations 
with a single copper vacancy were open shell, using the MAGMOM 
tag to capture magnetic interactions. 

Results & Discussion
Stoichiometry & Fermi-Level Dependent Stability of Defects

HSE0637 was used to calculate lattice constants and electronic 
structure due to its ability to accurately reproduce the 
electronic properties of bulk semiconductors,43 while PBE38 was 
chosen for ionic relaxations and formation energy calculations 
due to its lower computational expense (see methods and Fig. 
S2 in †ESI). The formation energy of defects and defect pairs 
was calculated with a 2x2x2 (128 atom) supercell in different 

Fig. 1 Chemical potential diagram predicting the stoichiometry-dependent CIS stability 
region
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chemical and electron potential environments (Fig. 1 and Fig. 2). 
Here, the relative chemical potentials used for non-
stoichiometric CIS defects are marked in the stability triangle in 
Fig. 1 and represent Cu-rich, near-stoichiometric (slightly Cu-
deficient), and Cu-deficient conditions. Supercells are used 
instead of a quantum dots to determine formation energies in 
order to negate the influence of surfaces (Fig. 1 and Fig. S3 in 
†ESI). This approach is justified by experimental studies, which 
showed that surface passivation with an alloyed ZnS shell does 
not significantly affect emission energy or linewidth.15, 19 This, in 

addition to the similarly large Stokes shift observed in bulk CIS, 
suggests that it is unlikely that surface states are responsible for 
emission.

The charge-balanced, stoichiometric defect pairs we 
considered (blue bars in Fig. 2) include anti-site defects wherein 
Cu1+ and In3+ swap lattice positions. Cu at the In site is noted 
CuIn’’, the primes indicating that two more electrons appear at 
this site after the swap, although the Cu formal oxidation 
number remains 1+. Similarly, In at the Cu site is noted InCu, 
where dots indicate that two more holes appear at the site after 

Fig. 2 (a,b) Defect formation energies for CIS bulk under more p-type (a, Fermi-level = VB + 0.026 eV) or more n-type (b, Fermi-level=CB-0.026 eV). Arrows and values represent the 
energy difference between the lowest energy structure of the series, and the marked defect (e.g. the average formation energy for VCu’ + Cui is 0.30 eV larger than CuIn’’ + InCu 
under stoichiometric conditions). The chemical potentials associated with “near-stoichiometric” or “Cu-deficient” conditions are marked in the phase stability diagram in Fig. 1. In  
both a) and b), blue bars indicates stoichiometric, green bars near-stoichiometric (slightly Cu-deficient), and red bars Cu-deficient conditions, respectively. (c) The formation energy 
of anti-site defects is lower than that of intermediate structures required for back-diffusion into their defect-free lattice positions.
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the swap). They also include Frenkel pairs, wherein a cation 
vacancy forms after the cation is ejected from its normal lattice 
position into an interstitial space (VCu’ + Cui and VIn’’’ + Ini). 
For near-stoichiometric, and Cu-deficient structures, which are 
often used in devices,44-46 we calculated the formation energy 
of each of these defects in isolation, as well as off-stoichiometry 
defect pairs such as CuIn’’ + 2Cui, 2VCu’ + InCu, and VCu’ + CuCu 
(green and red bars in Fig. 2). For the VCu’ + CuCu defect pair, a 
copper vacancy introduces an electronic hole in the later 
described electronic structure calculations, which localizes on a 
Cu atom, and forms a Cu2+ centre for charge-compensation 
(CuCu). In each case, we present the formation energies as a 
function of the electron potential, or Fermi level (EF), which is 
defined relative to the VB, and represents p- (near 0 eV, here 
VB + 0.026 eV or kBT in Fig. 2a) or n-type (near the 
computational band gap of 1.47 eV, here CB - 0.026 eV or kBT in 
Fig. 2b) environments.

The formation energies for each defect pair decreases at 
shorter separation distances due to charge stabilization (Fig. S3 
in †ESI shows the distance-dependent energies, the blue bars in 
Fig. 2 shows their average, and the white dashed lines mark 
their lowest energy). Anti-site defects have the lowest average 
formation energy under stoichiometric conditions. At close (< 
0.5 nm) separation distances (Fig. 2 and Fig. S3 in †ESI) anti-site 
defect pairs have similar formation energies as VCu’ + CuCu ( E ∆
for CuIn’’ + InCu  is ~ 0.03 eV > VCu’ + CuCu). This suggests that 
under stoichiometric conditions anti-site defect pairs form in 
the largest concentrations, but under mildly Cu-deficient, or 
near-stoichiometric conditions, are close in energy with VCu’ + 
CuCu defects. Under highly Cu-deficient conditions, however, 
VCu’ + CuCu form in the largest concentration. We test their 
stability by calculating the formation energy of several 
intermediate defect structures required for back-diffusion into 
the original lattice sites, or “self-purification” (Fig. 2c). These 
states have high formation energies, and the defects studied 
here are likely kinetically trapped during synthesis.

Fermi-level (EF) has a significant impact on the formation of 
competing defect phases. Under more p-type conditions (Fig. 
2a) isolated copper vacancies have formation energies slightly 
higher than the VCu’ + CuCu defect pair ( E for VCu’ is ~ 0.03 eV ∆
> VCu’ + CuCu) indicating that while the formation of “Cu2+” 
defects, or the VCu’ + CuCu defect pair is favourable, a similarly 
high density of isolated copper vacancies should also form in 
CIS. If EF is closer to the CB (n-type conditions), isolated VCu’ have 
a much lower formation energy (difference of ~1.38 eV) than 
the VCu’ + CuCu defect pair. For isolated anti-site defects, low EF 
(p-type) conditions strongly favour InCu whereas high EF (n-
type) conditions strongly favour CuIn’’. Interestingly, while 
Frenkel pairs have significantly higher formation energies than 
anti-site defect pairs, under p-type conditions the formation 
energy of copper interstitials (Cui) appears to be ~0.43 eV 
lower than the VCu’ + CuCu defect pair for near-stoichiometric 
CIS. For n-type conditions in near-stoichiometric CIS, indium 
vacancies (VIn’’’) have similarly low formation energy (~0.36 eV 
lower than VCu’ + CuCu defects), which indicates that the 
formation of both sets of isolated defects may affect optical 
transitions. Indium interstitials, on the other hand, have 

universally high formation energies and therefore are unlikely 
to form in CIS. These trends also hold for Cu-rich processing 
conditions (Fig. S4 in †ESI), but with generally lower formation 
energies for isolated CuIn’’, VIn’’’, and Cui defects, and higher 
formation energies for isolated VCu’, InCu defects.

Impact of Defects on Spectral Shape

The density of states (DOS) for a CIS supercell with anti-site 
defect pairs (Fig. 3a, left panel) features band-edges (valence 
band and conduction band, or VB and CB, respectively) 
separated by the same band gap energy (1.47 eV) as 
determined by the defect-free unit-cell band structure 
calculations (see Fig. S2 in †ESI). However, there is an additional 
intragap state (centred on CuIn’’) below EF, thus indicating that 
it is “occupied,” or filled with electrons. On the other hand, 
while the DOS for a CIS supercell with a copper vacancy (Fig. 3a, 
right panel) also has a VB and CB separated by the same 
predicted band gap as the defect-free unit-cell, in this case 
there is an intragap, unoccupied spin-polarized state (centred 
on CuCu) above EF. We explore the implications of these two 
sets of defects on optical transitions by computing the 
theoretical absorption spectra (Fig. 3b) using linear response 
theory and equations 2 and 3:

                                                               (2)𝜅(𝜔) =
𝜀1(𝜔)2 + 𝜀2(𝜔)2 ―𝜀1(𝜔)

2

                                                                                        (3)                                                      𝛼(𝜔) =
4𝜋
𝜆 𝜅(𝜔)

where the linear absorption coefficient ( α ) is determined via 
calculating the real ε1(ω) and imaginary ε2(ω) parts of the frequency-
dependent dielectric constant. The excitonic transition energies (hυ
x,a in Fig. 3a,b) are identical and near the predicted band gap (~1.5 
eV) for both structures. However, if CIS has CuIn’’ defects, there is a 
second lower energy transition (h Cu,a in Fig. 3a,b) due to localization υ
of a VB hole to a CuIn’’ (Cu1+ in ref. 20) state, and excitation of an 
intragap electron from CuIn’’ to the conduction band (CB). CIS QDs 
with Cu vacancies (VCu’), conversely, have a ground-state hole in the 
d band (CuCu, Cu2+ in ref. 20), which instead captures a VB electron 
in an IR transition (Fig. S5 in †ESI).

These computational predictions imply distinct spectroscopic 
signatures for each defect, and a link between defect type and 
stoichiometry. Specifically, the d shell for CuIn’’ is filled with electrons 
([Ar]3d10) and more frequently form in (near)-stoichiometric or Cu-
rich CIS whereas the d shell for CuCu ([Ar]3d9) has a hole, and forms 
in larger concentrations in Cu-deficient structures to charge 
compensate VCu’. Transient absorption (TA) spectroscopy has 
detected the presence of “Cu1+” defects (CuIn’’), and confirmed our 
predictions whereby Cu-rich (mostly CuIn’’) and near-stoichiometric 
CIS QDs (similar CuIn’’ and  CuCu depending on the exact Cu:In) have 
broader spectra than Cu-deficient (more  CuCu) structures due to 
strong overlap between hυCu,a and hυx,a.20 The strength of hυCu,a 
decreases with increasing Cu-deficiency until eventually the spectral 
shape evolves into a Bi-Gaussian with a strong hυx,a bleach and weak 
hυCu,a shoulder.20 As the concentration of VCu’ grows, the VB electron 
 CuCu hole IR transition also becomes stronger, but is outside of 
the detection range of typical TA experiments, and obscured in FTIR 
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measurements by molecular vibrations of similar energy from 
surface passivating ligands. However, CuCu centers also lead to 
dilute magnetic semiconductor (DMS) characteristics, which have 
been experimentally detected in magnetic circular dichroism (MCD) 
experiments.20 Specifically, Zeeman splitting increases due to 
stronger spin-exchange (EEXCH), and is proportional to the 
concentration of paramagnetic defects.17, 20, 47-49 The simultaneous 
decrease in TA linewidth and increase in EEXCH for more Cu-deficient 
structures is indicative that CuIn’’ (hυCu,a and no DMS characteristics) 
are being replaced by CuCu (DMS characteristics and no hυCu,a),20 

thus, confirming our computational predictions.
Holes (captured from the VB) transiently localize to CuIn’’ in the 

excited state (Fig. 3c and the left panel of Fig. 3d) whereas they are 
localized in the ground state for CuCu. In the latter case, VB holes 
are removed by a second defect (here, isolated VCu’ as calculated in 
Fig. 2 and Fig. 4) or surface state (Th in the right panel of Fig. 3d and 

ref. 20 is used to indicate “a hole trap state” that can be either an 
isolated VCu’ or surface state), which prevents transitions faster than 
defect emission such as non-emissive 3-particle positive trion Auger 
decay or band-edge recombination.19, 20 Band-edge emission can 
only occur in defect-free structures, which have not been 
synthesized to date, but can also exhibit large Stokes shifts due to 
unique dark-bright exciton splitting from inverted 1S and 1P band-
edge hole-levels.13, 50 Indeed, while a recent two-photon absorption 
study has confirmed the existence of band-edge hole inversion in 
spherical CIS QDs, it also confirmed that the expected Stokes shift 
from dark-bright exciton splitting is too small to account for the 
experimental Stokes shift.13 Hence, indicating that Cu defect 
emission dominates PL in CIS due to the high probability of defect 
formation, and fast carrier localization preventing band-edge 
emission. However, we note here that the defect emission model 
does not exclude predictions of large dark-bright exciton splitting, 

Fig. 3  (a) DOS for CIS supercells with Cu defects. Copper vacancies lead to a spin polarized intragap “Cu2+” state (right) whereas anti-site defects lead to an intragap “Cu1+” state 
(left). The predicted optical transitions are shown in coloured arrows. (b) Computed linear absorption spectra for the DOS in (a). (c) Schematic depiction of the calculated “True 

Stokes shift”, or S,0 in (a), which is due to a Jahn-Teller distortion in excited-state Cu ( S,0 ). (d, left panel) Anti-site defects lead to intragap absorption (h Cu,a) in addition to ∆ ∆ = 2δ0 υ

band-edge absorption (h x,a). This causes a “True” Stokes shift (energy difference between h Cu,a - h Cu,PL) and an “Apparent” Stokes shift (energy difference between h x,a - h Cu,PL). υ υ υ υ υ

(d, right panel) QDs with copper vacancies only have an “Apparent Stokes shift.”
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and we expect that if defect-free spherical CIS QDs are synthesized, 
PL would instead be dominated by the model predicted by Efros et. 
al.13, 50

Notably, hole localization for CuIn’’ is similar to the self-trapped 
exciton model, and even though we expect band-edge absorption 
(hυx,a) to occur in conjunction with defect absorption (hυCu,a), an 
electron-phonon coupled excited-state nuclear reorganization 
similar to Jahn-Teller distorted Cu2+ is required to transiently stabilize 
the photogenerated hole.11,12, 20, 51 We therefore calculate the 
Franck-Condon shift ( ) for anti-site defects (CuIn’’  CuIn’ in Fig. δ0

3c,d), which is 107 meV (see methods). This corresponds with an 
emission shift of 214 meV ( ). Consistent with ref. 20, we ∆S,0 = 2δ0

label the resulting shift in emission the “True Stokes shift” ( ) in ∆S,0

Fig. 3a and the left panel of Fig. 3d), which reflects the energy 
difference between ground-state (CuIn’’) and excited-state (CuIn’) 
anti-site defects (hυCu,a and hυCu,PL in Fig. 3c). This also leads to a 
larger “Apparent Stokes shift” reflecting the energy separation 
between band-edge absorption and emission from excited-state 
anti-site defects (hυx,a and hυCu,PL in Fig. 3d). Here, our calculated 
True Stokes shift is 214 meV ( ) and Apparent Stokes shift ∆S,0 = 2δ0

586 meV, which are similar to experimental measurements for “Cu1+” 
defects (210 meV and 420 meV, respectively).20 CIS QDs with CuCu 
only exhibit the “Apparent Stokes shift” as the ground-state defect is 
already Jahn-Teller distorted (right panel of Fig. 3d). Removal of the 
“True Stokes shift” in Cu-deficient structures “sharpens” linear 
absorption spectra, and reduces overlap with emission. 

Competing Defect Phases, Optical Losses, & Device Implications

In order to better understand how competing defect formation 
mechanisms can affect optical losses, we compare their formation 
energies and charge transition levels under different chemical 
processing conditions (Fig. 4). The chemical potentials used for 
“near-stoichiometric” and “Cu-deficient” conditions are the same as 
described in Fig. 1 and Fig. 2. Cu-rich conditions are shown in Fig. S4 
(†ESI). The Fermi-levels (EF) represent p- (near VB) or n-type (near 
CB) conditions, and can be “pinned” experimentally by a high density 
of donor or acceptor defects, or shifted by an external moduli such 
as electrode potentials or charge-transfer molecules.15-16, 19 Donor 

(electron trapping) or acceptor (hole trapping) levels are defined by 
the EF relative to the band-edges wherein the defect at charge q and 
q’ are equal, and the charge state of the defect is expected to 

spontaneously transition via the addition or removal of an electron 
(marked in Fig. 4 by filled circles). From an optical perspective, a high 
EF environment “fills” defect states with electrons whereas a low EF 
environment removes electrons from defects (or, fills them with 
holes). Hence, at high EF, electron trapping defect states are 
“passivated” whereas hole trapping defect states are “activated,” 
and the opposite is expected for low EF.15, 19 

Copper vacancies have low formation energies for all fermi-level 
values in near-stochiometric and Cu-deficient structures. Their 
expected charge transition (1-/0) is near the VB (VB + 0.03 eV) making 
them shallow hole traps. However, spectral electrochemistry studies 
have found that while both “Cu1+” (CuIn’’) and “Cu2+” (CuCu) defect 
emission can be quenched by electron traps, hole traps do not 
quench emission for Cu2+ defects, which are already “emission 
ready” and do not require excited-state hole localization due to the 
ground-state hole in the Cu2+ d shell.15 Hence, a high density of 
isolated copper vacancies should only reduce emission efficiency for 
near-stoichiometric CIS, which have CuIn’’ defects that require 
photoactivation by a VB hole prior to emission. 

Under low EF conditions, InCu defects have the lowest formation 
energy of all defects for both Cu-deficient and near-stoichiometric 
CIS making them likely to form in both structures. The formation of 
copper interstitials, on the other hand, is strongly dependent on 
stoichiometry, and these are not likely to form in Cu-deficient 
structures. Both defects can act as relatively deep electron traps. The 
double-electron charge transition level for InCu defects (2+/0) and 
single electron charge transition level for Cui defects are CB-0.53 eV 
and CB-0.40 eV, respectively. However, even for very low EF and 
near-stoichiometric conditions where the formation of Cui  defects 
appears favourable, the formation energy for InCu is significantly 
lower than that of Cui  defects, and we expect InCu defects to have 
a more significant impact on electron-trap mediated nonradiative 
recombination for all conditions other than Cu-rich CIS where InCu  
have much higher formation energies (Fig. S4 in †ESI). Moreover, at 
slightly higher EF (moderately p-type conditions) where Cui and 
InCu have more comparable formation energies, the CuIn’’ state is 
significantly lower in energy than Cui, while indium vacancies (VIn’’’) 
simultaneously have very large formation energies. Hence, it is likely 
that even under these conditions Cu interstitials do not form in high 
concentrations, and instead act as metastable intermediate defect 
states that facilitate the diffusion of a Cu1+ ion into an indium vacancy 
to stabilize it by forming a CuIn’’ defect state. For both Cui  and InCu  
it is unlikely that these transition energies correspond with emission 
as it has been well-established experimentally that emission in CIS 
arises from localized hole and delocalized electron states, which 
indicates that electron localizing defects act as optical traps that limit 
emission efficiency.9, 15-16, 19 Indeed, experimentally it has also been 
observed that the primary deactivation mechanism for CIS emission 
is electron trapping, which is consistent with our prediction of a high 
density of InCu  defects.15-16, 19 

For higher EF conditions, hole trapping defects are expected to 
contribute more to optical losses. Specifically, the formation energy 
of isolated vacancies (VCu’ and VIn’’’) decreases at high EF, and both 
shallow (1-/0) = VB+0.03 eV and deep (3-/2-) = VB+0.30 eV acceptor 
levels form for copper and indium vacancies, respectively. As 
mentioned earlier, this should significantly reduce the emission 

Fig. 4 (a,b) Formation energy of different defects as a function of the Fermi Level energy 
under near-stoichiometric and Cu-deficient conditions, which are calculated at their 
corresponding points in the CIS stability diagram marked in Fig. 1. The closed circle 
symbols indicate the charge transition levels. 
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efficiency for near-stoichiometric and Cu-rich CIS, which have anti-
site defects that require excited-state hole localization prior to 
emission, but is not expected to contribute to optical losses for Cu-
deficient CIS where CuCu  defects are “emission ready” in the ground 
state, and hole trapping defects actually aid emission by blocking the 
faster band-edge or positive trion recombination pathways. Indium 
vacancies have high formation energies in Cu-deficient structures, 
while copper vacancies have low formation energies under both 
near-stoichiometric and Cu-deficient conditions. It is therefore 
expected that this VB hole removal process for  the CuCu  defect 
emission in Cu-deficient structures only occurs via copper vacancies 
(or, later described surface states) and not indium vacancies. 
However, both copper and indium vacancies can contribute to hole 
trapping mediated nonradiative recombination losses for anti-site 
defects in near-stoichiometric or Cu-rich structures.

A natural prediction from these findings would be that highly Cu-
deficient structures are always ideal for improved LSC and solar cell 
performance as Cu-deficiency facilitates the formation of CuCu 
defects, leads to higher QY and reduced nonradiative recombination 
losses due to a decrease in hole trapping, reduced band-tailing 

corresponding with a higher open circuit voltage in solar cells, and 
reduced reabsorption losses for LSCs. However, the formation 
energy of isolated InCu defects, and  2VCu’ + InCu defect pairs also 
decrease as CIS is made more Cu-deficient (Fig. S6 in †ESI), which 
eventually lowers QY by either reducing the density of CuCu defects 
via competition from the 2VCu’ + InCu defect pair, or by an increase 
in the concentration of electron trapping InCu defects. Hence, 
decreasing the Cu:In ratio will initially improve LSC and solid-state 
solar cell performance by reducing reabsorption, band tailing, and 
nonradiative recombination losses, but eventually further narrowing 
of the absorption spectra will coincide with an increase in optical trap 
density, and will lead to larger nonradiative recombination losses for 
highly Cu-deficient structures. Hence, moderately Cu-deficient 
structures will generally be “ideal,” but the exact Cu:In ratio will 
somewhat vary by synthetic methodology due to the fact that kinetic 
trapping strongly affects defect formation (Fig. 2). Indeed, the 
presence of 2VCu’ + InCu defect pairs has also been evidenced by 
Raman spectroscopy,38 and experimental QY is generally highest for 
moderately Cu-deficient structures.7, 20 Lastly, for sensitized solar 
cells, Cu-rich CIS should be ideal. Similar to solid-state solar cells, 

Fig. 5  (a,b) DOS for CIS QDs with Cu defects. The charge density for each labelled state is depicted in (c,d). For (b), calculations were spin-polarized due to the paramagnetism of 
Cu2+; the two columns represent different electron spins. In both (c) and (d), the bottom centre panel shows a zoomed-in image of the Cu defect. All unmarked intragap states are 
surface states (SSt).
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intragap absorption from anti-site defects can lead to larger open-
circuit currents, but unlike solid-state solar cells this will occur 
without negatively impacting the open-circuit voltage, which is 
pinned by the energy difference between the excited-state anti-site 
defect hole and delocalized CB electron due to ultrafast hole 
capture.20, 52 

In order to confirm the localized/delocalized nature of these 
predicted transitions in QDs, we calculate the DOS (Fig. 5) for CIS QDs 
with anti-site defects and copper vacancies (see methods). We 
confirm the identity of each state by plotting iso-energetic contours 
(purple and green for occupied and unoccupied energy levels, 
respectively) of the associated charge density (square modulus of the 
one electron wavefunction), similar to other reports.53-56 We define 
surface states (SSt) as delocalized across surface atoms, and defect 
states (CuIn’’ and CuCu) as localized to the intentionally created 
defect coordination sphere. However, the SSt contribution to the DOS 
is overestimated here due to our inability to include passivation 
layers of native ligands (e.g. dodecanethiol), which would increase 
computational expense. Indeed, this is why we computed the 
absorption spectra for CIS using supercells without dangling bonds. 
The CuIn’’ state is occupied (below EF), and therefore absorptive and 
not paramagnetic whereas CuCu is above EF, paramagnetic, and not 
absorptive. The predicted energy separation between CuIn’’ and 
CuCu versus the VB (~590 meV and 740 meV, respectively) are of 
similar magnitude to our supercell calculations. In addition, the 
position of the defect affects its energy versus the band-edges (Fig. 
S7), and  is impacted by the local defect bonding environment as ∆S

expected by single-particle spectroscopy studies on CIS QDs, and DFT 
studies on related Cu-doped ZnSe QDs.18, 57 Moreover, the band-
edges are delocalized, and we expect both delocalized and localized 
transitions to occur. 

The similarity between the supercell and QD calculations confirms 
that the nature of the optical transitions between bulk and QD 
systems is similar. A clear distinction between the two mechanisms 
is the larger contribution of surface states to optical deactivation 
mechanisms for QDs in comparison to the bulk. Specifically, QDs 
have non-surface bulk-like defects that affect absorption, emission, 
and nonradiative recombination mechanisms, but also have 
additional optical traps due to dangling bond surface states. Based 
on the calculated DOS, these dangling bond surface states are 
expected to mostly be electron traps as the majority of these states 
lie above the Fermi-level and the emissive copper defects. These 
conclusions are supported by the large increase in QY typically 
observed in experiment by passivating the surface of CIS with a ZnS 
shell, which can increase QY by more than 50% after eliminating most 
electron traps.9, 15-16 However, the increase in QY does not 
correspond with a significant change in the Stokes shift or linewidth 
for CIS QDs indicating that the absorption and emission centers are 
not simply due to dangling bonds, and are indeed the same or similar 
to bulk structures. This is consistent with our computational results, 
which show that Cu defects have a similar affect on the electronic 
structure of CIS bulk and QD structures. Lastly, the inability to achieve 
100% QY from simply shelling CIS with ZnS indicates that surface 
states are not the only source of optical losses in CIS, and other 
competing bulk-like defects contribute to nonradiative 
recombination losses. Removal of such defects requires optimizing 
the stoichiometry and kinetic growth conditions. This, in addition to 

using a ZnS (or other inorganic) shell to passivate dangling bond 
surface states can potentially lead to unity quantum yields. 

Conclusions
In conclusion, we have identified the stoichiometry- and Fermi-level-
dependent formation of defects in CIS QDs, and provided an 
atomistic rationalization for their unusual optical properties. Anti-
site defects are common in (near)-stoichiometric or Cu-rich 
structures, and lead to intragap excitations that broaden absorption 
spectra and result in stronger reabsorption losses in LSCs and band-
tailing in solid-state solar cells. Copper vacancies are more common 
in Cu-deficient QDs and are charge-compensated by the oxidation of 
a second Cu atom. This leads to narrower absorption spectra, DMS 
characteristics, reduced reabsorption in LSCs, and reduced band-
tailing in solar cells. These results help explain several experimental 
findings.7, 18, 20, 51 In particular, the “True Stokes shift”, which occurs 
at anti-site defects explains the large Huang-Rhys parameter.11, 51 
However, the occurrence of this shift only at anti-site defects, and 
the simultaneous presence of delocalized band-edges is still 
consistent with two-band transient absorption from “Cu1+” defects 
and narrow single particle emission (~60 meV) broadened by 
heterogeneity.7, 18, 20, 57 

Our computational predictions imply that the performance of CIS 
QDs in energy harvesting applications can be improved by tuning the 
relative concentration of anti-site defects and copper vacancies 
through stoichiometry. LSCs and solid-state solar cells utilizing Cu-
deficient QDs should have reduced reabsorption and nonradiative 
recombination losses, and improved scaling of device performance. 
However, if QDs become too Cu-deficient, eventually there will be a 
reduction in QY due to competition from the 2VCu’ + InCu defect 
phase and/or increased density of electron trapping InCu defects. 
For near-stoichiometric or Cu-rich CIS, anti-site defect emission can 
be deactivated by indium or copper vacancies, which leads to lower 
QY for LSCs and increased nonradiative recombination losses in solid-
state solar cells. This, in addition to stronger reabsorption, makes 
them less ideal for LSCs and solid-state solar cells, but is not as major 
of a concern for sensitized solar cells where the open-circuit voltage 
is pinned by the energy difference between the excited-state anti-
site defect hole state and the CB electron, and charge-extraction is 
trap-mediated.52 Hence, for sensitized solar cells Cu-rich structures 
may be ideal due to the enhanced sample absorbance from intragap 
states leading to higher open circuit current density and power 
conversion efficiency. 
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