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Dopant arrangements in Y-doped BaZrO3 under pro-
cessing conditions and their impact on proton con-
duction: a large-scale first-principles thermodynamics
study

Shusuke Kasamatsu,∗a Osamu Sugino,b Takafumi Ogawa,c and Akihide Kuwabarac

Y-doped BaZrO3 is an ion conductor under intense research for application in medium temper-
ature solid oxide fuel cells. The conductivity is maximized at ∼20% doping, and the decrease
with further doping has often been attributed to the association effect, or the trapping of ionic
charge carriers by the dopant. This seems like a reasonable conjecture since the dopant and
carrier are charged in opposite polarities and should attract each other. However, at such high
doping concentrations, many-body interactions between nearby dopants and carriers are likely to
modify such a simple two-body attraction picture. Thus, in this work, we employ a large-scale
first-principles thermodynamic sampling scheme to directly examine the configuration of dopants
and charge-compensating defects at realistic doping concentrations under processing conditions.
We find that although there is, indeed, a clear Y′Zr – V••O association effect at all doping concen-
trations examined, the magnitude of the effect actually decreases with increasing dopant con-
centration. We also find that Y′Zr–Y′Zr and V••O –V••O interactions cannot simply be understood in
terms of two-body Coulomb attraction and repulsion, highlighting the importance of many-body
effects in understanding the defect chemistry in heavily doped oxides. Finally, we examine the
dopant configurations and successfully explain the conductivity maximum based on a percolation
vs. many-body trapping picture that has gained attention recently.

1 Introduction
Development of stable and highly conductive solid electrolytes is
one of the main goals in the field of solid state ionics, and it is
also a key issue for the realization of next-generation solid-state
electrochemical devices1,2. Typical ceramic-based electrolytes are
prepared by substitutional doping of aliovalent ions into insulat-
ing oxides. This induces charged ionic defects to satisfy charge
neutrality, and if those defects are mobile, they can act as charge
carriers. It has been found, however, that the conductivity will
usually start to decline with increased doping at far below the
maximum doping possible3. Understanding of the microscopic
mechanism for such decline should lead to design principles for
good ionic conductors and has been a topic of intense research
for decades.
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With the above in mind, we focus, in this work, on the proton-
conducting perovskite material Y-doped BaZrO3 (BZY). Acceptor-
doped perovskite oxides have been under intense research for ap-
plication in medium-temperature proton ceramic fuel cells and
electrolyzers4–6, and BZY is known to be one of the most promis-
ing due to high proton conductivity and chemical stability. In
BZY, the Y dopant is known to almost exclusively occupy the Zr
site except in Ba-deficient samples7,8, so the defect reaction can
basically be described using Kröger-Vink notation as follows:

2Zr×Zr +O×O +Y2O3→ 2Y′Zr +V••O +2ZrO2. (1)

Unfortunately, oxygen vacancies are virtually immobile in this sys-
tem at temperatures of interest for applications. However, mobile
protons can be introduced by a hydration reaction with the oxy-
gen vacancies:

H2O+V••O +O×O → 2(OH•O). (2)

Theoretical and experimental works on BZY and similar accepter-
doped perovskite oxides have revealed that the protons thus in-
troduced into the system are covalently bonded with oxygen and
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migrate through a combination of rotation around oxygen and
hopping between adjacent oxygen sites9–13. With various efforts
in process optimization, the conductivity has now reached 10−2

S/cm−1 at 500 ◦C14–18. However, the transport number of pro-
ton conduction starts to decline above 500 ◦C due to onset of hole
conductivity, so further increase in proton conductivity is neces-
sary if the material is to be used as the electrolyte above 500 ◦C18.
Clarification of the defect physics and chemistry in this system
is expected to help in this regard, and it should also contribute
to fundamental understanding of proton conduction in oxides in
general5.

The conductivity of BZY is known to be maximized at ∼ 20% Y
doping18,19, and further doping leads to a decrease in the ionic
conductivity. Such decline of the conductivity beyond an optimal
dopant concentration is observed almost ubiquitously in acceptor-
doped perovskites including BZY, and it has often been attributed
to the association effect9,16,20–24. Because of the simple explana-
tion that the dopant and carrier are charged in opposite polarities
and should attract to form association complexes, the association
(i.e., trapping) effect seems to be accepted as a rather universal
effect, and it is often argued that the effect would become more
decisive with increasing doping concentration. Several compu-
tational modeling works on BZY and other acceptor-doped per-
ovskites also indicate significant association between the acceptor
dopant and oxygen vacancies or protons10,13,25–32.

On the other hand, at realistic dopant concentrations, inter-
actions with other dopants and carriers nearby may modify this
simple two-body attraction picture. Giannici et al. used EXAFS
to examine the local environment around the dopant and found
evidence for association of Y′Zr and V••O at a lower doping con-
centration in dry BZY (Eq. 1), but not at higher ones7. This
suggests that the association effect may not necessarily increase
with doping. Such a notion has also been suggested in the lit-
erature on fluorite-lattice ion conductors3. Another idea that is
gaining attention recently is that of percolation of dopants. For
example, Kim et al. have shown that the doping concentration
dependence of hole conductivity in Fe-doped BaZrO3 can be un-
derstood by considering the percolation of dopants through the
material33. Moreover, Toyoura et al., have argued in recent com-
putational works that protons in BZY at realistic doping concen-
trations would preferentially migrate along a three-dimensional
network of dopants, and that the situation is not described accu-
rately by a simple trapping/de-trapping picture34,35. They also
stress the importance of Y′Zr–Y′Zr correlations (i.e., certain config-
urations that lead to strong proton trapping) as well as proton-
proton repulsion in determining the conductivity. In addition,
Draber et al. pointed out in a recent work that certain ordered
dopant configurations would enhance the conductivity due to re-
alization of percolation while avoiding trapping configurations36.
We also note that a similar idea has been proposed for several Li
conductors, although in those cases, the focus has been more on
the percolation of carriers themselves rather than dopants37,38.
Summarizing these works, the one-to-one association effect be-
tween the carrier and dopant may not be the deciding factor for
the conductivity decline at high doping. Rather, the increase in
doping should lead to the formation of a long-range network of

dopants along which protons can migrate relatively freely. On
the other hand, there are certain dopant configurations that lead
to strong trapping of protons, and the number of such configu-
rations is expected to increase with doping. Thus, optimization
of processing conditions for maximizing the percolation while
minimizing trapping would be a natural route to improving the
proton conductivity. This is a challenging task, however, as it
is very difficult to obtain atomic-scale 3-dimensional images of
dopant configurations from experiment. The same can be said
from the computational side: due to difficulties in extracting the
correct defect-defect interactions at high concentration from first-
principles simulations, the configuration of dopants and carriers
at realistic thermodynamic conditions are yet to be resolved.

To tackle this problem, we perform, in this work, a large-scale
first-principles thermodynamic sampling simulation to character-
ize the arrangements of dopants and defects as functions of tem-
perature and dopant content. We employ the replica exchange
Monte Carlo method39,40 to speed up the sampling beyond the
traditional Metropolis algorithm. First-principles relaxations and
energy calculations based on density functional theory (DFT)
are performed on all trial configurations that appear during the
Monte Carlo steps; we stress that we do not rely on any model
parameterizations. In the near past, such simulations would have
been deemed too computationally expensive, but we and some
other workers have shown that such an approach has actually be-
come feasible with the combination of parallel algorithms and the
advancement of massively parallel supercomputers41–43.

In this work, we limit our investigation to dry BZY with only
oxygen vacancies and Y dopants, although works with other
dopants as well as protons may be carried out in the future. This
means that we are simulating the powder firing or sintering step
which is usually performed in dry air before the introduction of
protons through hydration (Eq. (2)). We may assume that the
dopant arrangements are fixed in this step because cation mobil-
ity is small at lower temperatures employed for further processing
(i.e., hydration). In the analysis of the results, we focus on mainly
three points:

1. Defect association and repulsion—we perform analyses of co-
ordination environments around Y and O vacancies and ex-
tract interaction energies among them; although this does
not directly correlate with trapping of protons (for that, we
need to have protons in the simulation), we can at least pro-
vide a picture that may improve our understanding of the
association effect in heavily doped ionic conductors in gen-
eral.

2. Dopant network formation—we perform percolation analy-
ses of dopant Y networks to discuss the formation of long-
range proton conduction networks as functions of tempera-
ture and dopant content.

3. Proton trapping configurations—we count the number of pro-
ton trapping configurations34 as functions of temperature
and dopant content.

From points 2 and 3, we also discuss the optimal processing con-
ditions for obtaining dopant arrangements that maximizes perco-
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lation while minimizing trapping.
We note, in passing, that the current approach only describes

the thermodynamics and not the kinetics, so we do not have di-
rect access to, e.g., diffusion constants. However, the dopant ar-
rangements obtained in this work will serve as starting points for
kinetic Monte Carlo or master equation calculations of the dy-
namics of ion diffusion; how the dopant arrangements will affect
the correlation effect between successive carrier jumps known to
profoundly affect the diffusivity vs. dopant content35,44 will be of
particular interest and may be examined in the near future.

2 Computational methodology

2.1 Computational model

We employ the cubic perovskite unit cell multiplied by 3 in the x,
y, and z directions in all of our calculations. This corresponds to
27 Ba, 27 Zr, and 81 O sites with which to perform the config-
urational sampling. We consider models with 4 different doping
concentrations, where 2, 4, 6, and 8 Zr sites are substituted by Y
atoms corresponding to 7%, 15%, 22%, and 30% Y doping. We
will refer to each of these systems as BZY7, BZY15, BZY22, and
BZY30 hereafter. It is noted that the phase behavior in the BaO–
ZrO2–Y2O3 system is rather complex, and there is some remain-
ing controversy over the solubility limit of Y in cubic BaZrO3. One
group reports full solubility up to ∼ 50%45, while another group
reports phase separation into two phases: BZ(I) with low solubil-
ity < 15% and disorder, and BZ(II) with high solubility > 30%
and long-range order46. In any case, it seems to be accepted that
Y is soluble up to rather high amounts in this system, although
the actual attained solubility would depend on various process-
ing conditions.

To simulate firing or sintering in dry air, we only consider the
defect reaction in Eq. (1), and assume that 1 oxygen vacancy is
introduced in the O sublattice for every 2 Y dopants. The calcu-
lation supercell is always charge-neutral, so the charge states of
defects are always Y′Zr and V••O . We do not consider any other
charge states, nor any intrinsic defects such as cation vacancies
or antisite defects, since their number should be negligible com-
pared to the defects introduced to satisfy charge neutrality as in
Eq. (1). As mentioned above, calculations involving protons will
be performed in the future. We also neglect the effect of hole
polarons which can be introduced through the following defect
reaction:

1
2

O2 +V••O → 2h•+O×O , (3)

as their concentration has been evaluated to be several orders
of magnitude smaller than the dopant concentration in a previ-
ous theoretical work47. Due to their small quantity, we expect
that holes will have very little effect on the thermodynamics; we
note, however, that the presence of holes does need to be con-
sidered when discussing the total conductivity in oxidizing atmo-
sphere18,48.

We also neglect the phonon contribution to the free energy. Its
effect can be significant when the number of atoms change as is
the case for vacancy or interstitial formation; this is because the
number of vibrational modes will change leading to a rather pro-
nounced impact on the entropy26,49. However, the number of

atoms of each type is held constant during our simulations ac-
cording to the preset dopant concentration; thus, we expect that
the variations in phonon free energies will be small and have a
relatively small impact on the outcome of the Monte Carlo sam-
pling.

Even with these simplifications, the possible number of config-
urations is huge. For example, the 30% doping model has 27C8

possible ways to arrange Y atoms on Zr sites and 81C4 ways to
arrange oxygen vacancies on O sites, corresponding to a total of
3 693 627 580 500 configurations. It is not possible to perform
calculations on every one of those configurations, and thus we
rely on computational statistical physics to sample the most ther-
modynamically relevant ones.

2.2 Replica exchange Monte Carlo coupled with DFT

Configurational sampling in alloy systems is often performed us-
ing Metropolis Monte Carlo sampling based on lightweight mod-
els fitted to first-principles calculations. A particular model that
has seen much use in the literature is the cluster expansion model,
which describes the energetics of lattice systems based on param-
eterization of local cluster interaction energies49–54. However,
the cluster expansion model is known to have difficulties in de-
scribing complex long-range Coulomb interactions55, and it is
also known that the accuracy degrades for systems with signif-
icant lattice relaxation56. In addition, constructing the cluster
expansion Hamiltonian becomes intractable rather quickly as the
number of components increases. Ion conducting oxides often fall
in these categories, so we opted to bypass any fitting and sample
directly on first-principles energies as we mentioned above.

Obviously, first-principles calculations of meaningful supercell
size for disorder sampling are quite costly. That is why many have
opted to use cluster expansion in the first place. A naive way to
increase the number of samples is to run many calculations in
parallel, and this may seem like a good way to take advantage
of resources available in present-day supercomputing infrastruc-
tures. However, this is actually quite inefficient, since the usual
Metropolis algorithm can easily get stuck in local energy minima
especially at lower temperatures. The statistical physics commu-
nity has been dealing with this problem for decades, and we em-
ploy one of their most successful ideas: replica exchange, also
known as parallel tempering in various contexts39,40,57.

In the replica exchange method, sampling simulations are per-
formed on several ‘replicas’, or copies of the system in parallel.
Each replica is assigned a different temperature in sequence, and
thus replicas with lower temperatures will often get stuck in lo-
cal minima as mentioned above. To alleviate this problem, the
temperatures are swapped between replicas at preset intervals
according to a probability based on the Metropolis criterion for
the ensemble of replicas:

P = min{1,exp[(βi−β j)(Ei−E j)]}. (4)

Here, i, j are the indices of the replicas, β is the inverse temper-
ature 1/(kBT ), and E is the energy of the replica. Essentially,
a replica with lower energy will be assigned progressively lower
temperatures based on this swapping criterion. This means that
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a higher temperature replica, which can move relatively freely in
configuration space, will be assigned a lower temperature when
it finds a new energy basin. This replica will then be responsible
for locating the precise local minimum with simulation at this low
temperature. In other words, this scheme allows for each replica
to travel between high and low temperatures, providing a good
balance between surveillance of the global energy landscape and
minima-finding while providing temperature-dependent expecta-
tion values at the same time.

In this work, the replica exchange method summarized above
is combined with the usual Metropolis Monte Carlo sampling. A
Metropolis step consists of randomly choosing either a Zr×Zr/Y′Zr
pair or V••O /O×O pair, swapping their sites, performing struc-
tural relaxation including internal and cell degrees of freedom
with DFT, and accepting or rejecting the swap according to the
Metropolis probability:

P = min{1,exp(−β∆E)}, (5)

where ∆E is the change in the total energy due to the swap. This
Metropolis scheme takes care of the configurational entropy nat-
urally.

The DFT calculations that are performed in the course of the
replica exchange Monte Carlo (RXMC) scheme explained above
are carried out using VASP code58, which employs the projector-
augmented wave method59 to describe the electron-ion interac-
tions. The GGA-PBE exchange correlation functional60 is used
throughout this work. The wave functions are expanded using a
plane wave basis set with a cutoff energy of 300 eV. The Brillouin
zone sampling is carried out only at the Γ point. Relaxation of
both the internal coordinates and lattice vectors are performed.
During relaxation, changes in the lattice constants lead to denser
or sparser calculation meshes compared to the preset energy cut-
off. To alleviate this, relaxations are restarted several times where
the calculation meshes are reset according to the aforementioned
cutoff energy.

The parallel code for performing the replica exchange Monte
Carlo steps and managing the direct combination with DFT has
been described elsewhere42, and we have recently released a
new version with an improved user interface as open source soft-
ware at https://github.com/issp-center-dev/abICS.
We perform two independent calculations for each Y concentra-
tion from random starting points using 200 Monte Carlo steps for
equilibration and 1400 steps for the calculation of the expecta-
tion values for various physical quantities such as coordination
numbers. The replica exchange (i.e., swapping of temperatures)
is attempted at every step. We employ 16 replicas with tempera-
tures that are separated by equal amounts from 600 K to 2500 K.
pymatgen61 is employed heavily for structure handling. The re-
sults are shown in subsequent sections with standard deviations
calculated from the two independent simulations. That is, the
standard deviation of each data point is evaluated as

σ =
√

(x1− x̄)2 +(x2− x̄)2, (6)

where x1 and x2 are averages calculated from the two indepen-

Y Vo Y

BZY7 BZY15

BZY22 BZY30
Fig. 1 The lowest-energy configurations that were found in the course
of our RXMC simulations for BZY7, BZY15, BZY22, and BZY30. Red,
yellow, light green, and dark green spheres correspond to O, O vacancy,
Zr, and Y, respectively. Only the (Zr, Y)-O6 octahedra with at least one
defect (Y or O vacancy) is shown.

dent simulations, respectively, and x̄ = (x1 + x2)/2 is the value
presented as the data point. Although a standard deviation value
calculated from two samples is questionable as a statistical esti-
mate, it can still serve as an indicator of the convergence of the
simulations. We judge the convergence to be acceptable for the
discussion presented in subsequent sections, although possibili-
ties of sampling bias due to random initialization will need to be
tested as more efficient algorithms and supercomputers become
available in the future.

3 Results and discussion
3.1 Ground-state configurations
Although thermal averages are what actually determine the phys-
ical properties of the system, the ground state structures also
give us an instructive picture of the important interactions in the
system. Figure 1 shows the ground state (or, at least, the low-
est energy configurations that were found during the course of
our calculations) for varying dopant concentrations. It is clearly
seen that at low doping concentration, the Y′Zr–V••O –Y′Zr complex
is most energetically favorable, as would be expected from the
Coulombic interactions between charged defects. However, such
trend is not as clear at higher concentrations, where many of the
V••O are coordinated by both Y′Zr and Zr×Zr. This hints at the im-
portance of interactions other than the associative interaction be-
tween the dopant and the charge-compensating defect at higher
dopant concentrations.
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Fig. 2 The calculated average total energy vs. temperature. The zeroes
of the energies are taken to be those of the ground state structures re-
ported in Fig. 1. The standard deviation calculated from two independent
RXMC runs is shown as colored shadows in this figure and all subse-
quent figures.

We also observe a tendency for the defects (Y′Zr and V••O ) to
bunch up in low dimension. In the BZY15 and BZY22 systems,
all of the Y ions in the ground state configuration of the 3 × 3
× 3 supercell lie in a single (001) crystallographic plane of the
parent cubic lattice. In the BZY30 ground state, all of the Y ions
in the supercell lie in two perpendicular planes corresponding to
(001) planes. We point out that this behavior may be responsible
for the subtle deviation from the perfect cubic lattice reported by
some experimental works7,62. We do not have a concrete expla-
nation for this behavior, although such localization of defects may
be favorable for minimizing elastic strain in the crystal. On a re-
lated note, we also observe significant distortion of the octahedra
centered on Zr and Y ions in the presence of defects. One clear
observation is that Zr and Y that are nearest neighbors to an oxy-
gen vacancy are pushed away, while the O ions are pulled toward
the oxygen vacancies. This is easily understood from Coulomb
repulsion and attraction. In addition, significant octahedral tilts
can also be observed, although it is difficult to figure out a clear
pattern for predicting how the octahedra would tilt in the vicin-
ity of defects; we suggest that the distortion patterns are rather
long-ranged and cannot be predicted reliably from the local de-
fect structure.

3.2 Temperature dependence of total energy

We start off our examination of temperature-dependent proper-
ties by looking at total energies (Fig. 2). The average energy
per 3× 3× 3 supercell increases with temperature as would be
expected (higher temperature allows for less stable configura-
tions). The energies at typical sintering temperatures ∼ 1900 K
is found to be as high as 1 eV compared to the ground state. This
demonstrates clearly that searching for and examining lowest-
energy configurations is not enough for these types of situations,
as configurational entropy can be quite significant. The slopes,
which may be interpreted as the heat capacity in a sense, seem
to change continuously; thus we do not detect any clear order-
disorder phase transition. We note that the energies presented
here do not include any phonon contributions, so we caution

Y-O

Zr-O

Fig. 3 The calculated average coordination numbers of O around Zr and
Y.

against comparing this figure to heat capacities measured in ex-
periment.

3.3 V••O –Y′Zr association
Next, we examine the association effect by comparing thermal av-
erages of the coordination number of O around Zr and Y atoms
(Fig. 3). In the parent perovskite lattice, O ions form a octahedral
coordination around Zr leading to a six-fold coordination. Figure
3 shows that the average coordination number is smaller when
the central cation is Y in all temperature and doping ranges ex-
amined. This means that V••O prefers the nearest neighbor site to
Y′Zr more than Zr×Zr, clearly indicating the existence of the associ-
ation effect. The difference between the Zr–O and Y–O coordina-
tion numbers decrease as the temperature is increased, which is
reasonable considering the more random distribution of defects
at elevated temperatures. However, it should be noted that the
difference is significant even at above 2000 K, meaning that asso-
ciation exists at all realistic sintering temperatures.

To discuss V••O –Y′Zr association further, we examine the average
first nearest neighbor (1NN) and second nearest neighbor (2NN)
coordination numbers of Y′Zr around V••O scaled by the number of
sites [Fig. 4(a)]. Note that the nearest-neighbor sites discussed
here and in subsequent sections are separated by less than half of
the supercell length to exclude trivial effects due to supercell pe-
riodicity. We find, perhaps surprisingly, that at low temperature,
a higher coordination number is obtained for BZY7 compared to
higher dopant concentrations. On the other hand, at higher tem-
peratures, the coordination increases monotonously with Y con-
centration at both 1NN and 2NN sites. However, it should be
noted that this does not necessarily reflect the existence of de-
fect association; a higher Y/Zr ratio means a higher coordination
number even when the configuration is completely random and
no trapping effect exists. Thus, in order to compare the degree of
association between different dopant concentrations on an equal
footing, we define and calculate the “coordination propensity”
as the average coordination number divided by the coordination
number when the configuration is completely random [Fig. 4(b)].
A coordination propensity above unity implies attraction and less
than unity implies repulsion. We find from the calculated propen-
sities that the association effect does indeed exist, with propen-
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(a) (b)
1NN 1NN

2NN 2NN

Fig. 4 (a) The calculated average number of Y′Zr at 1NN and 2NN sites to V••O scaled by the number of 1NN (2) and 2NN (8) sites. The atomic structure
figures in the inset indicate examples of the corresponding NN sites, where O (O×O or V••O ) sites are indicated by red spheres and cation (Zr×Zr, Y′Zr) sites
by green. (b) The calculated V••O –Y′Zr coordination propensities (see main text for definition). Horizontal dashed lines are provided at propensities of 1
as guides for the eye.

sities being larger than unity except for the 2NN site at the low-
est temperature and lowest dopant concentration examined. We
also find that the association effect, especially for the 1NN site,
is actually strongest for the lowest concentration and decreases
monotonously with increased doping. The decrease seems to sat-
urate around BZY22 to 30.

We can obtain additional insights by examining the number
of V••O that is coordinated by 0, 1, and 2 Y′Zr [Fig. 5(a)] instead
of averaging them out as was done in Fig. 4. We will refer to
these three coordination environments as VO–Zr2, VO–ZrY, and
VO–Y2 hearafter. The basic trend is the same as we found in
the preceding analysis: Y′Zr coordination decreases with temper-
ature. A perhaps nontrivial finding from the plot in Fig. 5(a) is
that except for the lowest doping concentration and the lowest
temperature examined (BZY7 at 500 K), the number of VO–Y2 is
smaller than VO–ZrY. Thus, the neutral VO–Y2 complex is not the
most favorable configuration except at the extremes of low Y con-
tent and low temperature. This reinforces the notion discussed
above based on the ground state structures with varying Y con-
tent. Moreover, these results can be recast in terms of relative free
energies assigned to the VO coordination environments as

∆FD→D′ =−kBT ln([D′]/[D]), (7)

where D and D′ are one of VO–Zr2, VO–ZrY, and VO–Y2. This
equation follows from the often-used definition of free energy
vs. an order parameter (in our case, the coordination number
of Y′Zr) in terms of the logarithm of relative probabilities63–65

∆FVO−Zr2→VO−ZrY may be regarded as the association free energy
for coordination by 1 Y and ∆FVO−ZrY→VO−Y2 as the association
free energy for coordination by an additional Y. The results are
plotted in Fig. 5(b), and we find that the results are basically

linear vs. temperature. This suggests that the association free en-
ergies can be expressed as

∆FD→D′ = ∆Eassoc−T ∆Sassoc, (8)

where ∆Eassoc is interpreted as the temperature-independent as-
sociation enthalpy (or energy since our calculations are per-
formed at zero pressure) and ∆Sassoc as the association entropy.
From linear fits of the data in Fig. 5(b), we can obtain the asso-
ciation enthalpies as functions of Y content as shown in Fig. 5(c).
We find that the association enthalpy is negative for both the sin-
gle and double coordination by Y, meaning that the interaction is
attractive as expected for defects of opposite polarities. The asso-
ciation is clearly stronger for the second coordination below 20%
Y while it becomes comparable for higher Y content. This means
that lower Y content favors double Y′Zr coordination around V••O
while higher Y content favors single Y′Zr coordination. The mag-
nitude of the association energies decreases with Y content in
agreement with the coordination propensities presented earlier.
It should be noted that the association enthalpies presented here
are, in a sense, thermally averaged quantities over all possible
configurations in the material and should not be interpreted as
the binding energy between isolated defects. This may be why
our calculated values are smaller in magnitude than the binding
energy between Y′Zr and V••O of −0.45 eV reported earlier26.

3.4 V••O –V••O and Y′Zr–Y′Zr interactions

The weakening of the association effect with increased doping
suggests that there are interactions other than Y′Zr–V••O attraction
that kick in as the Y′Zr and V••O concentrations increase. In fact,
a similar idea was suggested by a series of kinetic Monte Carlo
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(a)

(b)

(c)

Fig. 5 (a) The ratio of each of the three possible nearest neighbor coordination environments around VO: VO–Zr2 (orange circles), VO–ZrY (green
squares), and VO–Y2 (violet triangles) as functions of the temperature. (b) The calculated coordination free energies vs. temperature with a linear fit
to the data. (c) The V••O –Y′Zr association enthalpies for coordination by 1 Y′Zr (blue circles) and coordination by an additional Y′Zr (orange squares) as
functions of Y content. The enthalpies are obtained as the y intercept of the linear fitting in (b).

investigations of oxygen ion conduction in ceria by Martin and
coworkers66,67. To confirm this notion, we repeat the same anal-
ysis as above for V••O –V••O and Y′Zr–Y′Zr pairs as shown in Figs. 6–9.

The V••O –V••O coordination increases with Y content as expected
from the increased number of V••O . The coordination propensity
(Fig. 6) is found to be quite small up to rather high temperatures
at the 1NN site; this may be related not only to Coulomb repul-
sion, but also to the fact that it is highly unfavorable to have more
than one oxygen vacancy at the 1NN site to Zr or Y. The coordina-
tion at the 3NN site is also found to be clearly unfavorable, but not
as much as the 1NN site at higher temperatures. The V••O –V••O co-
ordination at 2NN and 4NN sites seems to show different behav-
ior depending on the Y content at lower temperatures, although
the evaluated error is too large to draw decisive conclusions. At
higher temperatures, the coordination propensities at 2NN and
4NN sites quickly converge to unity, which means that the coor-
dination at those sites are virtually random. Examination of the
environment ratios for the 1NN V••O –V••O coordination reveals that
V••O seldom has more than 1 V••O at the 1NN sites [Fig. 7(a)]. The
corresponding plots of the interaction free energies vs. tempera-
ture [Fig. 7(b)] could not be fit well by a single line especially for
lower Y content. Thus, we opted to fit the free energies separately
for low and high temperatures. The fitted interaction enthalpies
[Fig. 7(c)] are positive indicating a repulsive interaction as ex-
pected for defects of the same charge polarity. The magnitude
of the interaction decreases with increasing Y content, suggesting
that screening by other defects (i.e., Y′Zr) reduces the V••O –V••O re-
pulsion. Also, the magnitude decreases with temperature in the

cases of BZY15 and BZY22, suggesting that the screening effect
increases with temperature. As for BZY30, we see very little tem-
perature dependence compared to BZY15 and BZY22. It should
be noted that the above discussion concerns coordination by 1
V••O . The fact that we seldom see coordination by more than 1
V••O means that the repulsion is huge for further coordination re-
gardless of Y content or temperature. We cannot calculate an
interaction energy because the probability of having coordination
by 2 or more V••O is too small and sufficient statistical sampling
is not possible within the number of Monte Carlo steps that were
carried out.

Next, we turn to the Y′Zr–Y′Zr interaction. Again, the coor-
dination increases with Y content as expected [Fig. 8(a)], and
the evaluation of the strength of the interaction requires further
analysis. The calculated coordination propensities at 1NN site
[Fig. 8(b)] show that at lower temperatures, the pair interaction
is clearly attractive for BZY7 and the interaction is very small for
BZY15, 22, and 30. Such effective attraction between dopants
with same charge polarity may be surprising, but it can be under-
stood as being mediated by the oppositely-charged VO and is in
line with the formation of Y′Zr–V••O –Y′Zr complexes mentioned ear-
lier. At increased temperature, the 1NN propensity values drop
below unity indicating a switching of the interaction from attrac-
tive to repulsive with increasing temperature. On the other hand,
the 2NN Y′Zr–Y′Zr pairs show a slightly attractive interaction over
all temperature ranges except for BZY7 at 600 K. These obser-
vations are reinforced by analysis of 1NN Y–Y coordination ra-
tios and the corresponding free energies and enthalpies (Fig. 9).
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(a)

(b)

Fig. 6 (a) The calculated average VO–VO coordination number for 1NN, 2NN, 3NN, and 4NN sites scaled by the number of 1NN (8), 2NN (6), 3NN
(16), and 4NN (12) sites, respectively. The atomic structure figures in the inset indicate examples of the corresponding NN sites, where O (O or VO)
sites are indicated by red spheres and cation (Zr×Zr, Y′Zr) sites by green. (b) The calculated VO–VO coordination propensities. It should be noted that no
data is provided for BZY7 because there is only one VO in the calculation cell.
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(a) (b) (c)

Fig. 7 (a) The ratio of 1NN O site (O×O or V••O ) coordination environments around V••O . Only two cases, coordination by zero V••O (orange circles) and
coordination by 1 V••O (green squares), are shown, as the ratio of coordination by 2 V••O was smaller than 0.5% and coordination by 3 V••O was never
seen in the simulations (coordination by 4 V••O or more cannot be observed due to the small number of V••O within the limited supercell size). (b) The
calculated V••O –V••O interaction free energies with linear fits at temperatures above and below 1500 K. (c) The V••O –V••O interaction enthalpies as functions
of Y content. The enthalpies are obtained as the y intercept of the linear fitting in (b).

(a) (b)

Fig. 8 (a) The calculated average Y′Zr–Y′Zr coordination number at 1NN and 2NN sites scaled by the number of 1NN (6) and 2NN (12) sites. The atomic
structure figures in the inset indicate examples of the corresponding NN sites, where O (O×O or V••O ) sites are indicated by red spheres and cation (Zr×Zr,
Y′Zr) sites by green. (b) The calculated Y′Zr–Y′Zr coordination propensities.
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(a) (b) (c)

Fig. 9 (a) The ratio of 1NN cation (Zr×Zr or Y′Zr) coordination environments around Y. Coordination by up to 3 Y′Zr accounted for 98% of all configurations,
and coordination by more than 6 Y′Zr was never observed in the simulations. Note that the maximum coordination in our simulation is bound by the
number of Y in the calculation cell. (b) The calculated Y′Zr–Y′Zr interaction free energies for first, second, and third coordination by Y′Zr with linear fits at
temperatures above and below 1500 K. (c) The Y′Zr–Y′Zr interaction enthalpies as functions of Y content. The enthalpies are obtained as the y intercept
of the linear fitting in (b).
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The magnitude of the fitted interaction enthalpies are rather small
(< 0.1 eV) except for the few cases of (i) ∼ −0.2 eV for the first
Y′Zr coordination in BZY7 at low temperature and (ii) ∼ +0.1 eV
for the first Y′Zr coordination in BZY30 at high temperature (an
interaction of nearly −0.2 eV was also obtained for the third Y′Zr
coordination for BZY15 at high tempearature, but the result is
questionable due to large predicted error of ±0.1 eV). Again, this
suggests that the Coulomb interactions between the dopants are
screened rather well in most cases due to the presence of V••O . Of
the two cases where the interaction was larger, the attraction ob-
served for (i) is due to the formation of Y′Zr–V••O –Y′Zr complexes at
low Y content and low temperature, and repulsion observed for
(ii) is most likely due to repulsive interactions starting to kick in
at high temperature and high Y content due to the breaking up of
Y′Zr–V••O –Y′Zr complexes.

Since the discussion in preceding sections have been rather
complicated, let us summarize here for clarity some of the promi-
nent results on interaction between nearest neighbors:

1. Y′Zr–V••O interaction is clearly attractive, although the
magnitude of the interaction decreases with increasing
dopant/vacancy content. This association effect remains even
above usual sintering temperatures.

2. V••O –V••O interaction at the 1NN site is strongly repulsive, not
only due to Coulomb repulsion but also due to the fact that it
is highly unfavorable to have more than one V••O coordinat-
ing Zr or Y (1NN V••O s share one nearest neighbor cation).

3. Y′Zr–Y′Zr interaction can switch between repulsive and attrac-
tive depending on temperature and dopant concentration.
This is most likely due to formation and breaking up of Y′Zr–
V••O –Y′Zr complexes.

Thus, it is clear that the effective interaction between defects can-
not be determined simply from arguments based on two-body
Coulomb interactions. The interaction between defects with the
same charge polarity is not always repulsive, and the magni-
tude of the interaction is highly dependent on the dopant content
and temperature. The behavior also depends on the specific de-
fect; V••O –V••O interaction is always repulsive for 1NN coordination
while Y′Zr–Y′Zr interaction can be attractive or repulsive depending
on various conditions. The latter may be due to having an O site
between 1NN Y′Zr–Y′Zr pairs, or due to the smaller formal charge
of -1 for Y′Zr compared to +2 for V••O .

3.5 Dopant networks and trapping sites

As noted in the introduction, we cannot directly infer the proton
conductivity from our results. However, the dopant distribution
determined in our work should be directly linked to the conduc-
tivity after hydration and introduction of protons (Eq. 2). Toyoura
et al. have reported based on kinetic Monte Carlo simulations
that protons tend to migrate along a three-dimensional network
of dopants34. They also suggested that a certain triangular Y′Zr
configuration (Fig. 10) shows strong proton trapping and is detri-
mental to proton conductivity. More recently, they discussed the
effect of proton-proton interaction on the conductivity through

YO₆

YO₆

YO₆

ZrO₆

Fig. 10 Triangular configuration of three Y′Zr that was shown to act as
trapping sites for protons in Ref. 34.
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Fig. 11 The ratio of Y ions that participate in a percolating dopant net-
work as functions of temperature and Y content. The horizontal dashed
lines correspond to the ratios calculated from 1000 randomly generated
configurations for each Y content.
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Fig. 12 The number of triangular Y clusters (Fig. 10) comprised of Y that
participate in a percolating dopant network as functions of temperature
and Y content. The horizontal dashed lines indicate the corresponding
quantities calculated by sampling from 1000 randomly generated config-
urations for each Y content.
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Fig. 13 The number of “free” protons calculated based on assumptions
in the main text as functions of temperature and Y content. The horizon-
tal dashed lines correspond to the corresponding quantities calculated by
sampling from 1000 randomly generated configurations for each Y con-
tent.

an approach based on the master equation for ion diffusion; their
results indicate that filling of these trap sites by protons will al-
low other protons to avoid being trapped, leading to a decrease
in the apparent activation energy for diffusion35. Motivated by
their work, we decided to examine the network formation and
the number of trap sites in our calculations as follows.

First, we calculate the number of Y′Zr that participate in a per-
colating network as shown in Fig. 11. The network is defined by
connecting Y′Zr that are within 2NN from each other [Fig. 8(a)
inset], since proton hopping paths connect 2NN cation sites (see
e.g., Ref. 68). The percolation is detected within the periodic
boundary condition by employing a scheme proposed earlier69,70.
We find that Y′Zr in BZY7 seldom form percolating networks (the
number is strictly zero because of the limited unit cell size, but
the value is likely to be very small even when employing larger
unit cells). On the other hand, more than 95% of Y′Zr in BZY22
or BZY30 take part in forming a percolating network regardless
of temperature. The percolation threshold is found to be close
to 15% Y; 90% of Y′Zr participate in a percolating network at low
temperature due to formation of two-dimensional defect clusters
(see Fig. 1) while the value drops to ∼ 50% at elevated tempera-
tures, presumably due to the breaking up of the clusters.

Next, we examine the number of triangular trapping configura-
tions in the percolating network as shown in Fig. 12. Basically, the
number increases with Y content as may be expected. An interest-
ing aspect is that the number of trapping configurations decreases
with increasing temperature and does not converge to the values
sampled from randomly generated configurations within a real-
istic sintering temperature range. This suggests that simulations
based on randomly distributed dopants can lead to an overesti-
mation of trapping.

The preceding analyses can be combined to calculate the con-
centration of “free” protons based on a few assumptions. Our first
assumption is that each Y dopant that is not part of the percolat-
ing network traps one proton. The second assumption is that the
triangular Y′Zr configuration within the percolating network traps
one proton at a time, and that the trapped proton does not block
the diffusion of other protons. The third assumption is that the

V••O are fully hydrated, so one proton exists in the system per Y
dopant. This is obviously a simplification, and we note that in-
creasing the degree of hydration is an issue that is under active
research19,24,30–32; the following results correspond to the ideal
case of 100% hydration. The results are plotted in Fig. 13. From
comparison of the results for differing Y content, we find that
the number of free protons is maximized for BZY22 and drops
with further increase in Y content in agreement with the con-
ductivity maximum observed in experiment. This suggests that
the concentration of “free” protons as defined according to the
above assumptions is a good descriptor for the observed conduc-
tivity, and that the conductivity maximum is due to the competi-
tion between percolating network formation and the increase in
trap sites within the percolating network. Turning our attention
to the temperature dependence, we find that the number of free
protons decreases with temperature for BZY15. This is because
the percolating network will break up as temperature is increased
(Fig. 11). This may be a potential explanation for the decrease in
conductivity after sintering for extended periods that is observed
only around this dopant content18. For higher dopant concen-
trations, BZY22 and BZY30, the number of free protons increases
with temperature up to about 1900 K, which is close to the typ-
ical sintering temperature used for this material18. The increase
can be explained by the fact that the network connectivity does
not depend very much on temperature while the number of trap
sites clearly decreases with temperature (Fig. 12). This suggests
that the bulk conductivity for higher Y content will improve with
sintering at higher temperatures. The final result is that the opti-
mal dopant content is around BZY22 and sintering should be per-
formed at as high a temperature as possible, in agreement with
experimental works that report the best conductivities15,18.

4 Conclusions
In this work, we performed a large-scale first-principles ther-
modynamic sampling of defect (Y′Zr and V••O ) configurations in
Y-doped BaZrO3. We find that although the association effect
between the dopant Y and charge-compensating V••O prevails at
lower dopant concentrations as suggested by previous theoreti-
cal works, the situation becomes much more complicated as the
dopant content increases to levels that are known to be optimal
for ionic conductivity. Especially, we find that the magnitude of
the association enthalpy decreases with increasing Y content; we
attribute this to various many-body effects in the system such as
V••O –V••O repulsion and screening by other defects in the system.
From this, we point out that one should be careful in assuming
that simple one-to-one defect association is responsible for con-
ductivity decline at high dopant content. Instead, the optimal
dopant concentration and processing temperature in experiment
is reproduced almost quantitatively by considering the competi-
tion between the formation of a percolating dopant network and
formation of certain trapping configurations. An important and
general take-away message from this work is that dopant arrange-
ments are far from random in heavily doped oxides, even after
sintering, and even if the morphology looks to be uniform. Thus,
taking processing condition-dependent dopant arrangements into
account as we have done is imperative for quantitative simula-
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tions; it should also provide a route to theory-lead optimization
of materials selection, dopant concentration, and processing con-
ditions for various materials properties in heavily doped oxides.
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