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Abstract

The molecular features that dictate interactions between functionalized nanopar-

ticles and biomolecules are not well understood. This is in part because for highly

charged nanoparticles in solution, establishing a clear connection between the molecu-

lar features of surface ligands and common experimental observables such as ζ potential

requires going beyond the classical models based on continuum and mean field models.

Motivated by these considerations, molecular dynamics simulations are used to probe

the electrostatic properties of functionalized gold nanoparticles and their interaction

with a charged peptide in salt solutions. Counterions are observed to screen the bare

ligand charge to a significant degree even at the moderate salt concentration of 50

mM. As a result, the apparent charge density and ζ potential are largely insensitive

to the bare ligand charge densities, which fall in the range of ligand densities typically

measured experimentally for gold nanoparticles. While this screening effect was pre-

dicted by classical models such as the Manning condensation theory, the magnitudes

of the apparent surface charge from microscopic simulations and mean-field models are

significantly different. Moreover, our simulations found that the chemical features of

the surface ligand (e.g., primary vs. quaternary amines, heterogeneous ligand lengths)

modulate the interfacial ion and water distributions and therefore the interfacial poten-

tial. The importance of interfacial water is further highlighted by the observation that

introducing a fraction of hydrophobic ligands enhances the strength of electrostatic

binding of the charged peptide. Finally, the simulations highlight that the electric

double layer is perturbed upon binding interactions. As a result, it is the bare charge

density rather than the apparent charge density or ζ potential that better correlates

with binding affinity of the nanoparticle to a charged peptide. Overall, our study high-

lights the importance of molecular features of the nanoparticle/water interface and

underscores a set of design rules for the modulation of electrostatic driven interactions

at nano/bio interfaces.
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1 Introduction

Nanomaterials hold great promise in a broad range of applications in the area of catalysis,

energy storage, imaging and nanomedicine.1–10 To further enhance their functionality while

minimizing potential negative impact on the environment or health,11–15 it is important to

understand physical and chemical factors that dictate the interaction between nanomaterials

and (bio)molecules. For example, it is now well established that nanomaterials readily inter-

act with various organic and biomolecules,16,17 such as proteins, nucleic acids and lipids.18

Since such interactions may further lead to damaging transformations such as disruption of

lipid membranes, induction of protein conformational changes or unfolding,19 and chemi-

cal modification of nucleic acids, it is desirable to minimize the interaction through surface

functionalization of nanomaterials.20 Similarly, adsorption of proteins on nanomaterials may

interfere with the intended function, which again motivates strategies for minimizing pro-

tein corona formation.21 On the other hand, in other applications such as targeted drug or

micronutrient delivery, it is desirable to enhance interaction between the nanomaterials with

specific protein receptors and/or lipids.22,23

The interaction between functionalized nanomaterials and (bio)molecules depends on

many factors that include electrostatics, van der Waals interactions, hydrophobic effects, con-

figurational entropy, and ion-specific effects.20,24–29 Since most biomolecules feature highly

charged surfaces, electrostatics are expected to play a major role at nano/bio interfaces. For

example, previous studies found that highly charged cationic nanoparticles readily bound

to lipid membranes while negatively charged nanoparticles exhibited much weaker binding30

and toxicity towards Daphnia magna;31,32 functionalizing the surface of gold nanoparticle

with zwitterionic ligands rather than ligands with a net charge appeared to significantly

reduce protein corona formation;33 electrostatic interactions were found to play an impor-

tant role in extraction of lipids from liposome34/lipid bilayer by polyelectrolyte-wrapped

nanoparticles to form lipid corona;18 and finally, cytochrome c was observed to mediate inter-

actions between mercaptopropionic acid (MPA)-functionalized nanoparticle and lipid mem-
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branes,35,36 where electrostatic interactions between cationic lysine residues in cytochrome

c and carboxylates in MPA were shown to drive their association.37 Therefore, to control

the interaction between functionalized nanomaterials and (bio)molecules, it is important to

characterize nanomaterials’ electrostatic properties, understand how they are modulated by

functionalization (e.g., density, charge and distribution of surface ligands) and establish their

relevance to the strength of binding at nano/bio interfaces.

In experimental studies, a widely used approach for characterizing electrostatic properties

of colloidal and nanoparticles is electrophoresis, in which the electrophoretic mobility of the

particle in the presence of a uniform external electric field is measured. The electrophoretic

mobility is then used to derive the ζ potential,38 which is generally regarded to qualitatively

reflect the apparent charge density of the particle. A quantitative connection between the

ζ potential and the apparent charge, as extensively discussed in the literature,38–43 is not

straightforward due to complexities in the structure and dynamics of interfacial solvent and

counterions. Indeed, the connections between electrophoretic mobility, ζ potential and ap-

parent charge are established with continuum and mean-field descriptions44 of interfacial elec-

trostatics (e.g., Debye-Hückel theory) and solvent dielectric and flow properties,38,45 which

may have significant limitations; for example, particles with the same charge but different de-

grees of structural rigidity may exhibit significantly different ζ potentials.41 The limitations

of mean-field/continuum models are expected to be particularly severe for nanoparticles,

for which the scale separation between the particle and solvent/ions is not large, thus the

molecular features of the particle/solvent interface can not be ignored.46 Along the same

line, the distinction between the bare charge and apparent charge is likely more complex

for nanoparticles as the degree of charge compensation due to the counterions24,25,47,48 may

not be quantitatively captured with theoretical models such as the Manning condensation

theory,49–52 which ignores the molecular feature of the interface.

Another complicating factor is that the ligands used to functionalize nanomaterials often

contain titratable groups, thus it is important to distinguish surface ligand density from
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charge density. The relationship between surface ligand density and charge density can be

complex due to the electrostatic coupling among titratable ligands, as well appreciated in the

biophysics53 and geochemical54 communities. As we showed recently through an iterative

Monte Carlo/Molecular Dynamics (MC/MD) analysis,55 the bare surface charge density of

a nanoparticle functionalized with alkyl amines depends on the ligand density in a non-

monotonic fashion; the behavior of apparent surface charge due to compensation of the

counterions, however, was not thoroughly analyzed. Moreover, whether it is the bare charge

density or the apparent charge density that dictates the strength of binding remains to be

better understood. Although one might speculate that apparent charge density is the most

relevant quantity, the local electric double layer is likely perturbed significantly during the

binding process, which would suggest that the bare charge density is, in fact, most relevant

for binding.

To summarize, due to the molecular and dynamical features of nano/bio interfaces, espe-

cially those of interfacial solvent and counterions, prediction of the electrostatic contribution

to binding affinity at such interfaces is not straightforward. To guide the design strategy

to modulate electrostatically driven binding to nanoparticles, it is therefore crucial to bet-

ter understand the connections among ligand properties (e.g., chemical nature and surface

density, ρlig), nanoparticle features (e.g., bare vs. apparent charge densities, σbare vs. σapp),

experimental characterizations (electrophoretic mobility, µ, and ζ potential) and binding free

energy (see Scheme 1). In so doing, we are able to identify the most impactful surface ligand

properties for tuning binding affinity at nano/bio interfaces while being guided by only the

most relevant experimental characterizations.

Motivated by these considerations, we develop a set of simple models for functionalized

nanoparticles and study their electrokinetic and electrostatic properties using molecular sim-

ulations; we also compute the binding free energies of these nanoparticles with a charged

octa-peptide (Asp8), chosen because of our focus on electrostatically driven binding in this

study. The results advance our understanding of the connections among key ligand features
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Scheme 1: Due to complicating factors such as the molecular nature of surface ligands, their
titration, and response of the electric double layer (EDL) to external perturbation (e.g.,
binding), the relationships between surface ligand density (ρlig), bare surface charge den-
sity (σbare), apparent surface charge density (σapp), electrophoretic mobility (µ) and surface
electrostatic potential (ζ) are likely complex. The goal of this work is to establish among
these properties, which ones are most relevant to the binding affinity of the nanoparticle to
charged biomolecules.

and nanoparticle properties at a microscopic level and factors that are most predictive of the

binding affinity. In particular, we aim to understand: (1) to what degree do electrophoretic

mobility and ζ potential reflect the distribution and magnitude of bare or apparent charge

on the nanoparticle; (2) validity of continuum models for connecting electrophoretic mo-

bility and interfacial electrostatic potential; (3) which key ligand features and nanoparticle

properties are most strongly correlated with the binding free energy, ∆Gbind: surface ligand

density, bare charge density, apparent charge density, electrophoretic mobility and ζ poten-

tial; and (4) to what degree can we modulate ∆Gbind by perturbing the interfacial solvent and

ion distributions through introducing non-polar surface ligands without altering the density

of charged ligands? Some of the questions, especially the first two, have been explored in

previous experimental39,41,43 and theoretical/simulation47,48,56 analyses, although rarely at a

molecular level of detail.42,57,58 In particular, we are not aware of any study that explicitly

and systematically probed the question regarding binding free energy, which is the ultimate

quantity of interest here.

The manuscript is organized as follows. We first briefly review electrokinetic properties

6

Page 6 of 49Nanoscale



of nanoparticles and summarize computational models and simulation details. Next, we

present the interfacial properties (e.g., ion distribution and electrostatic potential profile) of

the nanoparticles, followed by the analysis of apparent charge and ζ potential. Then, we

discuss the binding free energies of the charged peptide to different nanoparticles. We end

with a summary of the key findings along with several concluding remarks.

2 Theoretical and Computational Methods

2.1 A Brief Review of Electrokinetic Properties and Analysis

As discussed in Introduction, electrophoresis measurement38 is widely used to characterize

the electrostatic properties (e.g., apparent charge) of colloidal and nanoparticles.39,41,59 The

electrostatic force balances with the frictional force and retardation force from the medium,

leading to a constant drift velocity, v; the electrophoretic mobility is simply defined as the

ratio of drift velocity to the applied external electric field strength (E),

µ =
v

E
. (1)

Continuum theories38,40,45 were developed to connect electrophoretic mobility with the elec-

trostatic potential at the “slipping plane”, where the solvent velocity relative to the drifting

particle vanishes. The relationship is usually cast in the form of the Smoluchowski theory,44

µ =
2

3
H(κa)

εrε0ζ

η
, (2)

where η and εr are the dynamic viscosity and dielectric constant of the solvent medium, and

ε0 is the vacuum permittivity. The Henry’s function,60 H(κa), is a factor dependent on the

ratio of particle radius (a) and Debye length (λD = κ−1) and takes a value between 1 and

3/2, where 1 and 3/2 lead to the Hückel and Smoluchowski limit, respectively.

Gouy-Chapman and Debye-Hückel models25 are widely applied to further link ζ poten-
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tial to an apparent surface charge density. The Gouy-Chapman model adopts a Poisson-

Boltzmann description of counterions near a planar, rigid surface; it assumes that the diffuse

counterions in solution follow Boltzmann statistics without explicit ion-ion correlation, along

with a continuum description of the (water) solvent. The Debye-Hückel approximation fur-

ther simplifies the expression by assuming that the potential variation is small, which is valid

at very low ionic strength and low charge density. The relation between the apparent charge

density (σapp) at the slipping plane and ζ potential is given as,25

σapp =
√

8cNAεrε0kBTsinh

(
eζ

2kBT

)
, (3)

where c is the ionic concentration, and NA is Avogadro’s number. Another expression com-

monly used for particle of radius a is,61

σapp =
εrε0kBT

a
ζ(1 + κa). (4)

Following Eqns. 1-4, the apparent charge density at the slipping plane of charged nanoparti-

cles can be estimated experimentally by electrophoresis measurement within the framework

of continuum and mean-field models.

2.2 Computational Models and Simulation Details

We focus on a spherical gold nanoparticle of 2 nm diameter (which contains 240 Au atoms)

functionalized with different sets of alkyl amines; the surface ligand density is 5.2 nm−2, com-

parable to that characterized in experiments for gold nanoparticles of similar size,62 leading

to 65 ligands on the surface. To test the impact of the core structure, we have also studied

a model similar to that characterized experimentally in recent work;63 it contains 296 Au

atoms and 84 ligands on the surface, and features the Au-S staple motifs discussed in previ-

ous studies.63–65 For ligands, both primary and quaternary amines of different protonation

states are explored. In total, ten nanoparticles (some of which are illustrated in Fig. 1)
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are designed to explore different ligand features, and their compositions and notations are

summarized in Table 1. C4P65 and C4N65 have all the butyl amines protonated and depro-

tonated, respectively. In C4P32-C4N33 (Fig. 1c), approximately 50% of the butyl amines

(randomly selected) is protonated while the rest deprotonated; this setup is motivated by

our recent study,55 which showed that under neutral pH condition and the current ligand

density, only 50% of the butyl amines is expected to be protonated. To explore the effect

of ligand heterogeneity, which was shown55 to enhance the bare charge due to a decrease

in the electrostatic coupling between titratable groups, we also study C8P32-C4P33 (Fig.

1d), in which protonated butyl and octyl amines are randomly mixed on the surface. In

addition, we also study C4Q65 (Fig. 1e), which features quaternary amines, to explore the

impact of chemical detail of charged ligands on the electrostatic properties (e.g., ζ potential)

and binding free energy. In the C4P32-C4C33 system, we mix protonated butyl amine and

pentyl ligands to investigate the effect of mixing charged and non-polar ligands; compared

to C4P32-C4N33, replacing the neutral amine (C4N) with an alkyl ligand (C4C) maintains

the same bare charge density but perturbs the interfacial solvent/ion distributions. Finally,

to further confirm the differences between primary and quaternary amines and the impact of

mixing charged/neutral ligands, we also study two additional mixed-ligand particles: C4Q32-

C4C33, which mixes quaternary butyl amines and pentyl ligands, and C4Q32-C4M33, which

mixes quaternary butyl amines and butyl methyl ether.

Equilibrium and non-equilibrium molecular dynamics simulations are carried out to study

the electrostatic properties of all nanoparticles. In each case, the nanoparticle is solvated in

a 12 nm length cubic box, and NaCl is added with the displacement method to the desired

concentration using the SLTCAP protocol66 for number estimations (see Fig. 2a for an illus-

tration). Equilibrium simulations are used to estimate the apparent charge and microscopic

electrostatic profiles at two salt concentrations, 50 mM and 150 mM. The CHARMM36 force

field67–69 with NBFIX corrections for the ions70 is used to treat the alkyl amine ligands, wa-

ter and ions. The INTERFACE force field71 is used for the gold atoms, which are charge
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(a) (b) (c)

(d) (e) (f)

Figure 1: An illustration of selected nanoparticles studied in this work: 2-nm-diameter Au
nanoparticles functionalized with 65 thiol ligands: (a) C4P65, (b) C4Q65, (c) C8P32-C4P33,
(d) C4P32-C4N33, (e) C4P32-C4C33, (f) C4N65. C4P65 denotes that the nanoparticle is
functionalized with 65 butyl primary amine (C4P) ligands (see Table 1 for the chemical
formula for different ligands and different nanoparticles), and the rest follows the same style
of nomenclature; for example, C8P32-C4P33 means 32 octyl primary amine (C8P) and 33
butyl primary amine (C4P) ligands; the total bare ligand charges are 65 for (a-c), 32 for
(d-e) and 0 for (f). Four additional particles (see Table 1) are not shown. Color coding:
Gold - yellow, C4P - red, C4Q - pink, C8P - orange, C4N - white, C4C - green.
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Table 1: Model ligands and nanoparticles explored in this study

Model liganda Chemical formula Nanoparticle b Chemical formula
C4P -S(CH2)4NH+

3 C4P65 Au240 [S(CH2)4NH+
3 ]65

C4Q -S(CH2)4N(CH3)
+
3 C4Q65 Au240 [S(CH2)4N(CH3)

+
3 ]65

C8P -S(CH2)8NH+
3 C8P32-C4P33 Au240 [S(CH2)8NH+

3 ]32[S(CH2)4NH+
3 ]33

C4N -S(CH2)4NH2 C4Q32-C4C33 Au240 [S(CH2)4N(CH3)
+
3 ]32 [S(CH2)4CH3]33

C4C -S(CH2)4CH3 C4Q32-C4M33 Au240 [S(CH2)4N(CH3)
+
3 ]32 [S(CH2)4OCH3]33

C4M -S(CH2)4OCH3 C4P32-C4N33 Au240 [S(CH2)4NH+
3 ]32 [S(CH2)4NH2]33

– – C4P32-C4C33 Au240 [S(CH2)4NH+
3 ]32 [S(CH2)4CH3]33

– – C4N65 Au240 [S(CH2)4NH2]65
– – C4P84 c Au279 [S(CH2)4NH+

3 ]84
– – C4P42-C4N42 c Au279 [S(CH2)4NH+

3 ]42 [S(CH2)4NH2]42
a. The notation C4/C8 refers to the chain length of the alkyl linker; “P” and “Q” indicate primary and
quaternary amines, respectively; “N” indicates a deprotonated primary amine, “C” indicates a methyl as

the terminal group, and “M” indicates a methyl ether as the terminal group.
b. For an illustration of some of the functionalized gold nanoparticles, see Fig. 1.

c. For results for C4P84, C4P42-C4N42, which contain a different core structure, see Sect. 4 of

Supporting Information; in general, the key trends observed in this study are not sensitive to the core

structure of the nanoparticle.

neutral. This combination was found adequate for describing the ligand behavior at the

gold/water interface by a systematic set of QM, QM/MM and MM comparisons.72 To en-

sure the structural integrity of the nanoparticle, especially in drift velocity simulations, each

gold atom is bonded to all its nearest neighbors as in the crystal structure using a covalent

bond with a force constant of 1000 kcal·mol−1·Å−2. NAMD 2.1273 with GPU acceleration

is used for all the simulations unless stated otherwise. Particle-mesh-Ewald74 is applied to

calculate electrostatic interactions with a grid size of 128 for each direction. A switching

function is applied to treat van der Waals interactions with a switching distance of 1.0 nm

and a cutoff distance of 1.2 nm. The RATTLE algorithm75 is applied to constrain all bonds

involving hydrogen in the simulation. The temperature is maintained at 300K using the

Langevin thermostat76 with a damping coefficient of 1 ps−1 in the equilibrium simulations,

and the integration time step is 2.0 fs. Each system is first equilibrated under the NPT

ensemble using the Langevin pressure control77 with a target pressure of 1.01325 bar, and

production runs (>80 ns) are performed with the NVT ensemble (see Fig. S1 for test of

convergence).
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With non-polarizable force fields such as CHARMM36, the issue of over-binding of coun-

terions to charged groups has been discussed especially for multi-valent ions.78 To understand

the impact of including electronic polarization on the electrostatic properties of nanoparticles

in salt solution, we also conduct simulations for the C4P65 system with a NaCl concentra-

tion of 150 mM using the CHARMM-Drude force field.79–81 The Drude system is identical

to the non-polarizable system in terms of composition, and the conversion from the latter to

the Drude model is done using scripts from the Drude builder module of CHARMM-GUI.82

For simplicity, only the ligands, water molecules and ions are converted to polarizable mod-

els, keeping the gold non-polarizable. This is appropriate for the current purpose because

analysis of ion distribution around the nanoparticle clearly indicates that the gold core is

inaccessible to the ions; similarly, the peptide Asp8 also mainly interact with the surface

ligands.

To simulate the electrophoresis process, non-equilibrium simulations are carried out to

compute drift velocity as discussed in previous work58,70 for the systems with 150 mM salt

solution using the non-polarizable force field. In the drift velocity simulation, a constant

electric field of 0.05 kcal · mol−1 · Å−1 · e−1 (1 kcal · mol−1 · Å−1 · e−1 = 4.3 × 106 V/cm,

referred to as the “NAMD unit” thereafter) is applied to all atoms in the system, and the

electrophoretic mobility of the nanoparticle is evaluated following Eqn. 1. We note that

while the magnitude of the electric field used here is rather low compared to previous studies

(which used ∼0.8 NAMD unit58 or 0.07-1.2 NAMD unit83), it is orders of magnitude higher

than that used in realistic experiments. Analysis of the counterion distributions around the

nanoparticle (Fig. S9) suggest that the electric double layer is not significantly perturbed

at the chosen electric field; moreover, at lower fields (e.g., 0.025 NAMD unit), uncertainty

in the estimated drift velocity increases due to diffusion of the nanoparticle (Fig. S11).

Thus, the value of 0.05 NAMD unit is selected as the best balance between perturbation

of the electric double layer and uncertainty in the estimated drift velocity. For the non-

equilibrium drift velocity simulations, most of the simulation parameters are consistent with
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the equilibrium simulations except for the Langevin damping coefficient. Comparison to

Nosé-Hoover thermostat shows a damping coefficient smaller than 0.02 ps−1 being necessary

for obtaining the correct drift velocity with the electric field applied (see SI for detail). For

each system, six independent runs (>80 ns each) are performed to estimate the statistical

uncertainty of the computed mobilities (Fig. S10).

Finally, to compute the binding free energy between nanoparticles and Asp8, umbrella

sampling with the weighted histogram analysis method84 (WHAM) is conducted using the

non-polarizable force field. The reaction coordinate is the centers of mass separation between

the gold nanoparticle and the peptide. The reaction coordinate is sampled with a separation

of 0.1 nm between neighboring windows and at least 30 windows are simulated for each

system depending on the convergence of the computed potential of mean force (PMF).

Each window is sampled for at least 10 ns and the statistical error analysis for the PMF

is conducted using cumulative block averaging.85 To probe the effect of peptide charge on

the trends in binding affinity, umbrella sampling simulations have also been conducted for

Asp8 in which the sidechains adopt alternating protonation states, leading to a reduced total

charge of -4. The results are shown in Sect. 3 of the Supporting Information.

3 Results and Discussions

3.1 General Trends in Counterion Distribution and Interfacial Po-

tential

To elucidate counterion distribution around a nanoparticle in salt solution, radial distribu-

tion functions (RDFs) of chloride ions (Cl−) with respect to the nanoparticle center from

the equilibrium molecular dynamics simulations are shown in Fig. 2b and Fig.S2. For all

the charged particles, the RDF shows a single peak at around 15 Å including the particle

functionalized with ligands featuring two different non-polar (butyl and octyl) chain lengths.

This is consistent with the nanoparticle center – ligand nitrogen number densities in Fig.
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S3, which show little difference in peak positions among the different cases, suggesting that

the longer amine ligands are flexible and adopt bent configurations. At both salt concen-

trations, the peak height of the RDF generally follows the order of the total bare charge

(e.g., C4P65>C4P32-C4N33) and the height is larger for primary amines than quaternary

amines (e.g., C4P65>C4Q65), as expected based on the less favorable interaction between

Cl− with the methyl groups in the quaternary amines. Mixing of primary amines of dif-

ferent chain length (C8P32-C4P33) leads to lower Cl− correlation, due to the fact some of

the butyl amines are blocked by the octyl amines from accessing Cl− ions. In other cases of

mixed-ligand nanoparticles, the Cl− RDF is not sensitive to the identity of the charge-neutral

ligand (C4N, C4C, C4M). For all cases with charged ligands, a high degree of counterion

compensation is observed, which is discussed quantitatively in the next subsection. For the

neutral nanoparticle (C4N65), no obvious peak is observed in the chloride RDF, as expected.

(a) (b)

Figure 2: Chloride ion distribution around functionalized nanoparticles. (a) An illustration
of the ion distribution around a C4P65 nanoparticle. Water molecules are shown in the
QuickSurf representation, color coding: Au - yellow, C - cyan, N - blue, Cl - green, Na -
orange. (b) Radial distribution function of chloride ions with respect to the nanoparticle
center at 50 mM NaCl for the nanoparticles shown in Fig. 1; the dashed lines are integrated
radial distribution functions. For results for the remaining particles (C4Q32-C4C33, C4Q32-
C4M33) and results for 150 mM NaCl, see Fig.S2.

To analyze the electrostatic potential (ESP) profile near the nanoparticle, we assume
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angular homogeneity and calculate the ESP as a function of the radial distance from the

nanoparticle center using Gauss’s Law.86 The expression of the radial electric field is,

E (r) =
1

4πr2ε0

∫ r

0

dr′4πr′2ρ (r′) , (5)

in which ρ(r′) is the cumulative charge density obtained from equilibrium MD simulations.

The ESP is then obtained by radial integration,

φ (r) =

∫ ∞
r

dr′E (r′) , (6)

with the bulk value set to 0.

The calculated ESP profiles at the two salt concentrations are shown in Fig. 3 and Fig.

S4. The ESP in all the cases features a range of approximately 1 V from the center of the

particle relative to the bulk region. Overall, the interfacial (r ∼20 Å) ESP values are higher

for the lower (50 mM) salt simulations (compare Fig. 3b and Fig. S4b, for example), as

expected based on the consideration of salt screening of surface charge, although at each

salt concentration, the interfacial ESP values do not simply follow the order of total bare

ligand charge (vide infra). Between the region of 10 and 20 Å, the ESP profiles show non-

monotonic behavior with an overall decreasing trend. For most of the cases studied, the

profiles go below the bulk value at certain distance and this is most obvious for the C4N65

and C4Q65 cases. Such “charge inversion” behavior in the ESP profile was also observed in

our previous work on functionalized model carbon nanoparticle.55 These features of the ESP

profiles highlight that the identification of the “slipping plane” is crucial to the estimate of

ζ potential at the microscopic level, which is discussed in the next subsection in more detail.

To probe the impact of including electronic polarization, we compare results from simu-

lations using CHARMM36 and the Drude force field (see Fig. 4). The chloride-nanoparticle

RDF obtained with the Drude model exhibits lower and broader peaks compared to result

with the non-polarizable force field, although the difference in the integrated RDF is modest.
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The ESP profile from the Drude model is generally similar to that using the non-polarizable

force field, especially at radial distances larger than 15 Å; it also exhibits the ESP inversion

near the particle/water interface as observed with the non-polarizable force field. Overall,

the results confirm that inclusion of electronic polarization does not significantly impact

the ion distribution and ESP profiles around the charged nanoparticle despite the relatively

high bare charge density; this is reassuring, in line with the consideration that electronic

polarization is more significant for multivalent ions.

(a) (b)

Figure 3: Computed electrostatic potential (ESP) as a function of distance from the nanopar-
ticle center at NaCl concentration of 50 mM for the nanoparticles shown in Fig. 1. Panel
(a) shows the overall profile, while panel (b) enlarges the interfacial region. For results for
the remaining particles (C4Q32-C4C33, C4Q32-C4M33) and results for 150 mM NaCl, see
Fig.S4.

3.2 Apparent Charge of Nanoparticle

To obtain a microscopic estimate of the apparent charge and ζ potential of the nanoparticles,

we attempt to identify the boundary between the bound and diffuse ions; this is more

straightforward than monitoring the solvent flow around the nanoparticle because it can be

done with equilibrium simulations. We fit the tail part of the RDFs shown in Fig. 2 to the

Debye-Hückel expression of counterion distribution near a spherical particle, A−Br/r + C.

Since Debye-Hückel is only valid for the diffuse layer of counterions, the location where the
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(a) (b)

Figure 4: Comparison of (a) chloride distribution and (b) electrostatic potential with respect
to the C4P65 nanoparticle center at NaCl concentration of 150 mM from MD simulations
with non-polarizable and polarizable (Drude) CHARMM force fields. In (a), g(r) is the
chloride radial distribution function with respect to the nanoparticle center, and N(r) is
the integrated radial distribution function. Also shown in (b) is the magnitude of apparent
nanoparticle charge (Qapp) as a function of distance to the nanoparticle center, which is the
sum of ligand charge and counterion charge.

simulated RDFs start to deviate from the analytical Debye-Hückel expression is identified as

the boundary of the diffuse layer and also the “slipping plane” (i.e., rslip). As shown in Fig.

S5, the result of fitting is somewhat sensitive to the range of radial distances included; thus for

each RDF, we average over multiple fittings with different ranges of radial distances as a way

to estimate the uncertainty in the location of the slipping plane (also summarized in Table

2). When such uncertainty is considered, the difference in rslip for different nanoparticles at

a given salt concentration is relatively modest, mostly within the range of uncertainty.

The apparent charge of the nanoparticle in salt solution (shown in Table 2) is calculated

as the sum of the bare charge carried by the nanoparticle and the compensating ions within

the slipping plane. At the same salt concentration, the difference in the apparent charge

among different nanoparticles is evident but modest, when uncertainly due to the range

of the slipping plane location is taken into consideration, highlighting the significant con-

tribution from the counterions. For example, for C4P65 and C4P32-C4N33/C4P32-C4C33

nanoparticles, which differ in bare charge by a factor of two, the apparent charges are sta-
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Table 2: Bare charge Qbare and apparent charge Qapp(rslip) of functionalized gold nanoparti-
cles obtained at the estimated slipping plane (rslip)

a from the radial apparent charge profile
in Fig. 5.

Nanoparticle Qbare
50 mM NaCl 150 mM NaCl

rslip (Å) Qapp(rslip) (e) rslip (Å) Qapp(rslip) (e)
C4Q65 65 23.2 ± 1.0 21.2 ± 1.3 22.5 ± 0.8 17.1 ± 1.7
C4P65 65 23.3 ± 1.3 16.2 ± 1.0 22.0 ± 0.8 10.9 ± 1.0
C8P32-C4P33 65 25.1 ± 1.2 19.3 ± 1.3 23.5 ± 0.8 15.5 ± 1.5
C4Q32-C4C33 32 23.3 ± 1.1 18.7 ± 1.3 22.6 ± 1.2 14.9 ± 2.3
C4Q32-C4M33 32 23.2 ± 1.3 19.1 ± 1.5 23.1 ± 1.2 15.2 ± 2.2
C4P32-C4N33 32 22.8 ± 0.8 15.8 ± 0.7 23.2 ± 1.7 10.1 ± 2.4
C4P32-C4C33 32 22.2 ± 0.8 14.8 ± 0.7 23.1 ± 1.4 11.3 ± 2.1
C4P65 - Drude 65 – – 23.2 ± 1.2 11.6 ± 1.9
Manningb – 5.5 – 1.2

a. The location of the slipping plane is identified by fitting the chloride ion RDF tails to the Debye-Hückel

expression; see text and Fig. S5 for the estimated uncertainty in rslip. The uncertainty in Qbare(rslip) is

estimated based on the computed apparent charges over the range of estimated rslip values. b. Result from

the Manning condensation theory.51 The radius of the particle is taken to be 1.45 nm based on the ligand

distribution function in Fig. S3.

tistically indistinguishable due to counterion compensation. This is qualitatively consistent

with Manning condensation theory,50,51 which predicts the same apparent charge of spherical

particles carrying different bare charges once the latter exceed the value − e(1+κa)ln(κlB)
2πlBa

; κ

is the inverse Debye length, lB the Bjerrum length and a the radius of the particle. How-

ever, the Manning condensation theory predicts an apparent charge of 5.5 and 1.2 e at 50

mM and 150 mM salt, respectively, for the particles studied here (see Table 2), which differ

significantly from the microscopic simulations (vide infra).

A closer examination of the Qapp(rslip) values for the nanoparticles studied here (see

Table 2) reveals several trends. First, due to less favorable chloride binding, the quaternary

amine ligands lead to less counterion compensation and therefore a higher apparent charge

compared to the primary amine ligands; e.g., this is evident from comparisons between

C4Q65 and C4P65 and between C4Q32-C4C33 and C4P32-C4C33. Second, mixing ligands

of different length in the case of C8P32-C4P33 leads to less counterion correlation with

buried C4P amines (as seen in the Cl− RDF in Fig. 2b) and therefore a high apparent charge

between the values of C4P65 and C4Q65. For other mixed-ligand cases, since the chloride
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(a) (b)

Figure 5: Computed apparent charge (Qapp(r)) profiles as functions of distance from the
nanoparticle center at NaCl concentration of 50 mM for the nanoparticles shown in Fig.
1; Qapp(r) includes bare ligand charges and counterion charges up to distance r. Panel
(a) shows the overall profile, while panel (b) enlarges the interfacial region. For results for
the remaining particles (C4Q32-C4C33, C4Q32-C4M33) and results for 150 mM NaCl, see
Fig.S6.

distribution is insensitive to the nature of the neutral ligands (Fig. 2b), the apparent charges

of these nanoparticles are also sensitive to only the nature of the charged group (i.e., C4Q

vs. C4P), not to the charge neutral group (C4C, C4N or C4M). Finally, the apparent charge

for C4P65 from simulations with the Drude model is also listed in Table 2 for comparison,

and the result shows no significant difference from that with the non-polarizable force field,

as expected based on the overall similarity in the ion distributions between the two models.

3.3 Electrophoretic Mobility and Different Estimates of ζ Poten-

tials

We apply the drift velocity protocol to calculate the electrophoretic mobility of the nanopar-

ticles in 150 mM salt solution, along with several systems in 50 mM NaCl solution. The

mobilities calculated from individual runs are summarized in Table S2, and the average val-

ues are shown in Table 3. The C4N65 nanoparticle does not drift under an electric field, as

expected for a charge neutral nanoparticle. For the four charged nanoparticles studied, the
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difference in mobility in 150 mM NaCl is modest, and only C4Q65 differs statistically from

C4P65; the difference between the latter two is reproduced for the 50 mM NaCl condition.

The different mobilities between C4Q65 and C4P65 is consistent with the observation that

their apparent charges are significantly different (Table 2). On the other hand, the mixed-

ligand system C8P32-C4P33 also has notably higher apparent charge than C4P65, yet the

computed mobility is not significantly different; moreover, while C4P32-C4C33 carries a

similar apparent charge as C4P65, its computed mobility is statistically higher. Therefore,

electrophoretic mobility does not always reflect the apparent charge of a nanoparticle in salt

solutions, and molecular features of the nano/particle interface such as ligand layer roughness

and solvent distributions also contribute.39

Table 3: Computed electrophoretic mobility of nanoparticles from drift velocity simulations.
Unit: 10−4 · cm2 · V −1 · s−1

Nanoparticle 50 mM NaCl 150 mM NaCl
C4Q65 13.1 ± 0.5 9.2 ± 0.4
C4P65 11.0 ± 0.6 7.5 ± 0.9
C8P32-C4P33 - 8.7 ± 0.9
C4P32-C4N33 - 9.0 ± 1.0
C4P32-C4C33 - 9.9 ± 0.9
C4N65 - -0.1 ± 0.8

The electrostatic potential at the slipping plane identified as described above (rslip) is

termed as “microscopic ζ potential, ζESP” and summarized in Table 4. We note that at

the slipping plane, the ESP profile in all cases has reached the region of slow decay, thus

no negative ζ potential is observed despite the inversion of ESP at the nanoparticle/water

interface (Fig. 3b). As expected, the salt concentration has a major impact on the overall

magnitude of the interfacial potential; going from 50 mM to 150 mM salt, ζESP drops by

about a factor of 2-3 in all cases studied here. At high (150 mM) salt concentration, the

difference in ζESP is generally modest and the values are all around 8-10 mV. At lower (50

mM) salt concentration, the differences are more pronounced and ζESP spans a range of

almost 10 mV (from 24 to 35 mV). In most cases, ζESP follows the same trend as Qapp(rslip);
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for example, the potential is higher for particles functionalized with quaternary amines than

with primary amines. A notable exception is for C4P32-C4C33, whose Qapp(rslip) is com-

parable to C4P32-C4N33 and C4P65 but exhibits a substantially higher ζESP value. Since

Qapp(rslip) considers only contributions from the bare ligand charge and counterions within

the slipping plane, this observation highlights that interfacial water molecules also contribute

to the interfacial electrostatic potential. In fact, this is consistent with the observation that

while the apparent surface charge from the Manning condensation theory deviates consid-

erably from Qapp(rslip) (see Table 2), the predicted interfacial potential from the Manning

theory51 is in good agreement with ζESP (see Table 4).

Table 4: ζ potentials estimated from electrostatic potential profiles (ζESP )a and mobilities
calculated from drift velocity (ζmob)

b simulations.

Nanoparticle
50 mM NaCl 150 mM NaCl

ζESP (mV) ζmob (mV) ζESP (mV) ζmob (mV)
C4Q65 35 ± 2.7 44 ± 1.7 10 ± 1.8 31 ± 1.3
C4P65 26 ± 2.8 37 ± 2.9 9 ± 1.2 26 ± 2.9
C4P65 - Drude - - 14 ± 1.1 -
C8P32-C4P33 26 ± 2.5 - 9 ± 1.4 29 ± 3.1
C4Q32-C4C33 32 ± 1.2 - 9 ± 2.3 -
C4Q32-C4M33 29 ± 2.3 - 11 ± 2.2 -
C4P32-C4N33 24 ± 1.4 - 7 ± 1.4 31 ± 3.6
C4P32-C4C33 31 ± 1.3 - 9 ± 1.3 34 ± 3.1
Manning c 34 5

a. Measured at the location of the slipping plane (rslip, summarized in Table 2), which is identified by

fitting the chloride ion RDF tails to the Debye-Hückel expression; see text and Fig. S5 for the estimated

uncertainty in rslip. b. Computed based on Eq. 2 in the Smoluchowski limit. A dielectric constant of 100

and a viscosity of 0.3 mPa·s computed for TIP3P is applied.87 c. Result from the Manning condensation

theory.51

For cases where the mobility is computed, the ζ potential is also estimated with Eqn. 1,

and the results are summarized in Table 4 as ζmob for comparison with ζESP . In general, ζmob

values are substantially higher than ζESP , especially at the high salt concentration. Since

ζmob is linearly proportion to µ, the trend follows that in the mobility, which is that the only

statistically significant differences are between C4P65 and C4Q65/C4P32-C4C33, with the

latter two having notably higher ζmob. For additional discussions, see Subsect. 3.5.
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3.4 Binding Affinity to a Charged Peptide

As a simple exploration of how electrostatic properties dictate the binding between nanopar-

ticles and biomolecules, we apply umbrella sampling to compute the potential of mean force

profiles of nanoparticles interacting with a short, negatively charged peptide, Asp8. The

PMF profiles shown in Fig. 6 exhibit plateaus in the long-range, supporting the proper

convergence of the results. The positions of the minimum in the PMFs are consistent with

the locations of the ligand nitrogens expected based on the nanoparticle-nitrogen number

densities (Fig. S3). The PMFs display significant differences in the binding affinity among

nanoparticles functionalized with ligands differing in titration state and chemical nature. The

PMFs of C4P65 and C4Q65 display a difference of ∼6 kcal/mol in binding affinity, highlight-

ing the importance of hydrogen bonding between the carboxylate and primary amine groups.

However, with the more realistic protonation pattern in C4P32-C4N33, the difference in the

binding affinity between the primary amines and quaternary amines decreases to within ∼2

kcal/mol, highlighting the importance of assigning the proper titration state to ligands. The

particle with mixed primary amines of different lengths, C8P32-C4P33, exhibits the high-

est binding affinity to Asp8; previous MC/MD simulations55 suggest that a majority of the

amines in this case remains protonated at neutral pH because they are able to avoid each

other spatially unlike the case of C4P65, which contains amines of equal alkyl chain length.

An intriguing observation concerns the difference between C4P32-C4N33 and C4P32-

C4C33; although the latter features hydrophobic rather than polar (neutral amine) groups,

the particle actually exhibits a stronger binding free energy to Asp8 by a significant (∼2

kcal/mol) amount. This trend is consistent with the higher interfacial potential of C4P32-

C4C33 than C4P32-C4N33 (Table 4), despite the similar apparent charges of these particles

(Table 2), again pointing to the importance of interfacial solvent distributions modulated by

the surface ligands. As shown in Fig. 7a, the hydration of charged amines in these particles

are similar and the hydration of C4C is substantially lower than C4N, leading to an overall

reduced level of interfacial hydration of the C4P32-C4C33 particle. Moreover, the angular
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(a)

Figure 6: Potential of mean force of an Asp8 peptide binding to different nanoparticles in
150 mM NaCl solution from umbrella sampling simulations. The r as shown is defined as the
distance between the nanoparticle center and the center of mass of the peptide. For results
for Asp8 with 50% sidechains protonated, see Sect. 3 of the Supporting Information.

distributions of water molecules at the NP surface also differ when hydrophobic groups are

introduced (Fig. 7b).

We note that the minima of the PMF profiles are all within the location of the slipping

planes identified based on the fitting of chloride RDF to the Debye-Hückel expression. This

suggests that the bound peptide is likely to displace counterions originally bound to the

nanoparticle (see Fig. 8). Indeed, as shown in Table 5, the numbers of counterions within

the slipping plane before and after peptide binding differ by a notable degree. Therefore,

upon the binding of a small peptide, on the order of 3-8 counterions (mainly Cl− ions) are

released into the bulk solution, which is expected to also contribute to the binding free energy

through an entropic term.88,89
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(a) (b)

Figure 7: Water distribution at the surface of C4P32-C4N33 and C4P32-C4C33 nanoparticles
from MD simulations with 150 mM NaCl. (a) Radial distribution function of water oxygen
with respect to the heavy atoms of ligand head groups (Nitrogen for C4P and C4N, Carbon
for C4C). (b) Angular distribution (the cosine values) of the water dipole with respect to
the nanoparticle surface normal.

Table 5: Counter ions (Na+, Cl−) released from the gold nanoparticle and the Asp8 peptide
upon bindinga.

Nanoparticle Cl− release Na+ release
C4Q65 8.1 ± 0.4 0.2 ± 0.4
C4P65 7.8 ± 0.1 1.3 ± 0.8
C8P32-C4P33 8.6 ± 2.1 0.2 ± 0.8
C4P32-C4N33 3.3 ± 0.7 1.9 ± 1.2
C4P32-C4C33 3.8 ± 0.8 1.4 ± 0.9

a. Ion release from the nanoparticle is estimated from the difference in the number of ions within the

slipping plane between peptide-bound and -unbound cases taken from the corresponding windows of

umbrella sampling simulations; the latter is presented in Table 2. For the ion release from the peptide,

estimate is made based on the first peak of Na+-carboxylate oxygen radial distribution function.
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(a)

(b)

Figure 8: Snapshots from umbrella sampling simulations that illustrate the counterion distri-
bution around the nanoparticle (C4P65) in the (a) peptide-bound and (b) unbound windows.
Color coding: Au - yellow, C - cyan, Cl - green, Na - brown, N - blue, O - red, H - white;
the head-group nitrogens of C4P ligands are shown in purple.
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3.5 Discussion

The idea that highly charged surfaces are compensated by counterions has been appreciated

for more than a century90–92 and the degree of charge compensation has been theoretically or

computationally studied using a broad range of models that included Poisson-Boltzmann,25,51

integral equation theories,47 classical density functional theories24,93 and molecular simula-

tions.48 These pioneering theoretical treatments often employ highly simplified models for the

surface and solvent and therefore do not capture effects due to the molecular nature of func-

tionalized surfaces and solvent; similarly, experimental studies94,95 also focused largely on

homogeneous surfaces. Therefore, much remains to be learned concerning how nanoscale sur-

face features impact interfacial charge distribution, solvation and binding. Indeed, detailed

analysis of interfacial charge distribution with an atomistic level description of heterogeneous

surfaces, solvent and ions only started to appear in the recent literature,42,56,58,96 including

the discussion of potential caveats in applying popular force field models.78,97 On the ex-

perimental side, a quantitative analysis of interfacial charge distribution and solvation98–100

with molecular level of detail has become feasible with sophisticated non-linear spectro-

scopies.29,101 Therefore, subtle but potentially important features of interfacial charge and

solvation distributions and their impact on binding warrant systematic analysis.

3.5.1 Difference between apparent charge and bare charge of nanoparticles de-

pends on ligand properties and counterions

Significant charge compensation by counterions is observed for all the charged nanoparticles

studied here, such that the apparent charge is in the same range even for particles whose

bare charges (densities) differ by a factor of two (e.g., C4P65 vs. C4P32-C4N33). This large

degree of charge compensation is observed at not only physiological salt concentration (150

mM NaCl) but also the relatively low salt concentration of 50 mM; the precise magnitude

of compensation is, as expected, larger at the higher salt concentration, leading to lower

apparent charges. The charged nanoparticles studied here have a bare charge of either 32
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or 65, which correspond to a surface charge density of ∼0.18 and 0.37 C/m2, respectively

(assuming an effective radius of 1.5 nm); the apparent charge is ∼20 (10) at 50 mM (150

mM), which corresponds to a surface charge density of ∼0.11 (0.06) C/m2. These findings are

qualitatively consistent with the Manning condensation theory,51,52 which predicts that ion

condensation sets in at a surface charge density of e(1+κa)ln(κlB)
2πlBa

, beyond which the apparent

charge density is largely independent of the bare charge density; the critical surface density in

the Manning theory is ∼0.03 C/m2 at 50 mM, which is much lower than the saturation value

of ∼0.1 C/m2 observed in our simulation. Along this line, we note that recent vibrational

sum-frequency-generation (VSFG) study101 observed that interfacial water orientation at

charged lipid surfaces saturates beyond the bare charge density of 0.1 C/m2, presumably

because the apparent surface charge density becomes independent of bare surface charge

density due to counterion condensation.

The computed apparent charge from our microscopic simulations differ significantly from

the prediction of the Manning theory at both salt concentrations studied. At 150 mM

NaCl, for example, the computed Qapp varies between 10 and 17 e, while the Manning

prediction is 1.2 e; the difference is very large and can not be explained by uncertainty

in the definition of the slipping plane location (i.e., the definition of the Stern layer). As

noted above and further discussed below, the interfacial electrostatic potential computed

from our microscopic simulations, nevertheless, agrees well with the Manning prediction. To

reconcile the contrasting trends in apparent charge and interfacial potential, it is important to

recognize that solvent is treated at the continuum level in the Manning theory, while current

and previous MD simulations55 clearly indicate that interfacial water molecules are highly

oriented and thus contribute to the interfacial charge distribution (see, for example, Fig.

S7), even when explicit charge transfer involving interfacial water102,103 is not considered;

the simulation and VSFG study of Bonn and co-workers101 also supported that water is an

important component of the Stern layer of charged lipid surfaces.

The current microscopic simulations also highlight that the molecular features of the

27

Page 27 of 49 Nanoscale



surface ligand can impact counterion correlation and thus the apparent charge. While the

observation of lower counterion correlation with quaternary amines than with primary amines

is not unexpected, the finding that ligand length heterogeneity (C8P32-C4P33) also has a

considerable impact on apparent charge underscores the need to include molecular level de-

tails. Regarding the impact of force field, it is encouraging that results from CHARMM36

and the polarizable Drude model are largely consistent, suggesting that an explicit inclu-

sion of electronic polarizability is not essential for monovalent counterions, even for charged

surfaces with as high bare charge density as 0.37 C/m2. Finally, we note that we have fo-

cused on a single pair of counterions (Na+, Cl−), while several studies29,56 have pointed to

ion-specific effects on apparent surface charges of nanoparticles, a topic well-appreciated in

biophysics96 that again requires a molecular description of the interface. For example, with

softer counterions (e.g., SCN−) that favor pairing with the softer quaternary amines,104 the

trends in apparent charge and ζ potential can be very different from those observed here

with chloride ions.

3.5.2 Interfacial water makes major contributions to interfacial potential and

binding

As already alluded to above and in numerous previous discussions,56,98,101,105 interfacial water

molecules behave distinctly from bulk water and thus contribute significantly to the prop-

erties of interfaces. In the current study, two features stand out in particular to underscore

the importance of interfacial hydration. First, while the apparent charge (Qapp) depends

mostly on counterion correlation, the interfacial potential also depends on local hydration

and thus exhibits more sensitivity to the chemical nature of the ligand. For example, at 50

mM NaCl, C4P65, C4P32-C4N33 and C4P32-C4C33 have similar Qapp(rslip) ∼ 15e, yet the

interfacial potential for C4P32-C4C33, which contains 50% hydrophobic ligands, is consid-

erably higher than the former two particles that have only polar/charged ligands. Second,

along the same line, the binding affinity to an anionic peptide, Asp8, is considerably higher
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for C4P32-C4C33 compared to C4P32-C4P33. These observations highlight that introducing

hydrophobic groups to nanoparticle surface can modulate the electrostatic properties such as

interfacial potential and binding affinity to charged molecules. Since the counterions (Na+,

Cl−) used in our study are in the middle of the Hofmeister series,96 they do not exhibit

significant binding to hydrophobic groups and therefore the current observations are likely

driven by the different level of local hydration and water orientations106,107 (Fig. 7); this

is supported by the similar Qapp(rslip) values observed for these particles. We note that

the notion of enhanced electrostatic interactions near hydrophobic surfaces due to modified

dielectric properties of interfacial water has been discussed in recent literature.108–110

3.5.3 Mobility and ζ potential do not always characterize apparent charge or

binding affinity

An important motivation for the current work is to understand to what degree electrophoretic

mobility and ζ potential reflect the bare or apparent charge of nanoparticles. While there

is uncertainty in precisely defining the slipping plane at the molecular level, and that non-

equilibrium molecular dynamics simulations have to use a fairly high electric field compared

to experiments, several trends emerge from our analysis of a series of related nanoparticles.

Foremost, even at a moderate salt concentration of 50 mM, the apparent surface charge

density saturates to 0.1 C/m2 (∼ 20 e on the surface of a 1.5 nm-radius nanoparticle) due to

counterion condensation; as a result, the interfacial potential ζESP does not correlate with

the bare charge density. We note that the bare surface charge density of nanoparticles can

well exceed the threshold of 0.1 C/m2. For example, the recent study of Meng et al.62 found

that the ligand density for (16-mercaptohexadecyl) trimethylammonium bromide (MTAB)

on the surface of gold nanoparticle/nanorod is in the range of ∼2 molecules/nm2 for low-

curvature surfaces to ∼6 molecules/nm2 for high-curvature surfaces; these correspond to a

bare charge density of 0.3 and 1.0 C/m2, respectively. Therefore, for these nanoparticles, ion

condensation is important even at moderate salt concentration (e.g., 50 mM) and ζ potential
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does not correlate at all with the bare charge density.

Comparison of ζESP and Qapp(rslip) for different salt concentrations (see Tables 2, 4)

suggests that ζ potential does generally correlate with the magnitude of apparent surface

charge (density); reducing the salt concentration from 150 mM to 50 mM, the Qapp(rslip)

values increase by a factor of 1.2-1.5, and the ζESP values also increase by a factor of ∼3. On

the other hand, comparing ζESP for different particles at the same salt concentration, we see a

range of behaviors. On one hand, quaternary amine ligands lead to a higher apparent charge

density than primary amine ligands due to a lower degree of Cl− correlation; correspondingly,

the ζESP values are higher for quaternary amine decorated particles. On the other hand,

while the apparent charge density of C4P33-C4C33 is similar to that of C4P33-C4N33, the

ζESP of the former is considerably higher (30.9±1.3 vs. 24.0±1.4 mV), highlighting again

the importance of interfacial hydration. In the Supporting Information, we discuss some

preliminary experimental measurements of ζ potential for a series of nanodiamond particles

that qualitatively support these computational findings.

An intriguing observation from the current work is that the ζ potential estimated from

mobility calculations and the Smoluchowski theory (Eq. 2) differs substantially from the

microscopic electrostatic potential calculations. As shown in Table 4, the difference be-

tween ζmob and ζESP is modest at the low salt (50 mM) condition but rather significant (a

factor of ∼3) at the physiological salt concentration; the latter seems difficult to reconcile

based only on the uncertainty in rslip. Such discrepancies likely reflect the limitations of

the Smoluchowski theory, which employed a bulk continuum description of the solvent for

both viscosity and dielectric properties; numerous studies have indicated that these water

properties near charged and non-polar surfaces are distinct from the bulk.111,112 For exam-

ple, the effective dielectric constant near charged surfaces can be significantly lower than the

bulk value due to strongly orientated interfacial water,56,113,114 thus using the bulk dielectric

constant in Eq. 2 leads to underestimation of the ζ potential (although ζmob is higher than

ζESP ). Also, the Smoluchowski model does not consider the thickness of the electrical double
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layer or its polarization in the presence of the external field.41 This is partially described

through the Henry’s function,60 H(κa) in Eq. 2, which has a value between 1 and 3/2; the

value is ∼1.06 for our case and thus a modest revision compared to the difference between

ζmob and ζESP . On the other hand, we note that the simulation has to employ a rather high

electric field (105 higher than the typical experimentally applied value), which as shown in

Fig. S11 can lead to an overestimation of drift velocity.

Another important observation from the current work is that mobility and ζ potentials

are not reliable predictors for binding affinity of nanoparticles to charged molecules. First,

binding interactions depend critically on the chemical details of the groups involved. For

the cases explored here, primary amines interact more favorably with aspartate than do

quaternary amines. Therefore, although C4Q65 has considerably higher interfacial potential

than C4P65 or C4P33-C4N32, its binding affinity to Asp8 is substantially lower. Second,

the electric double layer is perturbed upon binding (Fig. 8, Table 5), thus the binding

affinity in fact correlates with bare charge density even though the interfacial potential of the

unbound particle correlates better with apparent charge density due to counterion binding.

For example, both C4P65 and C8P32-C4P33 exhibit much higher binding affinities to Asp8

than other nanoparticles although their ζESP values are not among the highest ones.

3.5.4 Design rules for charged interactions at the nano/bio interface

While the systems explored in this study are relatively simple in molecular composition,

the results highlight a number of design rules that can be employed to modulate electro-

static driven interactions at nano/bio interfaces. Foremost, it is essential to consider specific

chemical interactions such as salt-bridge or hydrogen-bonding interactions between the bind-

ing partners; for example, employ primary amines to enhance interactions to acidic groups

while choose quaternary amines for minimizing such interactions. Second, maximize the bare

charge density rather than the apparent charge density since the electric double layer is likely

perturbed upon binding. Along this line, it is important to recall that the bare charge den-
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sity does not increase monotonically as a function of ligand density, when titratable groups

are involved.55 One possible strategy is to mix charged ligands of heterogeneous length and

flexibility, which enable titratable groups to avoid each other and minimize electrostatic

coupling. It is also possible to employ the MC/MD approach55 to optimize the ligand den-

sity for the desirable charge density or charge capacity.115 Third, it can be productive to

decorate the surface with a fraction of hydrophobic groups, which can modulate the level

and properties of interfacial hydration that in turn influence the strength of electrostatic

interactions at the interface. Moreover, for the choice of charged ligands, it is valuable to

bear in mind specific ion effects104 for modulating the degree of counterion correlation in the

specific solution environment of interest.

4 Conclusions

To modulate interactions between nanoparticles and (bio)molecules for applications, it is

important to understand the physical and chemical factors that dictate such interactions. In

this work, we target electrostatic interactions because many nanoparticles and biomolecules

are highly charged. While electrostatic properties of charged surfaces, colloid particles and

nanoparticles have been studied for more than a century, much remain to be learned about

electrostatics at the nanoscale, for which deviations from predictions by mean-field and

continuum theories are anticipated due to the importance of molecular scale features.

By comparing simulation results for a set of nanoparticles with different surface ligands,

we are able to glean new insights into factors that dictate the interfacial electrostatic proper-

ties and interaction with charged biomolecules. Similar to predictions of mean-field models

such as the Manning condensation theory, counterions are observed to screen the bare ligand

charge to a significant degree even at a moderate salt concentration of 50 mM. With the sur-

face ligand density typically measured in experiments (∼2-6 molecules/nm2), condensation

of counterions leads to the observation that the apparent charge density and ζ potential are
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largely independent of the bare charge density; this result is not sensitive to the treatment

of electronic polarization, likely because the counterions are monovalent in our study. The

chemical nature of the charged ligand (e.g., primary vs. quaternary amines), however, can

modulate the magnitude of counterion correlation and therefore the interfacial potential.

Moreover, introducing a fraction of hydrophobic ligands modulates the interfacial solvent

distribution and thus also perturbs the interfacial potential. These molecular features of the

interface are not captured in well-established mean-field models; for example, the critical

and saturated apparent charge densities from Manning theory are rather different from the

results of our microscopic simulations.

While counterions contribute significantly to the electrostatic properties of nanoparticles,

our simulations highlight that the electric double layer is perturbed upon binding interac-

tions. As a result, it is the bare charge density rather than the apparent charge density

that better correlates with binding affinity of the nanoparticle to a charged peptide; for this

reason, carefully treating the titration behaviors of surface ligands is essential to an accurate

evaluation of nano/bio binding interactions. Therefore, strategies that enhance bare sur-

face charge, such as mixing ligands of heterogeneous length and flexibility, can be effective

for enhancing interactions. In addition, modulation of interfacial solvation by introducing

a fraction of hydrophobic ligands to the nanoparticle surface also provides further tunabil-

ity. Along this line, we note that our study treated the ligands as randomly mixed at the

surface, although it is possible that ligands of very different chemical natures can phase sep-

arate to form domains;116–118 surface ligand distribution may also respond to the binding of

biomolecules.119 These fascinating aspects of nano/bio interfaces will be examined in future

studies.
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quelques phénomènes corrélatifs. Bull. Akad. Sci. Cracovie. 1903, 8, 182–200.

(45) O’Brien, R. W.; White, L. R. Electrophoretic Mobility of a Spherical Colloidal Particle.

J. Chem. Soc. Faraday Trans. 2 1978, 74, 1607–1626.

(46) Batista, C. A. S.; Larson, R. G.; Kotov, N. A. Nonadditivity of Nanoparticle Interac-

tions. Science 2015, 350, 1242477.

(47) Gonzalez-Tovar, E.; Lozada-Cassou, M. The spherical double layer: A hypernetted

chain mean spherical approximation calculation for a model spherical colloid particle.

J. Phys. Chem. 1989, 93, 3761–3768.

(48) Degreve, L.; Lozada-Cassou, M.; Sanchez, E.; Gonzalez-Tovar, E. Monte Carlo sim-

ulation for a symmetrical electrolyte next to a charged spherical colloid particle. J.

Chem. Phys. 1993, 98, 8905–8909.

(49) Manning, G. S. Limiting laws and counterion condensation in polyelectrolyte solutions

I. Colligative properties. J. Chem. Phys. 1969, 51, 924–933.

(50) Manning, G. S. Electrostatic free energies of spheres, cylinders, and planes in coun-

terion condensation theory with some applications. Macromolecules 2007, 40, 8071–

8081.

(51) Manning, G. S. Counterion condensation on charged spheres, cylinders, and planes.

J. Phys. Chem. B 2007, 111, 8554–8559, 6th International Symposium on Polyelec-

trolytes, Dresden, GERMANY, SEP, 2006.

(52) Manning, G. S. The interaction between a charged wall and its counterions: A con-

densation theory. J. Phys. Chem. B 2010, 114, 5435–5440.

(53) Ullmann, G. M. Relations between Protonation Constants and Titration Curves in

Polyprotic Acids: A Critical View. J. Phys. Chem. B 2003, 107, 1263–1271.

40

Page 40 of 49Nanoscale



(54) Konek, C. T.; Musorrafiti, M. J.; Al-Abadleh, H. A.; Bertin, P. A.; Nguyen, S. T.;

Geiger, F. M. Interfacial Acidities, Charge Densities, Potentials, and Energies of Car-

boxylic Acid-Functionalized Silica/Water Interfaces Determined by Second Harmonic

Generation. J. Am. Chem. Soc. 2004, 126, 11754–11755.

(55) Hong, J.; Hamers, R. J.; Pedersen, J. A.; Cui, Q. A hybrid molecular dynam-

ics/multiconformer continuum electrostatics (MD/MCCE) approach for the determi-

nation of surface charge of nanomaterials. J. Phys. Chem. C 2017, 121, 3584–3596.

(56) Bonthuis, D. J.; Netz, R. R. Beyond the continuum: How molecular solvent struc-

ture affects electrostatics and hydrodynamics at solid–electrolyte interfaces. J. Phys.

Chem., B 2013, 117, 11397–11413.

(57) Wernersson, E.; Heyda, J.; Kubickova, A.; Krizek, T.; Coufal, P.; Jungwirth, P.

Counterion condensation in short cationic peptides: Limiting mobilities beyond the

Onsager–Fuoss theory. Electrophoresis 2012, 33, 981–989.

(58) Ge, Z.; Wang, Y. Estimation of Nanodiamond Surface Charge Density from Zeta

Potential and Molecular Dynamics Simulations. J. Phys. Chem. B 2016, 121, 3394–

3402.

(59) Zhang, Y.; Fry, C. G.; Pedersen, J. A.; Hamers, R. J. Dynamics and morphology of

nanoparticle-linked polymers elucidated by nuclear magnetic resonance. Anal. Chem.

2017, 89, 12399–12407.

(60) Henry, D. The cataphoresis of suspended particles. Part I.—The equation of cataphore-

sis. Proc. Royal Soc. A 1931, 133, 106–129.

(61) Russel, W. B.; Saville, D. A.; Schowalter, W. R. Colloidal Dispersions ; Cambridge

University Press: New York, 1989.

41

Page 41 of 49 Nanoscale



(62) Wu, M.; Vartanian, A. M.; Chong, G.; Pandiakumar, A. K.; Hamers, R. J.; Her-

nandez, R.; Murphy, C. J. Solution NMR Analysis of Ligand Environment in Qua-

ternary Ammonium-Terminated Self-Assembled Monolayers on Gold Nanoparticles:

The Effect of Surface Curvature and Ligand Structure. J. Am. Chem. Soc. 2019, 141,

4316–4327.

(63) Sakthivel, N. A.; Theivendran, S.; Ganeshraj, V.; Oliver, A. G.; Dass, A. Crystal

Structure of Faradaurate-279: Au279(SPh-tBu)84 Plasmonic Nanocrystal Molecules.

J. Am. Chem. Soc. 2017, 139, 15450–15459.

(64) Heikkila, E.; Martinez-Seara, H.; Gurtovenko, A. A.; Vattulainen, I.; Akola, J. Atom-

istic simulations of anionic Au-144(SR)(60) nanoparticles interacting with asymmetric

model lipid membranes. Biochim. Biophys. Acta-Biomembranes 2014, 1838, 2852–

2860.
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