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Abstract
RNA molecules are becoming an important target class in drug discovery. However, the 

principles for designing RNA-binding small molecules are yet to be fully uncovered. In this 

study, we examined the Protein Data Bank (PDB) to highlight privileged interactions underlying 

small molecule-RNA recognition. By comparing this analysis with previously determined small 

molecule-protein interactions, we find that RNA recognition is driven mostly by stacking and 

hydrogen bonding interactions, while protein recognition is instead driven by hydrophobic 

effects. Furthermore, we analyze patterns of interactions to highlight potential strategies to 

tune RNA recognition, such as stacking and cation-π interactions that favor purine and 

guanine recognition, and note an unexpected paucity of backbone interactions, even for 

cationic ligands. Collectively, this work provides further understanding of RNA-small molecule 

interactions that may inform the design of small molecules targeting RNA.

1. Introduction
In cells, RNA has a myriad of functions including the transfer of genetic information, 

modulation of protein synthesis and interactions, and regulation of RNA processing, 

transcription and gene expression.1–3 For this reason, a comprehensive knowledge of how to 

design compounds capable of selectively targeting RNA has the potential to extend our 

understanding of RNA-mediated cellular processes and increase the number of druggable 

targets in cells.4,5 To date, the majority of FDA-approved small molecules designed by 

medicinal chemists are aimed at protein binding pockets.6 As a result, high-throughput 

screening (HTS) campaigns of commercially available small molecules produce lower hit-rates 
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when the chosen target is RNA rather than a protein.7,8  However, identifying the principles of 

small molecule synthetic design for RNA recognition is not straightforward. In fact, structure-

driven approaches for targeting RNA are impeded by a lack of diversity in high-resolution RNA 

structures, particularly larger RNA, which are notoriously challenging to obtain.9,10 This lack of 

structural information for small molecule targeting is conventionally justified by the fact that 

RNA is highly dynamic and less prone to form binding pockets that would be observable by 

traditional structural methods such as X-ray diffraction and NMR.4 Furthermore, the RNA 

conformational landscape can influence thermodynamic and kinetic binding properties and 

consequently the types of interaction driving binding events.11  However, recent studies on 

Protein Data Bank (PDB) deposited RNA structures revealed that ligandable regions are 

present among the multiple conformations assumed by RNA, particularly in structures with 

more complex folds such as riboswitches.12 These RNA binding pockets tend to have similar 

properties – such as volume and buriedness - to protein binding pockets despite being overall 

less hydrophobic. Still, an expected yet striking difference between RNA and protein binding 

pockets is the limited chemical diversity that is carried by the four nucleobases of RNA 

compared to the wider chemical diversity provided by the twenty amino acids in proteins.  As 

a consequence, RNA binding pockets might favor interactions that are currently 

underrepresented in available small molecule libraries that were designed for protein targets. 

Preliminary evidence was found by our laboratory13 and others14–17 when comparing chemo-

informatic parameters obtained for biologically active ligands known to bind RNA (R-BIND) or 

enriched in fragments with RNA preferential binding as compared to FDA-approved small 

molecules, which are predominantly aimed at targeting proteins. These analyses highlighted 

that RNA-binding small molecules can satisfy medicinal chemistry properties4,13,16,18 but have 

a higher number of aromatic and/or heteroaromatic rings, an increased number of hydrogen 

bond acceptors/donors and nitrogen atoms, and reduced fraction of sp3 atoms compared to 

FDA-approved small molecules, further suggesting that some interactions are privileged in 

RNA recognition. A broader definition of the structural requirement of small molecules to target 

RNA has the potential to facilitate the discovery of active compounds by directing the synthetic 

effort of novel RNA-biased libraries that would more likely provide higher hit-rates in HTS 

and/or expedite hit-to-lead optimization.  

Herein, we provide direct evidence of privileged interactions between small molecules and 

RNA by analyzing thousands of molecular contacts found in small molecule-RNA X-ray-

determined structures available in the PDB and by comparing them with the previously 

determined molecular interactions between small molecules and proteins.19 Despite the 

remarkably limited number of high-resolution (<2.7 Å) unique small molecule-RNA complexes 

deposited in the PDB compared to proteins at the time this work was conducted (37 vs 
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11106)19, our analysis shows emerging trends of preferred interactions for RNA recognition in 

line with chemo-informatics analyses. In particular, we highlight that the contributions of 

hydrogen bonding and stacking interactions are predominant in RNA recognition, in contrast 

to protein targeting that is largely driven by hydrophobic effect. In addition, we find that 

nucleobases dominate binding and recognition interactions, with few backbone interactions 

observed. Despite observations of small molecule class-dependent interaction patterns that 

might be biased due to the redundancy of the RNA targets considered, we show that the trend 

correlates with the chemo-informatic differences highlighted between RNA bioactive binding 

molecules and FDA approved small molecules. Finally, we provide a detailed analysis of 

contact patterns between RNA and small molecules for each class of interaction and by 

comparing them with ligand-protein interaction, we attempt to highlight the features of the 

interactions that are typical of RNA binders. Collectively, this work highlights the differences 

in molecular recognition between small molecules targeting RNA and proteins and provides 

important information to consider for designing and optimizing RNA focused small molecule 

ligands.

2. Method
 Structures deposited in the PDB containing small molecules interacting with RNA determined 

by X-ray crystallography and with resolution lower than 2.7 Å were extracted and considered 

for our analysis. This dataset includes 37 unique ligands targeting 14 different structures that 

comprise a series of naturally occurring and synthetic small molecules. As our analysis is 

predominately focused on small molecules properties, redundant RNA constructs targeted by 

different small molecules were retained to include a sufficient number of structures for our 

study. Buffer components and ions were initially excluded from the analysis. Ionic interactions 

that involved direct coordination between the ligand and positive ions were separately 

determined for each structure. Despite the limited number of small molecule-RNA complexes, 

our analysis includes a variety of RNA secondary and tertiary structures found in 

therapeutically relevant RNA targets. The secondary structures include stem, asymmetric 

internal loops, G-quadruplexes and pseudoknots, while tertiary contacts include kissing loops 

and less canonically folded riboswitches.

The molecular interactions were initially extracted in ICM by using a script that assigned 

heavy-atom types and distances.20 Angular parameters were also calculated for selected 

interactions after initial interaction sorting. Molecular contacts were classified according to 

previously reported parameters to allow for comparison with determined protein-small 

molecule interactions and include strong and weak hydrogen bonding, interactions driven by 

hydrophobic effect, stacking, salt bridges, cation-π and halogen-mediated interactions (Table 
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S1).19 To clarify, strong and weak hydrogen bonding classification does not refer to energetic 

values, but only to the identity of the heavy atoms involved based on their electronegativity. 

Thus, strong hydrogen bonds refer to interactions involving two electronegative atoms such 

as N, O and S, while weak hydrogen bonding refer to CH-O interactions. Interactions driven 

by hydrophobic effect were assigned for van der Waals contacts between aliphatic and 

aromatic carbons within 4Å from each other. Stacking interactions were identified and 

classified in edge-to-face or face-to-face by calculating the planar angle between aromatic 

atoms (Table S1). Potential salt-bridges and cation-π interactions were assigned when ligand 

positively charged atoms were within 4Å from negative oxygen phosphate atoms or aromatic 

atoms, respectively.  The interactions count was compared to protein-small molecules 

interaction previously obtained following the same approach.19

3. Results and Discussion

3.1 Most frequent RNA-small molecule interactions are different from 

most frequent protein-ligand contacts

The overall distribution of small molecule-RNA interactions is different from small molecule-

protein contacts (Figure 1A-B). First, stacking and hydrogen bonding interactions represent 

the largest class of defined interactions for the RNA dataset (34.8% and 34.4%, respectively) 

in contrast to proteins where they are less represented (20.2% and 15.7%, respectively). 

Hydrophobic contacts were only the third most frequent interactions (17.8%) in the small 

molecule-RNA dataset, while they are the largest class in protein-small molecule complexes 

(47.2%). Finally, less pronounced yet relevant differences are also observed in less frequent 

interactions such as weak hydrogen bonding (i.e., CH-O interactions) and ionic interactions 

(such as salt bridges, cation-π). In particular, CH-O interactions are less frequent in RNA 

recognition compared to proteins (6.1% vs 9.6%). The overall contributions of the electrostatic 

interactions (cation-π + salt bridges) for RNA and protein recognition are 5.8% and 6.9%, 

respectively. Cation-π interactions are almost equally frequently observed as salt bridges in 

RNA (3.0% vs 2.8%), while cation- π interactions are less frequent than salt bridges in protein 

recognition (1.8% vs 5.1%). These observations are clear reflections of the expected chemical 

differences between RNA and protein. The prevalence of hydrophobicity-driven contacts and 

higher percentages of CH-O bonding suggests that protein recognition takes place in more 

buried and aliphatic-rich hydrophobic binding pockets. However, it should be also considered 
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that increasing hydrophobic effects is a common and synthetically tractable strategy for 

optimizing protein-ligand recognition, and thus this increased percentage might be partially 

due the large number of optimized ligands for protein recognition in the database.21,22  On the 

other hand, the larger percentage of hydrogen bonding suggests that RNA biding pockets are 

more polar. Interestingly, the increased stacking interactions and the clear preference for 

contacts with aromatic rings such as cation-π interactions and hydrogen bonding involving 

heteroatoms and carbonyls of the nucleobases, indicates that the nucleobases are the major 

constituent of RNA binding pockets. Furthermore, the lower percentages of salt bridges that 

involve a direct contact between a positive and a negative charge observed for RNA is 

unexpected considering the overall increased net charge of RNA compared to protein due to 

the phosphate groups at each monomer compared to the neutral protein amide backbone and 

only five charged amino acid lateral chains. 

Strikingly, the differences of interactions between RNA and proteins correlates well with the 

difference in chemo-informatics parameters observed between RNA and protein targeting 

small molecules.13,17 Namely, the higher hydrogen bonding acceptor/donor content and the 

increased average number of aromatic and heteroaromatic rings of RNA targeting small 

molecules agree with the hydrogen bonding and stacking interactions being predominant in 

RNA recognition. This trend highlights the overlap between properties of biologically active 

small molecules and structural properties at the basis of RNA recognition.  

We then decided to investigate the distribution of interactions after separating the ligands 

according to their chemical structure, particularly given that some small molecules of our 

analysis have chemical architectures that are distinct from conventional protein binding 

structures and were often not considered in the chemo-informatic analysis (Table S2).13 For 

example, aminoglycosides are largely represented in our dataset (17 out of 37 structures). 

These compounds are composed of multiple sugar rings linked through glycosidic bonds and 

widely functionalized with hydroxy and positively charged ammonium groups. 

Aminoglycosides bind and alter the structure of ribosomal A-site RNA, thus perturbing the 

recognition fidelity of tRNA for the bacterial ribosome. Although somewhat promiscuous, 

aminoglycosides are currently used as antibacterial agents23 and have demonstrated distinct 

binding preferences.24 Because of the distinct structural features, aminoglycosides were 

separated from the remaining molecules, which were mostly targeting riboswitches, to 

generate two datasets, namely, Dataset A (aminoglycosides, Supplementary file 2) and 

Dataset R (small molecules predominately targeting riboswitches, Supplementary file 3). 

Important differences are observed between these two datasets. First, the most frequent type 

of interaction in Dataset A is strong hydrogen bonding (54.4%) followed by hydrophobicity-

driven interactions (17.3%), weak hydrogen bonding (12.6%), cation-π (7.4%), salt bridges 
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(7.3%) and coordination to inorganic ions (1%). As expected, π-stacking interactions are not 

observed consistently with aminoglycoside structures. Only two aminoglycoside ligands in our 

dataset contained an aromatic ring, and these rings did not participate in any stacking 

interactions. On the other hand, stacking interactions are by far the most represented in the 

Dataset R (54.2%) followed by strong hydrogen bonding (23.3%), hydrophobic contacts 

(18.2%), weak hydrogen bonding (2.4%), coordination with inorganic ions (1.1%), cation-π 

(0.5%) and salt bridges (0.4%). These differences clearly highlight the molecular diversity 

between the two datasets with ligands of Dataset R being enriched in aromatic rings. 

Interestingly, both the datasets have similar percentages of interactions driven by the 

hydrophobic effect (17.3% vs 18.2%), despite aminoglycosides being enriched in aliphatic 

carbons. Intriguingly, the chemo-informatic analysis of R-BIND and other studies captured the 

unique features of both Dataset A and R, even though aminoglycosides were excluded from 

the analysis.7,13,16 This further corroborates the fact that the structure of optimal RNA-targeting 

small molecules should enclose chemotypes that can form both of these privileged interactions 

(i.e., hydrogen bonding and π-stacking). The two datasets also differ by RNA target structures, 

with Dataset A targeting RNA secondary structures such as internal loops and Dataset R 

targeting more complexly folded structures, which suggests that some molecular interactions 

are privileged for certain RNA targets. However, we caution against generalization for other 

structures since small molecules enriched in aromatic rings targeting RNA secondary 

structures such as bulges and asymmetric internal loops are well described in the literature 

but have not been structurally characterized.25–29 

In general, this analysis suggests that, consistent with the architecture of known RNA 

ligands,13,18 exploration of hydrogen bonding patterns and stacking interactions is a fruitful 

direction for improving RNA recognition by small molecules, in contrast to optimizing 

hydrophobicity-driven interactions as is commonly done for protein recognition.19  
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Figure 1 Distribution of molecular interactions between (A) RNA- the totality of small molecules. (B) Protein- small 

molecules.19 (C) Dataset A. (D) Dataset R (stacking interaction counts include aromatic and amide stacking).

4. Specific intermolecular interactions

4.1 Stacking interactions

Aromatic stacking interactions are the most represented interactions in RNA-small molecule 

complexes, even though roughly half of the small molecules analysed in this work are 

aminoglycosides that do not contain aromatic rings and therefore do not contribute to these 

interactions. The higher percentages compared to small molecule-protein interactions reflect 

the enhanced aromatic character of RNA compared to protein, with the four nucleobases 
constituting binding pockets in RNA more often compared to the four aromatic side chains of 

tyrosine, phenylalanine, tryptophan and histidine in proteins. Interestingly, almost the totality 

of the aromatic interactions (764) was face-to-face π-stacking and only three contacts were 

classified as edge-to-face (0.004%), namely in the binding of thiamine pyrophosphate 

derivatives (such as S1) to the thiamine riboswitch (PDB ID 3D2X, 3D2Z and 2GDI, Figure 
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S1). This pattern is a distinctive trait of RNA recognition compared to proteins. In fact, for 

protein recognition, face-to-face π-stacking and edge-to-face interactions are almost equally 

represented. Quantum mechanical calculations suggest that T-shaped and slipped parallel 

stacking between benzene rings are almost isoenergetic, indicating that other factors such as 

geometrical constraints due to molecular architecture might be the reason of the large 

prevalence of face-to-face π-stacking in RNA.30,31 These differences underscore the fact that 

the chemical architecture of several nucleic acid binders favors a flat shape that allows 

extended aromatic surfaces to form face-to-face π-interactions with aromatic bases that even 

in complexly folded RNA structures tend to be orthogonal to the axis of the helices. This might 

also infer substantial differences in RNA binding pockets relative to proteins, that despite 

retaining some similar properties such as volume and buriedness, are characterized by a more 

homogeneous distribution of chemical functionalities. The computational prediction of nucleic 

acid stacking energetics is particularly challenging given the presence of multiple aromatic 

rings, hydrogen bonding and hydration states that are known to affect the energy of these 

interactions.32 Interestingly, the distribution of stacking interactions among nucleobases is 

consistent with previous free energy calculations of nucleobase stacking in nucleic acid helical 

conformations, with the purine nucleobases having the highest interactions count (A 482, G 

163) followed by the pyrimidines (U 80 and C 39, Table S3).33 

An extreme example of the importance of π-stacking interactions in RNA recognition is the 

acridine derivative 1 targeting the G-quadruplex structure TERRA (Figure 2). This binding 

event is almost completely driven by stacking interactions where four molecules form a layer 

between two G-quadruplexes structures.34

Figure 2 (A) Chemical structure of the G-quadruplex binder acridine derivative 1. (B) Crystal structure at 2.6 Å 

(PDB ID 3MIJ) of two molecules of 1 stacking in a dimeric fashion over the TERRA G-quadruplex structure. 
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We note that for amide or amide-like stacking, while highly prevalent in protein-small molecule 

recognition,19   only 3 contacts are observed between small molecule and RNA, including the 

binding of guanidine to its riboswitch in our analysis (vide infra).35  

This analysis suggests that, when designing small molecule libraries targeting RNA, extended  

and planar aromatic surfaces capable of stacking to multiple nucleobases might increase the 

binding affinity, especially for purine rich targets.36 However, the pharmacokinetic properties 

of the compounds should also be considered as the presence of aromatic rings is known to 

affect solubility through aggregation.37,38

4.2 Hydrogen bonding interactions 

Hydrogen bonding interactions are the second most represented (762 counts) class of 

contacts in RNA-small molecule interactions (Table S4). This is not surprising considering the 

wide variety of hydrogen bond acceptors and donors of the RNA structure both in the sugar-

phosphate backbone and nucleobases. Small molecules of our RNA dataset are also 

particularly enriched in hydrogen bonding donors and acceptors. This is particularly evident 

for dataset A where hydrogen bonding interactions are the most prevalent interactions. Of the 

total 521 direct contacts between small molecules and RNA, NH-O are by far the most 

represented (250), followed by NH-N (156), OH-O (84) and OH-N (30). Interestingly, small 

molecule nitrogen atoms are more frequently involved either as donor and/or acceptors 

relative to oxygen (313 vs 207), which is again consistent with the chemo-informatic 

observation that bioactive RNA ligands are enriched in nitrogen.13 Only one example of direct 

hydrogen bonding involving a sulphur atom as acceptor was observed, namely for the thiazole 

ring of the thiamine pyrophosphate targeting its riboswitch.39 However, only three structures 

of our dataset contains sulphur, which may indicate that sulphur-mediated (also vide infra) are 

underexplored for RNA recognition.  The median distances between heavy atoms are around 

3 Å with the shortest median value observed for NH-O (3.17 Å) and longest for NH-N (3.44 Å) 

(Figure S3). These values are slightly higher than the one previously observed for hydrogen 

bonding mediating protein recognition.19 

Hydrogen bonding events involving the nucleobases were approximately three times more 

frequent compared to contacts with the sugar-phosphate backbone (386 vs 135). This is 

further evidence that nucleobases hold the majority of structural information of RNA binding 

pockets, at least in the structures considered in this analysis. These interactions are almost 

equally distributed between purines (181) and pyrimidines (205) with G being the most 

targeted base (120), followed by U (105), C (100) and A (61). Hydrogen bonds with 

nucleobases are observed both at Watson-Crick and Hoogsteen faces with both aromatic and 
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aliphatic small molecule moieties complementing these hydrogen bond donor/acceptor 

patterns. For example, 2-aminopurine (2) binding to the guanine riboswitch uses hydrogen 

bonding donors and acceptors to pair with two uracil residues at their Watson-Crick side 

(Figure 3A-B).40  On the other hand, the aminoglycoside paromomycin (3) exploits hydroxy 

and ether functionalization to mimic the acceptor/donor pairing of adenine in the HIV-1 

dimerization initiation site (DIS, Figure 3C-D).41 This is consistent with a recent analysis of 

hydrogen bonding interactions driving ligand-aptamer recognition in riboswitches.42

Figure 3 Hydrogen bonding patterns used by small molecules to interact with nucleobases (nucleobases interacting 

with the small molecules are highlighted in salmon). (A)Structure of 2-aminopurine (2). (B) Binding of 2 to the purine 

riboswitch (PDB ID 3G4M). (C) Structure of paromomycin (3). (D) Binding of 3 to the HIV-1 DIS RNA (PDB ID 

3C44). 

Of the 135 interactions observed between small molecule and RNA sugar-phosphate 

backbone, the majority (93) involved the negatively charged oxygen atoms of the phosphate 

group (Table S4). Positively charged ammonium group hydrogen bond donors reinforced 52 

of these interactions that have a median distance value ~0.2 Å shorter than the median value 

of the remaining NH-O interactions, while the median angle was 125° compared to 139°. This 

suggests that ionic charges might compensate for a less optimal geometry. Interestingly, 

interactions with the phosphate group are not equally distributed as the majority of these 

contacts involve purine nucleotides, suggesting that some factors such as local helical 

conformation might favour phosphate interactions. 
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While the 2'OH is a unique functional group of RNA that confers structural dynamics, only 21 

interactions with the 2'OH were identified (Table S4).43 We found that direct contact between 

small molecules and 2'OH are more common in structures with complex folding such as 

riboswitches where the structural arrangement often exposes the 2'OH to the binding pocket 

area as demonstrated by the guanine riboswitch (Figure 3B).

Finally, 241 interactions (~30% of the total number of hydrogen bonds) involve water residues, 

which in our analysis are considered as part of the receptor. Water molecules and hydration 

pattern are essential for RNA thermodynamic stability, and high count of this type of interaction 

also suggests their importance in mediating interactions with small molecules. However, it is 

difficult to predict the net energetic advantages obtained from these interactions as binding 

free energy of hydrogen bonds is often not sufficient to compensate for the lack of 

desolvation,44 and solvent exposed hydrogen bonds have less contribution to the overall 

energetic profile.45,46 Interactions between small molecules and water are often observed 

whenever the geometry between ligands and RNA receptor are not optimal and the presence 

of a water bridge might compensate for this geometric penalty. For example, in the binding of 

paromomycin to the A-site of rRNA, the contact between atom O6 of the 2-deoxystreptamine 

core (2-DOS) and atom O4 of U1406 is mediated by a water molecule (Figure S2A-B).47 

Interestingly, synthetic derivatization of paromomycin with an aromatic ring linked through an 

amino aliphatic chain to the sugar core (C2'') induced an enhanced binding geometry allowing 

for a direct contact between O6 of 2-DOS and O4 of U1406 while inducing optimal pairing 

between U1406 and U1495 (Figure S2C-D).48 The combination of improved pharmacokinetics 

properties induced by the chemical modification and this optimized binding mode resulted in 

increased potency towards a wider variety of Gram positive and negative bacteria, 

demonstrating the importance of optimized hydrogen bonding directionality in RNA 

recognition. 

This analysis suggests that hydrogen bonding plays a major role in RNA recognition and that 

optimization of these contacts can lead to small molecules with enhanced affinity and 

selectivity. However, optimizing the directionality of hydrogen bonds is often difficult especially 

for highly flexible molecules. On the other hand, small molecules containing aromatic 

chemotypes with hydrogen bond donors/acceptors that are complementary to Watson-Crick 

or Hoogsteen faces of nucleobases as well as computational methods to identify and exploit 

these interactions are rapidly emerging.14,49–51

4.3 Interactions driven by hydrophobic effects
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In contrast to protein-ligand recognition, hydrophobicity-driven contacts are only the third most 

prevalent type of interaction in RNA. The majority are contacts between aliphatic and aromatic 

carbons. Of the 395 total interactions measured, only 56 (14% relative to all hydrophobicity-

driven interactions) engage with sugar atoms, with the large majority exploiting the surface of 

the bases (Table S5). G is by far the nucleotide with the most contacts. Interestingly, the 

guanine nucleobase is reported as the most hydrophilic of the natural bases.52,53 This 

highlights that predicting hydrophobicity effects in RNA recognition might be difficult without 

high-resolution structures and considering that hydrophobicity driven contacts appear to 

contribute less to the net free energy of binding relative to other type of interactions (i.e., 

hydrogen bonding, stacking, water displacement etc.). This is in contrast to protein recognition, 

where efficient ligands are often obtained by increasing hydrophobic contacts rather than 

hydrogen bonding and ionic interactions. It is also easier to optimize hydrophobic contacts that 

rely less on the bond directionality compared to hydrogen bonding.19 The fact that enhanced 

recognition events driven by the introduction of small aliphatic motifs such as the magic methyl 

are rare in nucleic acid recognition and predominately influence binding selectivity over affinity 

further supports this notion.54–56 Interestingly, methyl groups are instead widely used by Nature 

to modulate nucleic shape and indeed interactions with proteins.57 This might suggest that 

extended hydrophobic contacts are de facto disfavoured in RNA recognition by small 

molecules, where hydrophobic and structured binding pockets are rare and hydrophobic 

moieties are more likely to produce a substantial structural rearrangement through steric 

clashes rather than fit in favourable cavities. 

Despite this consideration, there are examples of the use of hydrophobicity-driven contacts 

that moderately enhanced binding affinity when coupled with other interactions, such as salt 

bridges. For example, it was demonstrated through molecular dynamics and binding free 

energy calculations that the enhanced affinity of a synthetically modified aminoglycoside 

analogue of neamine (4) incorporating aliphatic and positively charged anchors was mainly 

due to the van der Waals and hydrophobic component of the solvation free energy deriving 

from the methylene chain pointing down or along the major groove (Figure 4).58
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Figure 4 (A) Structure of the neamine analog 4. (B) Depiction of the contact between the methylene groups of 4 
and the ribosomal A site (PDB ID 2F4, surface is coloured according to atom identity. Grey= carbon, orange= 

phosphorus, blue = nitrogen, red= oxygen). 

Hydrophobicity-driven interactions mediated by sulphur are currently underexplored in RNA-

small molecule recognition as demonstrated by only three ligands of our dataset containing 

this element, which include thiamine pyrophosphate derivatives (PDB 3D2X and 2GDI) and 

biotin (PDB 1F27). Interactions between an aliphatic side chain containing sulphur and 

aromatic rings provide higher stabilization compared to carbon-carbon interactions and are 

widely exploited in protein recognition.59 In nucleic acid recognition, sulphur has mostly been 

explored when incorporated into aromatic rings as it increases the hydrophobicity of the ring60 

and might play an important role in promoting preorganized conformations through sigma-hole 

intramolecular interactions61 as well as potentially accept hydrogen bonding.62,63 Because of 

these inherent properties, exploring sulphur chemical space might be a fruitful strategy for 

exploring hydrophobicity-driven contacts as well as hydrogen bonding in RNA recognition.

4.4 Weak-hydrogen bond 

Weak hydrogen bonding formed between CH and oxygen atoms was the fourth most frequent 

interaction. The importance of these interactions is well documented both in protein and 

nucleic acid structure and recognition.64,65 The median length of this bond is 3.4 Å in 

agreement with protein recognition. The median angle calculated between direct contact 

between RNA-small molecule small donor (C), the hydrogen (H) and the acceptor (O) is 

slightly closer to optimality (180°) for RNA compared to proteins (147° vs 130°).

The large majority of these contacts involve aliphatic carbons of small molecules interacting 

with oxygen atoms of the phosphate, sugar or base of RNA. This is in contrast with protein 

ligands that predominantly form weak hydrogen bonds between aromatic hydrogens atoms of 

the ligands and oxygen atoms on the proteins. In our dataset, weak hydrogen bonding mostly 

involves aminoglycosides as indicated by the increased percentage (12.6% vs 2.4%) of weak 

hydrogen bonding in dataset A compared to dataset R. The negatively charged oxygen atom 

of the phosphate group is one of the most frequent acceptors (21)  (Table S6).  The carbonyl 

oxygens of G were the most frequent acceptor (28 counts) confirming the notion of CH-O 

hydrogen bonding as secondary interactions that are often accompanied by stronger NH-O 

bonds.64
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Interestingly, potential CH-O interactions involving the oxygen of the 2'OH involved almost 

exclusively aromatic carbons. Furthermore, as observed for strong hydrogen bonding, ~30% 

of CH-O interactions involve water.

One interesting example of weak hydrogen bonding emerging from our analysis includes the 

interaction between the CH of the methyl group of the thiazole ring of oxythiamine (5) and the 

O6 of G and the phosphate oxygen of a C residue of the thiamine pyrophosphate riboswitch 

(PDB 3D2X, Figure 5). Similarly, the methyl substituent CH in pyrithiamine (PDB 3D2V) also 

favourably interact with the oxygen of a bridging water molecule located in the riboswitch 

binding pocket through a CH-O interaction. While the impact of this methyl substituent is not 

yet clear, it is a frequently recurring motif in molecular scaffolds and analogues binding to the 

TPP riboswitch. This suggests that these weaker interactions might play a relatively important 

role in riboswitch recognition and folding.66,67

Figure 5 (A) Structure of oxythiamine pyrophosphate (5). (B) Depiction of the weak hydrogen bonding interaction 

of the methyl group of 5 to 06G and phosphate oxygen of specific nucleotides (in salmon) of the TPP riboswitch 

(PDB ID 3D2X).

While understanding the actual contributions to the binding of these weaker interactions is not 

straightforward, this analysis suggests that weak hydrogen bonding either through aliphatic or 

aromatic carbon can be exploited for optimizing small molecule-RNA recognition.

4.5 Interactions involving ionic species

4.5.1 Cation-π 

Cation-π contacts are essentially electrostatic interactions as they form between a positively 

charged atom, normally an ammonium group, and the negative electronic cloud of an aromatic 

system. These are the fifth most represented type of interaction in RNA recognition (3.0%). 

Because of the RNA structure, the positive charge is exclusively found on the ligand. This is 

the case of aminoglycosides that are enriched with charged ammonium groups at 

physiological pH as demonstrated by the enhanced percentage of cation-π in Dataset A 
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(7.4%) compared to Dataset R (0.4%). On the other hand, in protein recognition, the positive 

charge is predominately found on amino acid side chains to interact with an aromatic ring of 

the ligand.19 G is by far the most frequent nucleotide (39 counts) for this type of interaction 

(Table S7) and this is consistent with G enhanced polarizability and  previous observations of 

cation-π between proteins and nucleic acids.68

A prominent example of cation-π in RNA recognition is the binding of guanidinium (6) to the 

guanidine II riboswitch (Figure 6).35 The guanidinium cation is stacked upon the nucleobase 

G6, making a cation-π interaction, and it is almost completely enclosed in a box delimited by 

C8 and A7 (not shown). This example highlights the importance of the guanidinium group in 

RNA recognition due to the ability to form a variety of interactions such as cation-π, salt 

bridges, hydrogen bonding and stacking. For this reason, the guanidinium is also largely 

exploited by proteins for nucleic acid recognition and several nucleic acid small molecule 

classes have demonstrated enhanced activity when containing this functionalization.28,69

Figure 6 (A) Structure of guanidine (6). (B) Depiction of the stacking of 6 to a G residue (in purple) of the guanidine 

II riboswitch (PDB ID 5NEF).

4.5.2 Salt bridges

Ionic interactions such as salt bridges between positive charges of small molecules and the 

negative charges of the phosphate groups in the backbone are considered crucial for small 

molecule affinity towards RNA. Despite this, they only represent 2.8% of interactions in our 

dataset (Figure 1, Table S8). Predicting the importance of the salt bridges to optimize the 

binding of small molecules can be difficult. In fact, these interactions are directional, and the 

energetic gain might vary according to the position of these contacts. For example, ionic 

interactions that occur in more buried binding pockets contribute to binding affinity more 

significantly compared to solvent exposed contacts because of the lower penalty paid by 

desolvation of the charge.19,70 In general, compounds that contain multiple positive charges 

are expected to bind more promiscuously. However, the difficulty in predicting the importance 

of ionic interactions is demonstrated by the unexpected structural behaviors observed when 
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reducing the number of charges from five to four in neamine and geneticin aminoglycosides,  

which resulted in nonspecific and sub stochiometric binding.41 This might be correlated to the 

architecture of aminoglycosides where neighbouring moieties can influence the equilibrium of 

protonation states at physiological conditions.71 This analysis underscores that as expected 

positive charges are fundamental for RNA small molecules binders (23 out of the 37 ligands 

of this analysis have at least one positive charge).  However, the low counts of ionic 

interactions in our dataset suggest that highly charged ligands are not the only avenue for 

RNA recognition, which is promising for achieving binding selectivity for therapeutically 

relevant RNA constructs and optimal medicinal chemistry properties, including cellular 

permeation, for RNA ligands. 

4.5.3 Interactions involving inorganic positive ions

Positive ions such as Mg2+ and K+ are fundamental for regulating RNA tertiary folding through 

ionic interaction and the water molecules in their solvation shell.72  Our analysis suggests that 

ions might also mediate the binding of small molecules through the same forces. In particular, 

we found 23 direct interactions between small molecules and Mg2+ and K+ ions (Table S9). 

For example, metal coordination is largely exploited by the thiamine pyrophosphate (TPP) 

riboswitch in which the two phosphate groups of the pyrophosphate are bound by a pair of 

hexa-coordinated Mg2+ ions with octahedral ligation geometry that coordinate the ligands to 

RNA through water-mediated hydrogen bonds with RNA (Figure S1).39 Through these 

interactions, the energetic cost associated with the charge repulsion between the negative 

charges of the ligand and the RNA are neutralized. This analysis corroborates the notion that 

ionic strengths and buffer components not only affect RNA conformation but are also important 

mediators between RNA and small molecules that should be considered when choosing the 

conditions for HTS.

4.6 Interactions involving halogens

Interactions involving halogen atoms such as halogen bonding and multipolar interactions are 

usually less frequent in small molecule-macromolecule interactions, nonetheless they can 

have an important role in determining the binding affinity and modulating the pharmacokinetic 

properties of the compounds.22 Halogen bonds are interactions defined between the positive 

electrostatic potential of a halogen (sigma hole) and electronegative acceptor such as oxygen, 

sulphur and nitrogen atoms. Because of the lack of polarizability of the C-F bond, this 

interaction can take place only with heavier halogen such as chlorine, bromine and iodine. On 
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the other hand, multipolar interactions are contacts that involve halogen (more frequently 

fluorine) with a weakly electrophilic group such as the amide carbon of the protein backbone. 

In our dataset, only two molecules contained fluorine or chlorine atoms and none of these 

interactions were observed.

Because of this limited amount of data, it is not possible to predict the importance of these 

interactions in RNA recognition. However, a wider analysis determined to understand the 

effect of halogen-mediated interactions in nucleic acid structures deposited in the PDB also 

revealed the lack of small molecule ligands utilizing these interactions for targeting nucleic 

acids.73 This analysis also underscored that for the few interactions measured, non-optimal 

geometries were found suggesting that the weak energetic gain derived from these 

interactions is usually overcome by more efficient interactions such as hydrogen bonding and 

stacking. 

5  Conclusion

We are currently at the early stages of developing therapeutics targeting RNA. Chemo-

informatic analyses that compare RNA-targeting ligands and FDA-approved small molecules 

support the notion that there are privileged structural characteristics for RNA recognition. Our 

systematic analysis provides direct evidence of this by highlighting the most frequent 

interactions used by small molecules for RNA recognition based on currently available 

complexes structurally determined by x-ray crystallography in the PDB. The comparison with 

protein recognition interactions highlights a distinct binding signature for RNA recognition, with 

hydrogen bonding and stacking being more prominent than hydrophobicity-driven interactions. 

Unfortunately, the lack of complete activity, thermodynamic and kinetic data currently available 

for these ligands precludes further extrapolation of the molecular recognition features for 

achieving high efficiency molecules.  While the field awaits additional studies containing full 

characterization, the information gathered from this survey can be used qualitatively for 

optimizing RNA-ligand interactions both in scaffold based-drug design and library curation for 

HTS. For example, these analyses suggest that optimization of interactions driven by 

hydrophobic effects might be more difficult compared to proteins and focusing on hydrogen 

bonding and stacking optimization is potentially more fruitful. Additionally, our analysis 

indicates that nucleobases rather than backbone are most prominently interacting with small 

molecules, and stacking interaction optimization might be more effective for targeting purine-

rich RNA motifs, while cation-π interaction can be useful for targeting G residues. Furthermore, 

the ranking of interactions provided might also serve for improving docking scoring functions 

that can be used for developing software packages that specifically address RNA recognition 

and result in more accurate and successful virtual screening campaigns. Altogether, we 
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foresee that this information will aid in establishing the principles driving RNA recognition by 

small molecules. 
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