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Theoretical Rationalization for the Equilibrium between (µ-h2:h2-
Peroxido)CuIICuII and Bis(µ-oxido)CuIIICuIII Complexes: 
Perturbational Effects from Ligand Frameworks 
Tsukasa Abe,a Yoshihito Shiota,a Shinobu Itohb and Kazunari Yoshizawa*a  

DFT calculations are carried out to investigate the geometric effects of the supporting ligands in the relative energies of the 
(µ-h2:h2-peroxido)CuIICuII complex 1 and the bis(µ-oxido)CuIIICuIII complex 2. The N3-tridentate ligand bearing acyclic propane 
diamine framework La preferentially provided 1, whereas the N3-tridentate ligand with cyclic diamine framework such as 
1,4-diazacycloheptane Lb gave 2 after the oxygenation of the corresponding CuI complexes as reported previously [S. Itoh, 
et al Inorg. Chem., 2014, 53, 8786–8794]. Calculations at the B3LYP*-D3 level of theory can reasonably explain the 
experimental results in relative energies, structures and harmonic frequencies of 1 and 2. Perturbational effects of the 
diamine chelates of La and Lb especially on the equilibrium of 1 and 2 are investigated in detail. In the range from 2.30 Å to 
3.40 Å of the N–N distance in the diamine moiety, 1 is more stable than 2 by 8.4 kcal/mol at the distance of 3.40 Å. Calculated 
potential energies indicate that the decrease in the N–N distance is associated with a decrease in energy of 2, leading that 
2 can be most stabilized at the N–N distance of 2.60 Å. Furthermore, molecular orbitals analyses are performed to explain 
that the energy gaps between the s* orbital of the O–O bond and the dx2–y2 orbitals of the CuII ions of 1 get small as the 
diamine moiety is shrunk, leading to facilitate the O–O bond cleavage from 1 to 2.  

Introduction 
Dicopper-dioxygen adducts have attracted much recent 
attention due to their importance as models for Type 3 copper 
proteins that participate in O2-binding and activation.1–7 For 
example, hemocyanins are well-known oxygen carrier proteins 
in arthropods and mollusks. Tyrosinases catalyze the 
oxygenation of phenols to catechols and further oxidation of 
catechols to ortho-quinones, whereas catechol oxidases are 
responsible only for the conversion of catechols to ortho-
quinones.8 The oxy-forms of these proteins have been shown by 
X-ray crystallography to involve a µ-h2:h2-peroxo binding 
mode.9–11 he main text of the article should appear here with 
headings as appropriate. 

In the synthetic modeling studies, Kitajima and co-workers 
have successfully obtained the first crystal structure of the (µ-
h2:h2-peroxido)CuIICuII complex 1 (Fig. 1), which was generated 

via the reduction of O2 by two copper(I) complexes as a model 
for the active sites of the oxy-forms of hemocyanin, tyrosinase 
and catechol oxidase.12–14 In certain ligand systems, further 
two-electron reduction of the peroxide moiety takes place to 
induce O–O bond homolytic cleavage to give the bis(µ-
oxido)CuIIICuIII complex 2 (also in Fig. 1), which was first 
structurally characterized by Tolman and co-workers.15–17 Even 
though 2 has yet to be observed in any enzymatic reactions, it 
has been considered to be formed as a transient reactive 
intermediate18,19 because the interconversion between 1 and 2 
has been shown to exhibit a low activation energy barrier.1,7,20 
It has been well established in the synthetic modeling studies 
that the equilibrium between 1 and 2 can be controlled by 
electronic-, geometric- and steric effects of the supporting 
ligands3,21–37 as well as the polarity of solvents38–40 and the 
basicity of counter anions.41,42 

Along with the synthetic modeling studies mentioned above, 
theoretical studies have been carried out to investigate the 
electronic structures of 1 and 2 and the mechanism of the O–O 
bond cleavage in 1 giving 2.43–71 The energy difference between 
the two forms strongly depends on functionals and basis sets 
used. Pierloot and co-workers indicated that the equilibrium is 
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Fig. 1 Core structures of dicopper-dioxygen complexes.
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shifted towards 2 by relativistic effects.55 The same strategy was 
followed later by Rode and Werner.65 Cramer and co-workers 
indicated that the incorporation of the Hartree–Fock exchange 
in hybrid density functionals was found to have a significant 
effect on the prediction of the relative energy between 1 and 
2.66 According to their report, 1 is stabilized in energy by 5–10 
kcal/mol when the ratio of the Hartree–Fock exchange is 
increased by 10%. Recently, Witte and Herres-Pawlis71 
rationalized the effects at the chemical level by finding 
relativistic bond stabilization in 1 and 2. In addition, the lack of 
dispersion corrections also favors 1 compared to 2. Liakos and 
Neese pointed out that only at the highest level of theory 
involving complete basis set extrapolation, triple excitation 
contributions as well as relativistic and solvent effects, 2 is 
found to be slightly more stable than 1.67 They also found that 
2 is more stable than 1 using the B3LYP functional with 
dispersion corrections. 

Previously, Abe, Itoh and co-workers reported that a subtle 
ligand modification greatly impacts the reactivity of Cu(I) 
complexes toward molecular oxygen.36 As shown in Fig. 2, 
ligand La having acyclic diamine framework affords 1 as a major 
product together with 2 as a minor product, whereas analogous 
ligand Lb having a 7-membered cyclic diamine framework 
provides only 2 in the oxygenation reaction of the copper(I) 
complexes at –85 °C in acetone. Despite the same donor sets in 
La and Lb (one-pyridine nitrogen and two alkylamine nitrogens), 
the N2–N3 distances of La are significantly changed depending 
on the oxidation states of the copper ions. Namely, the N2−N3 
distances are 3.298 Å in the copper(I) complex of [CuI(La)](PF6) 
and 3.067 Å in the copper(II) complex of [CuII(La)(Cl)](PF6).36 On 
the contrary, the N2−N3 distances of Lb are much shorter than 
those in the La ligand system and hardly changed both in the 
copper(I) and copper(II) oxidation states; the N2−N3 distances 
are 2.678 Å in the copper(I) complex [CuI(Lb)](PF6) and 2.613 Å 
in the copper(II) complex [CuII(Lb)(Cl)2].36 These structural 
effects may contribute to the reactivity difference of the 
copper(I) complexes of La and Lb toward molecular oxygen, as 
mentioned above.  

In this work, we set up and calculated four kinds of dicopper-
dioxygen complexes 1 and 2 supported by La and Lb consisting 
with the acyclic and cyclic diamine frameworks, respectively. 
Then, we investigated how the N2–N3 distance of the diamine 
framework controls the equilibrium between 1 and 2 using DFT 
calculations and molecular orbital analyses. 

Computational methods 
 The B3LYP method72 has been widely used for the simulation 
of various transition-metal complexes for more than 25 years. 
However, it tends to overestimate the stability of the (μ-η2:η2-
peroxido)CuIICuII complexes compared to that of the bis(µ-
oxido)CuIIICuIII complexes. We also confirmed this general 
tendency, as shown in Fig. S1 of the ESI. To avoid this problem, 
we used a newly parametrized version of B3LYP developed by 
Reiher and co-workers:73 the B3LYP* functional with 15% 
Hartree–Fock exchange instead of 20% in the B3LYP functional. 
All calculations were performed by using the spin-unrestricted 
DFT (UDFT) implemented in the Gaussian 16 package74 for 
structural optimizations. We used the (16s10p6d) primitive set of 
Wachters−Hay supplemented with one polarization f-function (a 
= 1.44 for Cu)75 for the Cu atoms and the D95** basis set for the 
H, C, N and O atoms.76 We added Grimme’s dispersion correction 
(D3)77 because Liakos and Neese suggested that Grimme’s 
dispersion correction gave a very good guess for the energies of 1 
and 2.67 Without this correction, the prediction of the energies of 
1 and 2 is not appropriate, as shown in Fig. S2 of the ESI. Therefore, 
we used the D3 parameters for the B3LYP functional. Siegbahn 
and co-workers reported that the energies of some 
metalloenzyme active sites calculated by B3LYP*-D3 are almost 
identical to those calculated by B3LYP-D3.78 For the calculations 
of the (μ-η2:η2-peroxido)CuIICuII complexes, we initially adopted 
triplet state (S = 1) and then computed open-shell singlet (OSS) 
energies using the broken-symmetry approach. After structural 
optimizations, vibrational analyses were performed to ensure 
that no imaginary frequencies were found. Cramer and co-
workers indicated that the continuum solvation calculations 
predict electrostatic effects to favor the bis(µ-oxo)CuIIICuIII 
complexes over the (µ-h2:h2-peroxido)CuIICuII complexes by 1–4 
kcal/mol.66 Because we consider the effects of the solvation 
required for the prediction of the relative energy between 1 and 
2, implicit solvent effects were included by using the polarized 
continuum model (PCM).79 In this work, the N3-substituent of Lb 
was replaced to the methyl group (–CH3) instead of the phenethyl 
group (–CH2CH2C6H5) used in the experimental studies by Abe and 
Itoh et al.36 to exclude effects of the ligand sidearm. 

Results and discussions 
Energies, Frequencies and Structures. Fig. 3 shows calculated 
energies of the (µ-h2:h2-peroxido)CuIICuII (1a and 1b) and the 
bis(µ-oxido)CuIIICuIII (2a and 2b) complexes generated by using 
ligands La and Lb at the B3LYP*-D3 level of theory. The (µ-h2:h2-
peroxido)CuIICuII complex, [CuII2(La)2(O22–)]2+ (1a), is more stable 
than the bis(µ-oxido)CuIIICuIII complex, [CuIII2(La)2(O2–)2]2+ (2a), in 
the La ligand systems by 4.1 kcal/mol, whereas the bis(µ-
oxido)CuIIICuIII complex, [CuIII2(Lb)2(O2–)2]2+ (2b), is more stable 
than the (µ-h2:h2-peroxido)CuIICuII complex, [CuII2(Lb)2(O22–)]2+ 
(1b), by 6.9 kcal/mol in the Lb ligand systems.  
These results are consistent with the experimental results in that 
La provided the the (µ-h2:h2-peroxido)CuIICuII complex as a major 
product together with the corresponding bis(µ-oxido)CuIIICuIII Fig. 2 N3-tridentate ligands consisting with acyclic-diamine 

framework La and cyclic-diamine framework Lb.
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complex as a minor product, whereas Lb analogue gave the bis(µ-
oxido)CuIIICuIII complex as the solely detectable product.36 
 

  
 We calculated harmonic frequencies at the B3LYP*-D3 level 
to evaluate the Raman active vibrational modes characteristic of 
the Cu2O2 core structures. Calculated Raman bands show that the 
Cu–Cu stretching for the breathing mode of the (µ-h2:h2-
peroxido)CuIICuII core is 288 cm–1 in 1a and 274 cm–1 in 1b, as 
shown in Fig. 4. The calculated value for 1a well reproduces an 
experimental value of 276 cm–1 for 1a.36 We also confirm that 
these Raman bands are hardly shifted upon 18O2-substitution. 
Thus, the peak positions as well as the isotope inactive bands are 
in good agreement with the Cu–Cu stretching bands of 1 reported 
by Solomon and co-workers.80 We also obtained two kinds of 
Raman bands derived from the bis(µ-oxido)CuIIICuIII core of 2a and 
2b at about 600 cm–1. Tolman and co-workers reported that there 
are two types of Cu2O2 core vibrations, breathing and pairwise 
modes.81 We can also confirm these two independent vibrations 
including Cu–O stretching at 625 (2a) and 634 cm–1 (2b) for the 
breathing mode and 630 (2a) and 598 cm–1 (2b) for the pairwise 
mode. These peak shifts to 603 (2a) and 609 cm–1 (2b) for the 
breathing mode and 609 (2a) and 580 cm–1 (2b) for the pairwise 
mode upon 18O2-substitution. The peak positions and the isotope 
shifts experimentally observed81 are consistent well with our 
calculations. 

 Let us next look at the optimized structures of the two (μ-
η2:η2peroxido)CuIICuII complexes (1a and 1b) shown in Fig. 5 to 
consider geometrical aspects in the stability of dicopper-dioxygen 
complexes. The two copper(II) ions of 1a have a five-coordinate 
distorted square pyramidal structure because τ5 = 0.07 around 
Cu1 and 0.23 around Cu2, where τ5 is defined as (b – a)/60, b 
being the maximum N–Cu–O angle and a being the second 
maximum N–Cu–O angle. For example, τ5 = 0.00 for an ideal 
square pyramidal structure and τ5 = 1.00 for a trigonal-
bipyramidal structure.82 These copper(II) ions consist of the 
ligands with the two nitrogen atoms N2 and N3 (N5 and N6) 
located in the equatorial positions and one nitrogen atom N1 (N4) 
located in the axial position. The peroxide moiety O1 and O2 
occupies the other two equatorial positions. 1b also has a 
distorted square pyramidal structure (τ5 = 0.36 and 0.20). 
Regarding to the Cu2O2 cores of 1a and 1b, the O1–O2 bond 
distances of 1.45 Å in 1a and 1.46 Å in 1b and the Cu1–Cu2 bond 
distances of 3.52 Å in 1a and 3.42 Å in 1b are nearly identical to 
the typical O–O and Cu–Cu distances of the (μ-
η2:η2peroxido)CuIICuII complexes determined by X-ray 
crystallography.1 The Cu1–Cu2 distance of 1b is shorter than that 
of 1a because the structure of 1b is more distorted than that of 
1a, where the dihedral angles Cu1–O1–O2–Cu2 are 143.1° in 1a 
and 133.2° in 1b. Large structural constrain in 1b due to the 
rigidity of the cyclic diamine moiety may cause its instability. 

 
 We further look at the optimized structures of the two bis(µ-
oxido)CuIIICuIII complexes (2a and 2b) in Fig. 5. The two copper(III) 
ions in the structures have five-coordinate distorted square 
pyramidal structures (τ5 = 0.03, 0.02 in 2a and 0.10, 0.18 in 2b). 
These copper ions consist of ligands with two nitrogen atoms N2 
and N3 (N5 and N6) located in the equatorial positions and one 
nitrogen atom N1 (N4) located in the axial position. The two oxide 
ions O1 and O2 occupy the other two equatorial positions. 
Regarding to the Cu2O2 cores of 2a and 2b, the geometrical 
parameters such as the distances of Cu1–Cu2 and O1–O2 and the 

Fig. 3 Calculated energy differences between the (μ-η2:η2-
peroxido)CuIICuII 1 and the bis(µ-oxido)CuIIICuIII complex 2 in (A) La and 
(B) Lb ligand systems.

Fig. 4 Illustrations of the calculated vibrational modes and values for 
Cu2O2 cores of 1a, 1b, 2a and 2b.

Fig. 5 Optimized structures of 1a, 1b, 2a and 2b. The units of lengths are 
Å. H atoms are omitted for clarity.
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dihedral angle of Cu1–O1–O2–Cu2 are similar to the reported 
values of the bis(µ-oxido)CuIIICuIII complexes determined by X-ray 
crystallography.1 For 2a and 2b, the Cu1–Cu2 distances are 
shortened from 2.84 Å in 2a to 2.72 Å in 2b and the O1–O2 
distances are elongated from 2.26 Å in 2a to 2.40 Å in 2b although 
the dihedral angles of 2a and 2b are comparable. 

 According to the molecular orbitals in 1a, 1b, 2a and 2b, as 
shown in Fig. 6, the lobes of the dx2–y2 orbitals of the two Cu ions 
are oriented to the N2–Cu1 and N3–Cu1 bonds, the x and y axes 
being defined in Fig. 6. The dx2–y2 orbitals of the (μ-η2:η2-
peroxido)CuIICuII complexes 1a and 1b correspond to the SOMOs 
(singly occupied molecular orbitals), whereas those of the bis(µ-
oxido)CuIIICuIII complexes 2a and 2b correspond to the LUMOs. As 
the dx2–y2 orbitals get higher in energy, the (μ-η2:η2-
peroxido)CuIICuII complexes are destabilized because the SOMOs 
are likely to release the electrons, whereas the bis(µ-
oxido)CuIIICuIII complexes are stabilized because the LUMOs are 
unlikely to receive the electrons. When the cone angle N2–Cu1–
N3 approaches 90°, the electrostatic repulsion between the dx2–

y2 orbitals and the lone pair orbitals of the N2 and N3 donor atoms 
can be maximized according to ligand field theory. When the cone 
angle N2–Cu1–N3 is much larger than 90°, the (μ-η2:η2-
peroxido)CuIICuII complexes can be stabilized in energy, whereas 
when it is close to 90°, the bis(µ-oxido)CuIIICuIII complexes can be 
stabilized. We consider that La can more stabilize the (μ-η2:η2-
peroxido)CuIICuII complex while Lb can more stabilize the bis(µ-
oxido)CuIIICuIII complex because an averaged cone angle N2–Cu1–
N3 (N5–Cu2–N6) of 101.1° in La is larger than that of 82.1° in Lb, 
as shown in Fig. 5. In fact, the X-ray crystal structures of the (μ-

η2:η2-peroxido)CuIICuII complexes and the bis(µ-oxido)CuIIICuIII 
complexes supported by alkylamine ligands show that the 
average of the cone angles between the equatorial positions of 
the nitrogen atoms (Neq) and the copper center Neq–Cu–Neq are 
103.8° in the (μ-η2:η2-peroxido)CuIICuII complexes23,35 and 89° in 
the bis(µ-oxido)CuIIICuIII complexes.17,83–85 
 
Effects of the Distance between N2 and N3 in the Diamine 
Chelate. To investigate whether the N2–N3 (N5–N6) distance of 
the diamine moiety would control the stability of the dicopper-
dioxygen complexes, we calculated the relative energies [DE = 
E(2a) – E(1a)] as a function of the N2–N3 (N5–N6) distance 
between 2.30 Å and 3.40 Å. In Lb, the rigidity of the diamine 
chelate interferes to maintain the reasonable structure of 1b and 
2b in the range from 2.30 Å to 3.40 Å of the N2–N3 (N5–N6) 
distance. Thus, we considered only the energy difference 
between 1a and 2a. As shown in Fig. 7, the change of DE depends 
on the N2–N3 (N5–N6) distance of La. Notably, DE shows a 
second-order hyperbolic curve with respect to the N2–N3 (N5–
N6) distance of La (R2 = 0.998). At the long N2–N3 (N5–N6) 
distance of 3.40 Å, 1a is more stable than 2a by 8.4 kcal/mol. Then, 
as the N2–N3 (N5–N6) distance decreases, DE gradually decreases 
to zero at the N2–N3 (N5–N6) distance of 2.69 Å (point Y in Fig. 
7). In the N2–N3 (N5–N6) distance around 2.60 Å (between points 
X and Y), 2a is slightly favored in energy relative to 1a by 0.4 
kcal/mol. These computed results are fully consistent with the 
experimental result that ligand La gives a mixture of 1a (major 
product) and 2a (minor product).36 Fig. 7 indicates that the 
formation of the bis(µ-oxido)CuIIICuIII complexes is made when 
the N2–N3 (N5–N6) distance is in between 2.43 Å and 2.69 Å 
(between X and Y). In fact, since the N2–N3 (N5–N6) distance is 
2.61 Å in 2b, as shown in Fig. 5, 2b is energetically more stable 
than 1b. Fig. 6 Calculated SOMOs in 1a and 1b and LUMOs in 2a and 2b. H atoms 

are omitted for clarity.

Fig. 7 Plots of energy difference, DE = E(2a) – E(1a) as a function of the N2–
N3 (N5–N6) distance in La. A dotted line stands for the equal of the energies 
of 1a and 2a. DE is zero at the N2–N3 (N5–N6) distances of 2.43 (point X) 
and 2.69 (point Y).

Page 4 of 9Dalton Transactions



Journal Name  ARTICLE 

This journal is © The Royal Society of Chemistry 20xx J. Name .,  2013, 00 , 1-3 | 5  

Please do not adjust margins 

Please do not adjust margins 

 We next take a look at the molecular orbitals of 1a and 2a 
along the N2–N3 (N5–N6) distance to understand the reason why 
O2 is more activated when the chelate diamine moiety is shrunk. 
The Cu2O2 core involves the three key orbitals formed from the 
mixture of the s* orbital of the O–O moiety and the dAx2–y2 and 
dBx2–y2 orbitals of the Cu ions, as shown in Fig. 8(A) and 8(B). Let 
us first consider the electronic configuration of the two electrons 
in the three orbitals. In the (μ-η2:η2-peroxido)CuIICuII complexes, 
the s* orbital of O22– lies far above the dx2–y2 orbitals,49 so that the 
s* orbital of 1a would not interact with the dx2–y2 orbitals of the 
CuII ions, the x and y axes being defined in Fig. 8. Therefore, one 
can consider that the triplet or open-shell singlet state should be 
the ground state of 1a, as shown in Fig. 8(A). 
 Once the O–O bond of the (μ-η2:η2-peroxido)CuIICuII complex 
is cleaved, the s* orbital of the dioxygen moiety goes down to lie 
below the dx2–y2 orbitals of the Cu ions.49 Consequently, the two 
electrons accommodated in the two dx2–y2 orbitals would transfer 
to the s* orbital with a reconstruction of its bonding nature. 
Therefore, the HOMO of the bis(µ-oxido)CuIIICuIII complex mainly 
consists of the dx2–y2 + s* orbital while the LUMOs consist of the 
dAx2–y2 – s* and dBx2–y2 – s* orbitals, where + and – show bonding 
and antibonding interactions, respectively. This orbital analysis 
tells us that the energy levels of the s* orbital of the dioxygen 
moiety and the two dx2–y2 orbitals can control the spin state and 
the interconversion between 1a and 2a. 

 
 The energies of the molecular orbitals are significantly 
changed as a function of the N2–N3 (N5–N6) distance in La. As the 
N2–N3 (N5–N6) distance is shortened, the energies of the dAx2–y2 
and dBx2–y2 orbitals go up, as shown in Fig. 8(C). The lobes of the 
dx2–y2 orbitals of the CuII ions are oriented well to the N2–Cu1 (N5–
Cu2) and N3–Cu1 (N6–Cu2) bonds, as shown in Fig. 6. Since the 

cone angle N2–Cu1–N3 (N5–Cu2–N6) is reduced along with the 
decrease of the N2–N3 (N5–N6) distance, the overlap between 
the dx2–y2 orbitals of the CuII ions and the lone pair orbitals of the 
N2 and N3 (N5 and N6) atoms increases, resulting in that the 
bonding orbital consisting of the dAx2–y2 and dBx2–y2 orbitals of the 
CuII ions and the lone pair orbitals of the N2 and N3 (N5 and N6) 
atoms goes down in energy while the antibonding orbital 
consisting of them goes up (Fig. S3 of the ESI). This antibonding 
orbital is the SOMO corresponding to the dAx2–y2 (dBx2–y2) orbital in 
Fig. 8(A). Therefore, when the N2–N3 (N5–N6) distance decreases, 
the energy of the dAx2–y2 (dBx2–y2) orbitals goes up, leading to 
decrease the energy gap between the s* orbital and the dAx2–y2 
(dBx2–y2) orbital (Figs. 8(C) and S4 of the ESI). Since the small 
energy gap enhances the contribution of the s* orbital in the 
SOMOs of 1a, the injection of more electrons into the s* orbital 
occurs concomitant with the elongation of the O1–O2 bond 
distance. Calculated bond order of the O1–O2 bond decreases as 
the N2–N3 (N5–N6) distance decreases in 1a, as shown in Figs. S5 
and S6 of the ESI. In fact, the electron injection into the s* orbital 
is efficient enough to elongate the O1–O2 bond distance in 
1a.35,50,86 
 As the N2–N3 (N5–N6) distance decreases, the dAx2–y2 – s* 
and dBx2–y2 – s* orbitals in 2a are destabilized, as seen in Fig. 8(D). 
In contrast, the energy of the dx2–y2 + s* orbital remains 
unchanged in between 3.40 Å and 2.80 Å while there is an 
increase in between 2.80 Å and 2.30 Å. Calculated energy gaps 
between the dAx2–y2 – s* and dBx2–y2 – s* orbitals and the dx2–y2 + 
s* orbital increase from 3.14 eV at 3.40 Å to 3.47 eV at 2.80 Å. 
They are nearly constant in the range from 3.47 eV at 2.80 Å to 
3.45 eV at 2.60 Å. They decrease from 3.45 eV at 2.60 Å to 3.26 
eV at 2.30 Å, as shown in Fig. S7 of the ESI. Thus, our MO analyses 
indicate that the range between 2.80 Å and 2.60 Å of the N2–N3 
(N5–N6) distance is suited for the stabilization of the bis(µ-
oxido)CuIIICuIII complex if we ignore the distortion energy from 
the ligands. Actually, it is small enough. 

Conclusions 
 In summary, we have carried out a computational study on 
the (μ-η2:η2-peroxido)CuIICuII complexes 1 and the bis(µ-
oxido)CuIIICuIII complexes 2 having N3-tridentate ligands La and Lb 
using the B3LYP*-D3 functional. The calculated Cu–Cu stretching 
vibrational frequencies of the (μ-η2:η2-peroxido)CuIICuII 
complexes 1a and 1b are 288 and 274 cm–1, respectively, which 
are in good agreement with the experimental resonance Raman 
bands.36 For the bis(µ-oxido)CuIIICuIII complexes 2a and 2b, there 
are two different types of vibrational modes, which are breathing 
and pairwise modes. The peak positions as well as the isotope 
shifts upon 18O2-substitution of the Cu–O stretching in 2a and 2b 
are consistent with those of the reported bis(µ-oxido)CuIIICuIII 
complexes. The B3LYP*-D3 functional was found to be effective 
to evaluate not only the vibrational frequencies but also the 
relative energies of 1 and 2. [CuII2(La)2(O22–)]2+ (1a) is 4.1 kcal/mol 
more stable than [CuIII2(La)2(O2–)2]2+ (2a), whereas 
[CuIII2(Lb)2(O2–)2]2+ (2b) is 6.9 kcal/mol more stable than 
[CuII2(Lb)2(O22–)]2+ (1b). These results agree well with the 

Fig. 8 Schematic representation of the key molecular orbitals in the 
conversion from (A) 1a to (B) 2a. Walsh diagrams of (C) σ*, dAx2–y2 and dBx2–

y2 orbitals along the distance of the diamine framework N2–N3 (N5–N6) in 
1a and (D) dAx2–y2 – σ*, dBx2–y2 – σ* and dx2–y2 + σ* orbitals along the distance 
of the diamine framework N2–N3 (N5–N6) in 2a. dAx2–y2 – σ* and dBx2–y2 – 
σ* orbitals are degenerate in 2a.
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experimental results that La provides 1a as a major product, 
whereas Lb analogue gives 2b predominantly.36  
 To investigate the perturbational effects from the ligand 
frameworks on the stability of the Cu2O2 complexes, we 
calculated the potential energies of 1a and 2a at the distance of 
N2–N3 (N5–N6) of La from 2.30 Å to 3.40 Å. Clearly, the relative 
energy between 1a and 2a depends on the N2–N3 (N5–N6) 
distance of La, showing a second-order hyperbolic curve with 
respect to the N2–N3 (N5–N6) distance of La, as shown in Fig. 7. 
At the N2–N3 (N5–N6) distance of 3.40 Å, 1a is 8.4 kcal/mol more 
stable than 2a. As the diamine moiety is shrunk, the relative 
energy between 1a and 2a decreases to zero at the N2–N3 (N5–
N6) distance of 2.69 Å. The formation of the bis(µ-oxido)CuIIICuIII 
complexes is made when the distance between the two N atoms 
located in the equatorial positions is in between 2.43 Å and 2.69 
Å. 
 To clarify the reason why O2 is more activated when the 
chelate diamine moiety is shrunk, we analyzed molecular orbitals 
of 1 and 2 by considering the electronic configuration of two 
electrons in the two 3d orbitals of the CuII ions and the s* orbital 
of the O–O moiety. For the (μ-η2:η2-peroxido)CuIICuII complexes, 
the s* orbital is higher in energy than the dx2–y2 orbitals of the CuII 
ions, resulting in that the s* orbital of 1a little interacts with the 
dx2–y2 orbitals of the CuII ions. When the (μ-η2:η2-peroxido)CuIICuII 
complexes covert into the bis(µ-oxido)CuIIICuIII complexes, the s* 
orbital is lower in energy than the dx2–y2 orbitals of the CuIII ions. 
Our MO analyses suggest that the N2–N3 distance can finely tune 
the interactions between the lone pair orbitals of the N2 and N3 
atoms and the dx2–y2 orbitals of the Cu ions, demonstrating that 
the interactions between the dx2–y2 orbitals of the Cu ions and the 
s* orbital of the O–O bond can control the equilibrium of the (μ-
η2:η2-peroxido)CuIICuII complex and the bis(µ-oxido)CuIIICuIII 
complex. These results provide new insights into the design of 
dicopper complexes and their catalytic activity. 
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