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Temperature and Solvent-Dependent Photoluminescence 
Quenching in [Ru(bpy)2(bpy-cc-AQ)]2+ 
Christopher B. Larsen*a 

I have herein investigated the solvent-dependent photoluminescence quenching mechanism of [Ru(bpy)2(bpy-cc-AQ)]2+ 
using variable temperature emission spectroscopies. The photophysics of this complex are dominated by an excited-state 
thermal equilibrium between a photoluminescent 3MLCT state and a charge-separated state that lies higher in energy 
relative to the 3MLCT state in low polarity solvents and approximately isoenergetic in high polarity solvents. Furthermore, 
an unusual photoluminescence temperature-dependence in high polarity solvents is shown to arise from competition 
between enthalpic factors favouring the charge-separated state and entropic factors favouring the photoluminescent 3MLCT 
state, analogous to the molecular light-switch effect of [Ru(bpy)2(dppz)]2+. The solvent-dependent photoluminescence 
quenching of [Ru(bpy)2(bpy-cc-AQ)]2+ is attributed to two key solvent-dependent factors: (1) the excited-state equilibrium 
position and (2) the rate of charge-recombination from the charge-separated state.

Introduction
The development of molecular systems in which 
photoluminescence can be switched on/off upon interaction 
with an external stimulus provides the foundation for both 
molecular logic and sensing applications.1-17 Whilst 
photoluminescence modulation upon binding of chemical 
analytes1-12 and through photochromic transformations is well-
established,13-17 the use of solvent and temperature are 
significantly less explored.
The potential of solvent to modulate photoluminescence is 
well-demonstrated by the molecular light-switch effect of 
[Ru(bpy)2(dppz)]2+ (Figure 1 left, bpy = 2,2′-bipyridine, dppz = 
dipyrido[3,2-a:2′,3′-c]phenazine) and related complexes, in 
which the complex exhibits bright photoluminescence in aprotic 
solvents or when intercalated into double-strand DNA, but is 
non-luminescent in protic solvents/aqueous media.18, 19 It has 
long been known that this phenomenon arises from two close-
lying acceptor orbitals localised on the bipyridine and phenazine 
sections of the dppz ligand, which in combination with the 
metal, form a photoluminescent 3MLCT excited state and a non-
luminescent charge-separated (CS) state, respectively.20-32

In two key studies, Brennaman et al. demonstrated that the 
molecular light-switch effect of [Ru(bpy)2(dppz)]2+ arises from 
an excited-state thermal equilibrium between these two states, 
wherein the CS state is always enthalpically favoured (at least 
over the investigated solvent range) and the 3MLCT state 
entropically favoured, which was attributed to the separation 

of charge inducing greater order in the surrounding solvent.33, 

34 The competition between enthalpic and entropic factors 
results in an unusual inversion of excited-state populations, 
such that the photoluminescent 3MLCT state dominates in 
aprotic solvents (or in the presence of double-strand DNA), and 
the CS state in protic solvents, which gives rise to the large 
environment-dependent contrast from which the effect derives 
its name.

Figure 1. Chemical structures of [Ru(bpy)2(dppz)]2+ (left) and [Ru(bpy)2(bpy-cc-AQ)]2+ 
(right). Green sections represent [Ru(bpy)3]2+ photosensitiser core, blue sections 
represent electron acceptors that contribute to the respective CS states.

The utility of excited-state thermal equilibria in modulating 
photophysical properties has also been demonstrated within 
the contexts of excited-state deactivation through ligand-field 
channels,35, 36 thermally-activated delayed fluorescence (TADF) 
for OLED applications,37-39 and photoluminescence lifetime 
elongation through the ‘triplet reservoir’ effect.40-42

Within the context of developing new systems in which solvent 
could modulate photoluminescence properties through 
activation/deactivation of intramolecular electron-transfer 
(ET), myself and others recently reported a molecular dyad 
comprised of a [Ru(bpy)3]2+ photosensitiser and an 
anthraquinone (AQ) acceptor coupled by an ethynyl (cc) linker 
([Ru(bpy)2(bpy-cc-AQ)]2+, Figure 1 right).43 We demonstrated 
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that the photoluminescence quantum yield and lifetime of 
[Ru(bpy)2(bpy-cc-AQ)]2+ could be modulated over several 
orders of magnitude as a function of solvent dielectric constant 
and hydrogen-bond donor strength. This was assigned to 
solvent-mediated activation/deactivation of ET from a 
photoluminescent 3MLCT excited-state to the AQ acceptor, and 
ultrafast optical transient absorption and time-resolved 
infrared spectroscopies provided direct evidence for formation 
of the resultant CS state and for rapid formation of an excited-
state thermal equilibrium/pseudoequilibrium.
I herein investigate the mechanism of solvent-dependent 
photoluminescence quenching of [Ru(bpy)2(bpy-cc-AQ)]2+ in 
greater detail using variable temperature emission 
spectroscopies. I observe an unusual temperature-dependence 
of photoluminescence intensities and lifetimes in high polarity 
solvents, attributed to an excited-state thermal equilibrium 
highly reminiscent of that observed for [Ru(bpy)2(dppz)]2+, 
driven by competing enthalpic and entropic factors favouring 
the CS and 3MLCT states, respectively. The solvent-dependent 
photoluminescence quenching of [Ru(bpy)2(bpy-cc-AQ)]2+ is 
attributed to two key solvent-dependent factors: (1) the 
excited-state equilibrium position and (2) the rate of charge-
recombination from the CS state.

Results and Discussion
Variable temperature photoluminescence spectra, decay traces 
and corresponding lifetimes upon excitation into the MLCT 
absorption manifold (see ref. 43 for absorption spectra) of 
[Ru(bpy)2(bpy-cc-AQ)]2+ in 1,2-dichloroethane (ε = 10.4), 
butyronitrile (ε = 20.7), acetonitrile (ε = 36.6) and ethanol (ε = 
24.6) are presented in Figure 2. Photoluminescence decays are 
monoexponential in all solvents and at all recorded 
temperatures.
In 1,2-dichloroethane, the photoluminescence intensity 
decreases with increasing temperature, and the 
photoluminescence lifetime concomitantly decreases, whereas 
the opposite trend is observed in the higher polarity solvents. 
The simplest explanation for this behaviour is a reversal in 
excited-state ordering, whereby the CS state lies higher in 
energy relative to the 3MLCT state in low polarity solvents, and 
lower in high polarity solvents (Figure 3), such that the 3MLCT 
state thermally repopulates.
Myself and others have previously demonstrated that transient 
absorption spectra of [Ru(bpy)2(bpy-cc-AQ)]2+ are dominated by 
signals associated with the 3MLCT state, even in high polarity 
solvents, and exhibit identical kinetics to the respective 
photoluminescence decays.43 Previous works have attributed 
similar behaviour to the rate of charge-recombination (kCR) 
being greater than the rate of charge-separation (kET in Figure 
3), such that the CS state does not accumulate sufficiently to be 
experimentally observed.44, 45 However, this explanation fails to 
account for the thermal repopulation of the 3MLCT state 
observed in the higher polarity solvents, as it would necessarily 
require the rate of endergonic back electron-transfer (kBET in 
Figure 3) to be greater than exergonic kET. Ultrafast 
spectroscopies provided direct evidence for rapid 

establishment of an excited-state thermal equilibrium/pseudo-
equilibrium,43 which is more consistent with the observed 
variable-temperature photoluminescence behaviour.
For a thermally equilibrated excited-state manifold, 
depopulation of the excited-state manifold to the ground-state 
is described by the sum of the decay rates of all individual states 
(ki) weighted by their equilibrium populations (ni) in Equation 1, 
where N is the total excited-state population at a given point in 
time (t) and kobs the observed rate constant (defined as the 
inverse of the observed lifetime, τobs).46

(1)
∂𝑁
∂𝑡 = ― 𝑁 ∙ 𝑘𝑜𝑏𝑠 = ― ∑

𝑖 = 1𝑘𝑖𝑛𝑖

ni is further expressed as a Boltzmann distribution in Equation 
2, where Gi is the free energy of a given state and kB the 
Boltzmann constant (8.617 × 10-5 eV K-1).

(2)𝑛𝑖 =
𝑁 ∙ 𝑒

( ―𝐺𝑖
𝑘𝐵𝑇)

∑
𝑗 = 1𝑒

( ―𝐺𝑗
𝑘𝐵𝑇)

Working with this thermally equilibrated two-state model as 
depicted in Figure 3, Equation 3 is derived from Equations 1 and 
2, where kMLCT is the rate of depopulation of the 3MLCT excited-
state to the ground-state (combining both radiative and non-
radiative channels), kCR the rate of charge-recombination (i.e. 
depopulation from the CS state to the ground-state), and ΔGET 
the reaction free energy for ET. This derivation can be found in 
the supporting information of ref. 43.

(3)𝑘𝑜𝑏𝑠 =
𝑘𝑀𝐿𝐶𝑇 + 𝑘𝐶𝑅 ∙ 𝑒

― (𝛥𝐺𝐸𝑇
𝑘𝐵𝑇 )

1 + 𝑒
― (𝛥𝐺𝐸𝑇

𝑘𝐵𝑇 )
Equation 3 satisfactorily models the variable temperature 
behaviour of the photoluminescence lifetimes in 1,2-
dichloroethane, from which a ΔGET of 0.27 eV (2180 cm-1) is 
obtained (Table 1, top entry). In Equation 3, I have assigned the 
higher energy (depopulating) state as the CS state, as it is well-
established that the ligand-field states lie 3000-3500 cm-1 
higher in energy than the 3MLCT state in [Ru(bpy)3]2+,33-35, 47, 48 
and even higher still in analogues with electron-withdrawing 
substituents or extended conjugation on the ligand,49-51 as is the 
case with [Ru(bpy)2(bpy-cc-AQ)]2+. However, the possibility of 
deactivation through the nominally 3T1g

 ligand-field state (under 
the approximation of octahedral geometry) cannot be fully 
discounted. Indeed, the derived value of τCR (kCR

-1) is more 
consistent with ligand-field deactivation than what would be 
expected from Marcus inverted region kinetics (see below). 
Although there is no direct evidence for multiple deactivating 
states, as employing an appropriate three-state model does not 
improve the goodness-of-fit, it is plausible that the ligand-field 
and CS states are energetically proximal, and the derived value 
of τCR represents a population weighted average of the two 
respective decay rates.
In contrast, Equation 3 is unable to even qualitatively reproduce 
the variable temperature behaviour of the photoluminescence 
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lifetimes in the higher polarity solvents. However, the 
observation of monoexponential photoluminescence decays in 
all investigated solvents implies that the excited-state manifold 
is thermally equilibrated, and that the divergence in behaviour 
arises from the temperature-dependence of ΔGET. In Equation 
4, ΔGET is therefore expressed as ΔHET – TΔSET, where ΔHET and 
ΔSET are the reaction enthalpy and entropy, respectively, of ET. 

(4)𝑘𝑜𝑏𝑠 =
𝑘𝑀𝐿𝐶𝑇 + 𝑘𝐶𝑅 ∙ 𝑒

― (𝛥𝐻𝐸𝑇 ― 𝑇𝛥𝑆𝐸𝑇
𝑘𝐵𝑇 )

1 + 𝑒
― (𝛥𝐻𝐸𝑇 ― 𝑇𝛥𝑆𝐸𝑇

𝑘𝐵𝑇 )
Equation 4 satisfactorily models the variable temperature 
behaviour of the photoluminescence lifetimes in the high 
polarity solvents (Figure 2, right). Resultant fit parameters are 
presented in Table 1. My intent from modelling the variable 
temperature photoluminescence lifetimes is not to 
quantitatively assess individual rate constants, but rather to 
qualitatively explain the unusual observation of increasing 
photoluminescence lifetimes with increasing temperature. The 
temperature range is too narrow (see SI, p. S1-2), and the model 
too simple for quantitative analysis. For example, Equations 3 
and 4 do not consider state degeneracies, treating the 
photoluminescent 3MLCT state as a single state, whereas it is 
well-established that [Ru(bpy)3]2+ possesses four close-lying 
MLCT excited states that are thermally equilibrated at 
temperatures relevant to this work.33, 35, 46, 52, 53 Furthermore, 

kCR is treated as a temperature-independent term, whereas kCR 
is dictated by Marcus theory and would therefore be expected 
to exhibit a temperature-dependence (assuming charge-
recombination does not occur in the barrierless region of the 
Marcus parabola).54, 55 It should be noted that a temperature-
dependence of kCR alone cannot account for the observed 
variable temperature photoluminescence lifetime behaviour 
(see SI, p. S2). It is therefore evident that τobs is dominated by 
thermally-induced changes in the equilibrium position rather 
than in kCR. In principle, this arises because the activation energy 
for charge-recombination is less sensitive than the excited-state 
equilibrium constant (Keq) to changes in ΔGET (see SI, p. S3). The 
derived values of τCR in the high polarity solvents (Table 1) imply 
Marcus inverted region kinetics not too far from the barrierless 
region, which would further exacerbate this difference in 
sensitivity. The value derived for 1,2-dichloroethane is an 
evident outlier, which may be attributed to the influence of 
ligand-field deactivating states (see above).
As the above considerations negate quantification of individual 
rate constants, it suffices to note that kCR is substantially greater 
than kMLCT in all investigated solvents (Table 1), in line with 
expectation for a strongly-coupled system with a short donor-
acceptor distance. It also should be noted that Equations 3 and 
4 are only valid if establishment of the excited-state equilibrium 
(kET + kBET), which has previously been determined to be on the 
order of a few tens of picoseconds,43 is rapid with respect to 
kMLCT and kCR.
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Figure 2. Variable temperature emission spectra (left), decay traces (centre) and corresponding lifetimes (right) of [Ru(bpy)2(bpy-cc-AQ)](PF6)2 in 1,2-dichloroethane, butyronitrile, 
acetonitrile and [Ru(bpy)2(bpy-cc-AQ)]Cl2  in ethanol (20 μM, λex = 475 nm). Derived fit parameters are reported in Table 1.
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Figure 3. Jablonski diagram depicting excited states of [Ru(bpy)2(bpy-cc-AQ)]2+ used to 
construct the kinetic model employed in Equations 3-5. Arrows connecting the d,d states 
are omitted as they are not explicitly accounted for in Equations 3-5.

Qualitatively, it can be observed that the CS state is 
enthalpically favoured (ΔHET < 0) in all solvents except 1,2-
dichloroethane, and entropically disfavoured (ΔSET < 0). A 
negative ΔSET indicates greater order associated with the CS 
state relative to the 3MLCT state. Analogous to 
[Ru(bpy)2(dppz)]2+,33, 34 I attribute this observation to the CS 
state inducing greater order in the surrounding solvent. Similar 
arguments have also been previously used to explain negative 
ΔSET values for electron-transfer reactions and equilibria.56-61 
The lack of contribution from ΔSET in 1,2-dichloroethane is likely 
due to low dielectric constant solvents (with concomitantly 
small dipole moments) being less sensitive to the change in 
electronic structure between the 3MLCT and CS states – i.e. the 
degree of order in the solvent induced by charge-separation is 
lesser than for high dielectric constant solvents. Conceptually, 

this is analogous to the Lippert-Mataga model for fluorescence 
solvatochromism.62

Table 1. Parameters derived from least squares fitting of variable-temperature lifetimes 
of [Ru(bpy)2(bpy-cc-AQ)]2+ to Equations 3 and 4.

Solvent
τMLCT / 

μs
τCR / ns ΔGET / eV

ΔHET 
/ eV

ΔSET / 
meV 
K-1

1,2-
dichloroethane a

4.27 0.58 0.27 - -

Butyronitrile b 4.27 c 89.2 - -0.31 -1.15
Acetonitrile b 4.27 c 1.31 - -0.33 -1.24

Ethanol b 4.27 c 7.16 - -0.48 -1.49

a Fitted to Equation 3. b Fitted to Equation 4. c Parameter constrained, see SI p.S1 
for details.

Using the parameters derived from fitting of the variable-
temperature emission lifetimes with Equations 3 and 4 (Table 
1), the excited-state equilibrium constant (Keq), defined as the 
CS state population (nCS) / the 3MLCT state population (nMLCT), 
can be obtained from Equation 5.

(5)𝐾𝑒𝑞 =
𝑛𝐶𝑆

𝑛𝑀𝐿𝐶𝑇
=

𝑘𝐸𝑇

𝑘𝐵𝐸𝑇
= 𝑒

―(
𝛥𝐺𝐸𝑇
𝑘𝐵𝑇 )

= 𝑒
―(

𝛥𝐻𝐸𝑇 ― 𝑇𝛥𝑆𝐸𝑇
𝑘𝐵𝑇 )

The temperature-dependence of Keq in each of the investigated 
solvents is presented in Figure 4. It can be observed that the CS 
state is dominant in EtOH, and the photoluminescent 3MLCT 
state in all other solvents. For [Ru(bpy)2(dppz)]2+, such solvent-
dependent population inversion was proposed to drive the 
molecular light-switch effect. An interesting consequence of the 
competing enthalpic (favouring the CS state) and entropic 
(favouring the 3MLCT state) factors in the high polarity solvents 
is that excited-state equilibrium can also be thermally tuned to 
invert the relative populations of the two states. Although only 
limited population inversion occurs over the investigated 
temperature range, it is evident that judicious solvent selection 
could in principle result in population inversion at ambient 
temperatures.
Whilst it may seem counterintuitive that the 3MLCT state is 
dominant in butyronitrile and acetonitrile, this observation is 
consistent with my previous finding that the transient 
absorption spectra of [Ru(bpy)2(bpy-cc-AQ)]2+ are dominated by 
signals associated with a 3MLCT state in these solvents at room-
temperature.43
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Figure 4. Temperature-dependence of the excited-state equilibrium constant (Keq) of 
[Ru(bpy)2(bpy-cc-AQ)]2+ in 1,2-dichloroethane (blue), butyronitrile (green), acetonitrile 
(orange) and ethanol (red). Black line depicts Keq = 1, where nMLCT = nCS.

Differences in excited-state equilibria appear insufficient to 
explain the difference in photoluminescence lifetimes between 
butyronitrile and acetonitrile. Although the fit parameters 
derived from Equation 4 cannot be quantitatively analysed (see 
above), it is evident that kCR is significantly greater in acetonitrile 
than butyronitrile (Table 1), which gives rise to the difference in 
photoluminescence lifetimes between the two solvents. This 
can be conceptually understood within the context of Marcus 
theory:  according to the semi-classical Marcus equation 
(Equation 6),54, 55 where λ is the reorganisation energy and HDA 
the electronic coupling between donor and acceptor, as ΔGET 
increases or decreases as a function of solvent polarity, the free 
energy of charge-recombination, ΔGCR, concomitantly 
decreases or increases, respectively, which modulates kCR.

(6)𝑘𝐶𝑅 =
𝜋

ħ2𝜆𝑘𝐵𝑇𝐻𝐷𝐴
2𝑒

(
― (𝜆 + 𝛥𝐺𝐶𝑅)2

4𝜆𝑘𝐵𝑇 )

Employing a dielectric continuum model, the solvent-
dependence of ΔGCR can be described using Equation 7,63, 64 
where ΔGvac is the free energy change in the gas phase, Δe the 
number of electrons transferred, ε0 the permittivity of free 
space (8.854 × 10-12 C2 N-1 m-2), a1 and a2 the spherical radii of 
the donor and acceptor, respectively, rDA the donor-acceptor 
distance, and εs the solvent dielectric constant.

(7)―𝛥𝐺𝐶𝑅 =  𝛥𝐺𝑣𝑎𝑐 +
𝛥𝑒2

4𝜋𝜀0
∙ ( 1

2𝑎1
+

1
2𝑎2

―
1

𝑟𝐷𝐴
)(1

𝜀𝑠
― 1)

Furthermore, λ is comprised of an inner-sphere (λi) and outer-
sphere (λo) component (Equation 8), where ηs is the solvent 
refractive index.63

(8a)𝜆 = 𝜆𝑖 + 𝜆𝑜

(8b)𝜆𝑜 =
𝛥𝑒2

4𝜋𝜀0
∙ ( 1

2𝑎1
+

1
2𝑎2

―
1

𝑟𝐷𝐴
)( 1

𝜂𝑠
2 ―

1
𝜀𝑠)

λi, a1, a2 and rDA are parameters inherent to a given molecule 
and are solvent-independent. The effect of increasing εs is 
therefore to increase λ. Using donor and acceptor radii (a1 and 
a2) of 4 Å, and rDA of 12.8 Å (estimated from a molecular 
mechanics model of [Ru(bpy)2(bpy-cc-AQ)]2+), ΔGvac of 4.57 eV 
(estimated from electrochemical potentials, see SI, p. S3), and 
hypothetical values for λi of 0 eV and HDA of 21.1 cm-1 (2.62 
meV), Equations 6-8 yield best fit τCR values of 89.1 and 2.74 ns 
in butyronitrile and acetonitrile, respectively. Although this 
approach is very rough and the derived values above inaccurate, 
it is evident that the difference in solvent polarity between 
butyronitrile and acetonitrile can account for such a difference 
in kCR.
It is, however, also plausible that specific solvation interactions 
contribute to the difference in kCR between the two solvents. It 
has already been demonstrated that hydrogen-bonding 
solvents strongly modulate the photoluminescence lifetimes of 
[Ru(bpy)2(bpy-cc-AQ)]2+,43 and Table 1 shows a clear difference 
in τCR between butyronitrile and ethanol, which possess similar 
dielectric constants, but drastically different Reichardt 
parameters (ET

N = 0.364 and 0.654, respectively),65 a known 
proxy for hydrogen-bond donor strength.43, 65-67 For acetonitrile, 
ET

N = 0.460, indicating the potential for specific solvent-solute 
interactions to contribute to the difference in τCR between 
butyronitrile and acetonitrile.
Whilst globally fitting the photoluminescence decay traces to a 
specific kinetic model including Marcus parameters could 
theoretically explain the difference in kCR, the acquired data 
would require both a larger temperature range and greater 
temporal resolution for such analysis to be reliable. Such a fit 
would be further complicated by the fact that, as with ΔGET, 
ΔGCR likely shows a temperature-dependence due to charge-
recombination being entropically favoured (in contrast to 
charge-separation being entropically disfavoured).
In any case, these findings clearly demonstrate that the solvent-
dependent photoluminescence quenching in [Ru(bpy)2(bpy-cc-
AQ)]2+ arises from a combination of two solvent-dependent 
factors: the excited-state equilibrium position and the rate of 
charge-recombination.

Conclusions
I have herein investigated the solvent-dependent 
photoluminescence quenching mechanism of [Ru(bpy)2(bpy-cc-
AQ)]2+ using variable temperature emission spectroscopies.
The photophysics of this complex are dominated by an excited-
state thermal equilibrium between a photoluminescent 3MLCT 
state and a CS state that lies higher in energy relative to the 
3MLCT state in low polarity solvents and approximately 
isoenergetic in high polarity solvents. Electron-transfer from the 
[Ru(bpy)3]2+ photosensitiser to the AQ acceptor is therefore 
endothermic in low polarity solvents and exothermic in high 
polarity solvents.
I have demonstrated that an unusual photoluminescence 
intensity and lifetime temperature-dependence in high polarity 
solvents arises from competition between enthalpic factors 
favouring the CS state and entropic factors favouring the 3MLCT 
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state, which facilitates both solvent- and temperature-
dependent population inversion between the two states. This 
behaviour is reminiscent of the molecular light-switch effect of 
[Ru(bpy)2(dppz)]2+.
The high sensitivity of the photoluminescence properties of 
[Ru(bpy)2(bpy-cc-AQ)]2+ to solvent polarity can be attributed to 
two key solvent polarity-dependent factors: (1) the excited-
state equilibrium position and (2) the rate of charge-
recombination from the CS state.
These results provide greater insight into the solvent-mediated 
activation/deactivation of photoinduced electron-transfer 
mechanism that I and others recently reported for 
[Ru(bpy)2(bpy-cc-AQ)]2+, and highlight the combined potential 
of solvent and temperature to elicit large changes in 
photoluminescence properties – aiding in the development of 
design principles for solvent- or external field-based molecular 
switches. 

Experimental
The synthesis of [Ru(bpy)2(bpy-cc-AQ)](PF6)2 and [Ru(bpy)2(bpy-
cc-AQ)]Cl2 has already been reported.43 The variable 
temperature emission spectra and lifetimes of [Ru(bpy)2(bpy-
cc-AQ)](PF6)2 in 1,2-dichloroethane, butyronitrile and 
acetonitrile have also been reported.43

Variable temperature emission spectra of [Ru(bpy)2(bpy-cc-
AQ)]Cl2 in ethanol were recorded as a 20 μM de-aerated 
solution on a Fluorolog-322 instrument from Horiba Jobin-Yvon 
equipped with a thermoelectric temperature controller.
Variable emission decay traces of [Ru(bpy)2(bpy-cc-AQ)]Cl2 in 
ethanol were recorded as a 20 μM de-aerated solution on a 
Lifespec II time-correlated single photon counting (TCSPC) 
fluorescence lifetime spectrometer from Edinburgh 
Instruments, equipped with an EPL-475 pulsed diode laser 
(Edinburgh Instruments) and a thermoelectric temperature 
controller.
Data processing and analysis was performed using home-
written python scripts. Fitting procedures employed a least-
squares approach (trust region reflective algorithm) on the 
residuals, as implemented in the SciPy library.
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