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Assessing the effect of regularization on the molecu-
lar properties predicted by SCAN and self-interaction
corrected SCAN meta-GGA

Yoh Yamamoto,a Alan Salcedo,a Carlos M. Diaz,ab Md Shamsul Alam,ab Tunna Baruah,ab

and Rajendra R. Zopeab

Recent regularization of SCAN meta-GGA functional (rSCAN) simplifies numerical complexities
of SCAN functional alleviating SCAN’s stringent demand on the numerical integration grids to
some extent. The regularization in rSCAN however results in breaking of some constraints like
the uniform electron gas limit, slowly varying density limit, and coordinate scaling of the iso-orbital
indicator. Here we assess the effects of regularization on electronic, structural, vibrational, and
magnetic properties of molecules by comparing the SCAN and rSCAN predictions. The proper-
ties studied include atomic energies, atomization energies, ionization potentials, electron affinities,
barrier heights, infrared intensities, dissociation and reaction energies, spin moments of molecular
magnets, and isomer ordering of water clusters. Our results show that rSCAN requires less dense
numerical grids and gives very similar results as SCAN for all properties examined with the excep-
tion of atomization energies which are worsened in rSCAN. We also examine the performance of
self-interaction-corrected (SIC) rSCAN with respect to SIC-SCAN using the Perdew-Zunger (PZ)
SIC method. The PZSIC uses orbital densities to compute the one-electron self-interaction errors
and places even more stringent demand on numerical grids. Our results show that SIC-rSCAN
gives marginally better performance than SIC-SCAN for almost all properties studied in this work
with numerical grids that are on average half or less as dense as needed for SIC-SCAN.

1 Introduction
The Kohn-Sham (KS) formulation of density functional theory
(DFT)1 is the dominant quantum mechanical approach for mate-
rials simulations. The accuracy of (DFT) calculations depends on
the approximation used for the exchange-correlation (XC) energy
term. Meta-generalized gradient approximations (meta-GGA) to
the XC functionals are placed at the third rung of the Jacob’s lad-
der of density functionals2 and have a mathematical form given
as

EXC[ρ↑,ρ↓] =
∫

d~rρ(~r)εXC(ρ↑,ρ↓,~∇ρ↑,~∇ρ↓,τ↑,τ↓) (1)

where ρ(~r) is the electron density, and τ is the kinetic energy
density typically defined as

τσ =
1
2

occ

∑
i

~∇ψiσ ·~∇ψiσ (2)

where σ is the spin index and the summation i runs over occu-
pied orbitals. In general, meta-GGA XC functionals provide better
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chemical accuracy in comparison to the local spin density approx-
imation (LSDA) and generalized gradient approximations (GGA).
For many properties, they provides results comparable to or bet-
ter than hybrid functionals3,4 that include a fraction of Hartree-
Fock exchange. The Tao-Perdew-Staroverov-Scuseria (TPSS)5,6

(appeared in 2003) and Minnesota M06L7,8 (2006) functionals
are two widely used examples of meta-GGAs, and these, in gen-
eral, show better performance than the Perdew-Burke-Ernzerhof
(PBE)9,10 GGA.

In 2015, Sun, Ruzsinszky, and Perdew reported a new meta-
GGA functional which they called the “Strongly Constrained and
Appropriately Normed (SCAN)" functional11. The SCAN func-
tional is designed to satisfy all 17 known constraints of a semilocal
functional. SCAN performs well for total energies of atoms and
molecules, atomization energies, and short range Van der Waals
(vdW) interactions. SCAN is also self-correlation free. In SCAN,
the kinetic energy density τ is used to construct an iso-orbital in-
dicator α defined as

α =
τ− τW

τuni f > 0 (3)

where τW = |~∇ρ|2/8ρ is the Weizsäcker kinetic energy density12

and τuni f = (3/10)(3π2)2/3ρ5/3 is the kinetic energy density in the
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uniform density limit. Spin index is omitted here and in the re-
mainder of the text for simplicity. The iso-orbital indicator quan-
tity is used to identify different bond types (covalent, metallic,
and weak bonds). Interpolation between α = 0 and 1 and extrap-
olation to α � 1 within the functional provide a means to sat-
isfy some of the exact constraints. In contrast, revTPSS13,14 uses
z = τW /τ and M06L uses t−1 = τ/τuni f to differentiate different
orbital-overlap regions15.

SCAN has been successfully used to study several properties of
materials in the last five years, though there are also reports of
its failure16. SCAN shows systematic improvement in predicting
electronic structure properties of thin film and layered materi-
als17. The functional is also capable of describing the molecular
bond types and characteristics as accurately as hybrid function-
als18 and even better in some cases. Chen et al.19 applied SCAN
to study liquid water and found that SCAN can accurately de-
scribe its structural, electronic, and dynamic properties. Tran et
al.20 performed extensive tests on the lattice constants, bulk mod-
uli, and cohesive energies for rung 1-4 functionals and reported
that SCAN is one of the most accurate functionals for predicting
those properties among them. Yang et al.21, in order to under-
stand the better structure prediction accuracy of SCAN functional,
studied the relationship between coordination environments, the
description of attractive vdW interactions, and the ground-state
prediction in bulk main-group solids. They noted that unlike PBE,
the SCAN functional is free from systematic under-coordination
error. They further concluded that the medium-range vdW in-
teraction is correctly described in SCAN. In a recent study, Tozer
and Peach reported that the performance of SCAN functional re-
sembles the performance of a global hybrid functional in TDDFT
molecular excitation energies of local, charge-transfer, and Ryd-
berg excitations and also in the H2

3Σ+
u potential energy curve22.

The success of SCAN has also led to several derivatives of
the functional. SCAN+rVV1023 supplements the accurate short-
and intermediate-range vdW interactions of SCAN with the long-
range vdW from rVV1024 and shows promising performance in
layered materials. Hybrid and double-hybrid functionals based
on SCAN were proposed by Hui and Chai (SCAN0, SCAN0-DH,
SCAN-QIDH, and SCAN0-2)25. Mezei et al. proposed revSCAN26

where they modified SCAN by revising the form of its correlation
part and found improved single-orbital electron densities and at-
omization energies. This group further extended revSCAN with
the nonlocal VV10 dispersion-correction (revSCANVV10) and its
global hybrid with 25% exact exchange (revSCAN0)26. There
is also a deorbitalized (Laplacian-dependent) version of SCAN
called SCAN-L27 where the explicit orbital dependent quantity
α[ρ] in SCAN is replaced with a Laplacian-dependent quantity.
SCAN-L showed success for applications in extended systems with
a speedup up to a factor of 3.

Meta-GGA functionals are semi-local and, in principle, are com-
putationally more efficient than hybrid functionals which include
a certain percentage of Hartree-Fock exchange. It has however
been found that the implementation of meta-GGA functionals is
usually more difficult in comparison to other local functionals in
lower rungs and pose numerical challenges due to the need for
very dense numerical grids. This has been noted in a number of

works28–34 related to implementation and the users of electronic
structure codes are cautioned to be careful in choosing appro-
priate grids when using meta-GGA functionals. We have recently
implemented the SCAN functional in our code34 and also encoun-
tered its sensitivity to choice of numerical grid.

Recently, Furness and Sun35 have examined the source of the
numerical sensitivity of SCAN. They reported that the numerical
problem arises from the iso-orbital indicator α. As a proof of
concept for designing a more numerically stable meta-GGA func-
tional, they replaced the iso-orbital indicator α in the meta-GGA
made simple 2 (MS2) functional36 with a numerically more sta-
ble β in the MS2β functional where β is defined as

β =
τ− τW

τ + τuni f . (4)

The use of β in place of α leads to divergence-free XC poten-
tials, and further development of a β -based SCAN functional is
expected.

Very recently, Bartók and Yates used the SCAN functional to
generate a library of ultrasoft pseudopotentials37,38 for SCAN cal-
culations on periodic systems. They noted severe numerical insta-
bilities in generating the pseudopotentials. To alleviate these diffi-
culties they proposed a modification of SCAN that introduces reg-
ularizations to the iso-orbital indicator α and replaces the prob-
lematic function in SCAN with a numerically stable polynomial
function38. This results in a computationally more versatile func-
tional than SCAN functional but the modifications come at the
cost of violation of the uniform electron gas limit, slowly varying
density limit, and coordinate scaling of the iso-orbital indicator39.
The design of this regularized SCAN (rSCAN) functional has the
same motivation as MS2β , that is, to make SCAN computationally
more stable.

Many failures of density functional approximations (DFA) have
been attributed to the self-interaction error (SIE) which limits the
broad applicability of DFAs to settings where atoms are at or near
their equilibrium positions. Since SCAN has in general seemed to
be broadly transferable and successful in describing a wide range
of properties, our interest is in applying the Perdew-Zunger self-
interaction correction (PZSIC)40 to SCAN to extend its range of
accuracy to stretched-bond situations and calculations of prop-
erties such as chemical transition state barriers and to improve
the predictive ability of SCAN. A few methodologies have been
developed to remove SIE from DFA calculations with mixing of
Hartree-Fock with DFAs being the most widely used approach.
The best known self-interaction correction (SIC) method to sys-
tematically eliminate SIE is the PZSIC wherein the SIE is removed
on an orbital-by-orbital basis. The PZSIC method is therefore
an orbital dependent theory and requires evaluating the XC en-
ergy and potentials using orbital densities. This further increases
the computational complexity as the orbital densities vary much
more rapidly than the total electron (spin) densities. It is worth
noting that PZSIC removes single-electron SIE but does not elim-
inate many-electron SIEs41. Accurate descriptions of XC contri-
butions to the Hamiltonian matrix thus put stringent demand on
numerical grids. We have recently used SCAN with PZSIC34 in
the FLOSIC code42 which required adaptation34 of the varia-
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tional numerical grid algorithm of Pederson and Jackson43. The
numerical grids required in these calculations are substantially
larger than the ones needed for functionals on the lower rungs
of Jacob’s ladder of XC functionals. An attractive feature of the
rSCAN functional of Bartók and Yates is that it requires a much
less dense numerical grid than SCAN. This feature is very attrac-
tive for PZSIC calculations. We have implemented the rSCAN
functional in the FLOSIC code, which performs PZSIC calcula-
tions using Fermi-Löwdin local orbitals. The present work com-
pares the performance of SIC-rSCAN and SIC-SCAN for various
properties. During the course of this work, Mejía-Rodríguez and
Trickey44 reported the assessment of rSCAN for a limited set of
properties such as heat of formation, lattice parameter, and vibra-
tional frequencies. They concluded that, while rSCAN does alle-
viate grid sensitivity, rSCAN and SCAN are not fully interchange-
able. The focus of this work is to extend the performance as-
sessment of rSCAN by including ionization potentials (IPs), elec-
tron affinities (EAs), weak interactions, and dipole moments, in
addition to vibrational frequencies and atomization energies. A
more important goal, however, is to assess the performance of
SIC-rSCAN against SIC-SCAN for accuracy as well as numerical
efficiency. Our results show that the bare (uncorrected for SIC)
rSCAN functional closely mimics the SCAN functional for all prop-
erties studied here with an exception of atomization energies. We
also find that meta-GGAs used with the PZSIC method have po-
tential numerical issues, and rSCAN is directly affected by these.
After fixing numerical issues of SIC-rSCAN, however, SIC-rSCAN
performs slightly better than SIC-SCAN and requires a mesh that
is roughly a factor of 2 less dense than needed for SIC-SCAN.

2 Computational method
All calculations reported here are done using the FLOSIC code42

in which PZSIC is implemented using Fermi-Löwdin orbitals
(FLOs). FLOSIC is based on the UTEP-NRLMOL code and inherits
all of its well-tested numerical features. These include a varia-
tional integration mesh43 that provides high accuracy integrals
for total energies, matrix elements, and charge densities. We
used the default NRLMOL Cartesian Gaussian orbital basis sets
given by Porezag and Pederson45 in the FLOSIC code which are
of roughly quadruple zeta quality46. For anion calculations, we
included additional long range s, p, and d single Gaussian orbitals
to the default NRLMOL basis to better describe the extended na-
ture of the anionic states.

The SCAN meta-GGA is implemented in the FLOSIC code using
the approach discussed in a recent article34. An integration by
parts and Hamiltonian mixing approaches are used for the meta-
GGA calculation in FLOSIC where the Hamiltonian matrix ele-
ments of the meta-GGA term are obtained as∫

ψi(~r)
δEXC[τ[ρ]]

δρ(~r)
ψ j(~r)≈

1
2

∫
δEXC[τ]

δτ(~r)
~∇ψi(~r) ·~∇ψ j(~r). (5)

We find that the default variational NRLMOL integration grid
typically used for LSDA and GGA functionals is not capable of
reliably capturing the shape of the meta-GGA XC potential. In
our SCAN implementation34, we started with a brute force ap-
proach of mesh generation where the NRLMOL variational mesh

was used as a starting point and radial grid points with uniform
increments were added until EXC converged. Subsequently, the
radial mesh is adjusted such that the radial points are less dense
in the non-problematic areas while maintaining the required grid
density in the problematic areas. This allowed required integrals
to be calculated with specified accuracy but still resulted in a very
large density of grid points compared to the default variational
mesh. rSCAN introduces two modifications to SCAN: (a) regu-
larizations of the iso-orbital indicator and (b) modification in the
switching function. In our SCAN implementation (without SIC),
we did not encounter a divergence problem of iso-orbital indica-
tor. We therefore focused on the modification of switching func-
tion. The rSCAN functional of Bartók and Yates replaces the prob-
lematic region 0 < α < 2.5 of the switching function f (α) used in
the SCAN functional38 by a polynomial of degree 7. The specifics
of this polynomial are provided in supplementary information. In
our rSCAN implementation in the FLOSIC code, we generate the
mesh as mentioned above for the SCAN functional and further
eliminated superfluous grid points. While the simplified rSCAN
functional is designed to be far less demanding on numerical grids
compared to the SCAN functional, it still requires a denser grid
than many GGAs. Mejía-Rodríguez and Trickey have also com-
mented44 that rSCAN mesh sensitivity is similar to SOGGA11. To
accurately integrate the XC potential, we have designed a few
different modifications into the mesh generation mechanism of
the FLOSIC code for SIC-SCAN/rSCAN34. To meet the goal of
assessing the performance of rSCAN against SCAN and to exam-
ine the computational efficiency of rSCAN with respect to SCAN
we adopt the following procedure. For assessment purpose, we
use very dense mesh (referred to mesh A hereafter) in comput-
ing all results for both SCAN and rSCAN functionals. To examine
the computational efficiency of rSCAN, we repeat the calculations
with a mesh that is roughly 2−5 times coarser (referred to mesh
B) than mesh A. Both mesh A and mesh B gave same results using
rSCAN functional.

2.1 FLOSIC

Fermi-Löwdin orbital SIC (FLOSIC) is a method for applying
PZSIC to eliminate one electron SIE. The FLOSIC has been used to
study ionization energies, electron affinities, exchange coupling,
weekly bound anions, polarizabilities, etc.47–56. In PZSIC, the
SIE is eliminated on an orbital by orbital basis using the follow-
ing prescription,

EPZSIC[ρ↑,ρ↓] = EDFA[ρ↑,ρ↓]−
occ

∑
α,σ
{U [ρα,σ ]+EDFA

XC [ρα,σ ,0]}. (6)

Here, ρα,σ is the density of αth orbital and σ is the spin index.
The orbital density is computed using the local orbitals instead of
canonical KS orbitals. The local orbitals used are the FLOs where
the Fermi orbitals are constructed using the Fermi orbital descrip-
tor (FOD) positions for the transformation from KS orbitals as

φα (~r) =
∑i ψi(aα )ψi(~r)√

ρ(aα )
(7)
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where aα is the FOD. The Fermi orbitals are not necessarily or-
thogonal. Hence the Löwdin orthogonalization57 is performed to
obtain the orthonormal set of FLOs. As the local orbitals depend
on the FODs, their positions have to be optimized. We have opti-
mized the FODs for the SCAN functional and used the same set of
FODs to perform self-consistent SIC-rSCAN calculations. To vali-
date this choice, we performed full optimization of FODs for the
six molecules from the AE6 set within SIC-rSCAN. We found that
the total energy on average shifts by 61.3 µHa per system, while
the average FOD displacement is 0.033 Bohr per FOD. This shows
that FODs that minimize the total energies for SIC-SCAN can be
safely used in SIC-rSCAN calculations.

Although rSCAN alleviates the numerical problem of the orig-
inal SCAN functional in terms of integration grid, the problem
somewhat persists in the FLOSIC calculations. The FLOSIC cal-
culations require computing the exchange-potential dependent
quantities like EXC or contributions from XCs to the Hamilto-
nian matrix using FLO densities. This results in another numer-
ical complication. Meta-GGA functionals such as SCAN use the
iso-orbital indicator α. In the standard DFA calculations, one
can evaluate α on grid easily using KS orbitals. The evaluation
of α using FLOs can be rather problematic since its numerator
τ− τW is always close to 0, and at the same time its denominator
τuni f can also become very small in magnitude. This occasionally
causes incorrect numerical evaluation of α � 0 which can result
in numerical instability (e.g. leading to an SCF convergence is-
sue). The problem is partially addressed by the regularizations in
rSCAN but not completely. For SIC-rSCAN calculations, when we
encounter α � 0, we set Fx(α) = Fx(0) and dFx(α)/dα = 0. This
is a fair assumption for FLOs since τ ≈ τW , and small τuni f means
that dFx(α)/dα should vanish. This treatment in a PZSIC calcu-
lation makes the problematic derivatives explicitly vanish, and it
is a stricter condition needed for numerical stability aside of the
already proposed modifications in rSCAN.

3 Results
Very recently, Mejía-Rodríguez and Trickey44 as well as Bartók
and Yates58 reported the assessment of rSCAN for heat of forma-
tion, lattice parameter, and vibrational frequencies. Therefore,
we focus here on other molecular properties and primarily on
how SCAN and rSCAN functionals compare when self-interaction
errors are removed. First, we consider the numerical simplifica-
tion of rSCAN over SCAN functional, we computed the energy
of NaCl molecule within these approximations as a function of
distance for various grid densities, starting with the default vari-
ational mesh of the FLOSIC code. The grid density was then in-
creased using the approach mentioned in previous section. The
potential energy surface of the molecule as a function of bond
length is shown in Fig. 1.

Both rSCAN and SCAN show kinks in the energy curves when
the FLOSIC default mesh is used, but rSCAN showed fewer num-
bers of kinks. Those kinks disappear as the radial grid density is
increased. As can be seen from the figure, the rSCAN total energy
converges much faster with respect to the number of radial grid
points N than in SCAN. We note that although the kinks disap-
peared at grid points N = 69019 for both the functionals, for SCAN
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H
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Fig. 1 Energy surfaces of NaCl dimers using (a) SCAN and (b) rSCAN
with various radial grid point density settings in the FLOSIC code. Ns
shown are the averaged total grid points for a given mesh setting. rSCAN
energy curves converge faster with respect to N than SCAN.
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Table 1 Mean absolute deviations (in cm−1) of harmonic vibrational fre-
quencies of water clusters with respect to CCSD(T) values in Ref. [59].
The ∆ in the last column are the differences of rSCAN with respect to
SCAN results.

Cluster SCAN rSCAN ∆

H2O 7.0 8.3 2.4
(H2O)2 17.8 18.7 7.2
(H2O)3 45.9 50.0 4.8
(H2O)4 58.3 61.9 4.5
(H2O)5 57.5 60.1 3.5

Table 2 Mean absolute deviations (in km/mol) of IR intensities of water
clusters against MP2/aug–cc–pVDZ values in Ref. [59]. The ∆ in the last
column are the differences of rSCAN with respect to SCAN results.

Cluster SCAN rSCAN ∆

H2O 5.6 5.4 0.9
(H2O)2 33.4 38.4 7.7
(H2O)3 42.9 47.4 12.1
(H2O)4 56.1 54.7 11.8
(H2O)5 53.9 50.7 5.0

more grid points are required to see the energy convergence than
rSCAN.

Frequencies of normal modes of vibrations are particularly sen-
sitive to the numerical grids. We have computed the vibrational
frequencies of water clusters with SCAN and rSCAN and com-
pared them against CCSD(T) calculations by Miliordos et al.59.
The details of calculations and vibrational frequencies are given
in supplementary information. Briefly, for cluster sizes n = 1−3,
SCAN and rSCAN show comparable normal mode frequencies but
show some differences for n = 4 and 5. The average grid points
needed for vibrational frequency calculation for the (H2O)5 using
SCAN and rSCAN are 576667 and 298307, respectively. The de-
viation of SCAN and rSCAN frequencies with respect to CCSD(T)
increases from 10% for water monomer to 60% for pentamer. The
rSCAN vibrational frequencies are within 10% of SCAN frequen-
cies (Table 1). In addition, we have studied infra-red (IR) spectra
and Raman spectra using the two functionals (cf. Table S5-S9).
The deviations of IR intensities against MP2 are shown in Table
2. We find that the intensities of SCAN and rSCAN show close
agreement within differences of 3% for the active IR bands and
4% for the majority of the active Raman bands with some excep-
tions. From the computational efficiency point of view, the rSCAN
functional thus have significant edge over SCAN for calculations
of vibrational frequencies and IR or Raman spectra.

3.1 Single molecular magnet
Recently, Fu and Singh16 reported that the SCAN functional can-
not describe the stability and properties of phases of Fe that
are important for steel. They find that SCAN tends to overes-
timate magnetic energies for several elemental solids. In their
subsequent work60, they compared the performance of SCAN
with other functionals for ferromagnetic Fe, Co, and Ni. They
noted that the exchange splitting for open shells was enhanced

Table 3 Mean absolute error and root mean square error (in kcal/mol)
in weak interactions of the S22 set of molecules against CCSD(T). The
∆ in the last column are the differences of rSCAN with respect to SCAN
results.

Errors SCAN rSCAN SCAN (Sun et al.a) ∆

MAE 0.90 0.95 0.92 0.10
RMSE 1.23 1.31 1.22 0.13

aReference [11]

when the SCAN functional was used. We use finite molecules
such as single molecular magnets (SMMs) as test systems to
examine performance of SCAN and rSCAN for magnetic prop-
erties. The SMMs are metal-organic compounds that exhibit
magnetic hysteresis at molecular scale. They are of interest
in condensed matter physics because of their potential applica-
tion in magnetic memory devices and due to their possible us-
age for quantum information process61–64. Four SMMs stud-
ied here are: Mn12O12(O2CH)16(H2O)4 (Mn12 for the rest),
Fe4(OCH2)6(C4H9ON)6 (Fe4), [Ni(hmp)(MeOH)Cl]4 (Ni4), and
Co4(CH2C5H4N)4(CH3OH)4Cl4 (Co4). Mn12O12 (Mn12), the first
SMM65–67, appeared in the early 1990’s. Since then, SMMs have
been studied by both theorists and experimentalists alike.

Here, we used SCAN and rSCAN to find the most stable spin
state S of the above mentioned SMMs. In order to find the optimal
spin state (or magnetic moment), we begin calculation with a
high initial spin moment and allow the system to relax to the most
stable spin state. For all four SMMs we studied here, both SCAN
and rSCAN found the correct spin for all the systems, S = 10,5,4,
and 6 for Mn12, Fe4, Ni4, and Co4 respectively, in agreement with
experimentally reported results66,68–70.

3.2 S22
The S22 set71 consists of weakly interacting dimers composed
with C, N, O, and H atoms and is used for benchmarking non-
covalent interaction energies. SCAN is able to describe weak
vdW interactions and is reported to have a similar performance
as M06L, a functional fitted to weak interactions in its design.
The comparison against the CCSD(T)/CBS reference values from
Ref. [71] was made. The errors are summarized in Table 3. Mean
absolute error (MAE) of SCAN is 0.90 kcal/mol and rSCAN is 0.95
kcal/mol. rSCAN agrees with SCAN within 0.05 kcal/mol. Our
SCAN result differs from the MAE of Sun et al.11 by 1.5 % possi-
bly due to choice of different basis.

3.3 BH76
The BH76 set72 consists of two subsets of HTBH38/08 (Hydro-
gen transfer) and NHTBH38/08 (non-Hydrogen transfer) and is
a more comprehensive benchmark set of barrier heights than the
BH6 set. NHTBH38 contains nucleophilic substitution reactions,
heavy atom transfer reactions, and unimolecular and association
reactions. The SCAN and rSCAN calculations were performed us-
ing the reference BH76 geometries. We compared our results
against the reference values from Ref. [73] that were obtained
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Table 4 Mean absolute error and root mean square error (in kcal/mol)
in reaction barriers of the BH76 set of molecules against the W2-F12
theory.

Errors SCAN rSCAN SCAN (Sun et al.)a ∆b

HTBH3, MAE 7.86 7.94 8.01 0.63
HTBH3, RMSE 8.21 8.31 8.38 0.85

NHTBH3, MAE 5.76 5.51 7.57 0.66
NHTBH3, RMSE 7.11 6.99 8.62 0.93

BH76, MAE 6.81 6.73 7.79 0.65
BH76, RMSE 7.68 7.68 8.50 0.89

aData extracted and processed from reference [11]
bDifferences of rSCAN against SCAN

a the W2-F12 level of theory. The W2-F12 theory combines the
F12 techniques and basis set extrapolation to approximate the
CCSD(T) energies in the complete basis limit.The results are sum-
marized in Table 4. The MAEs of SCAN and rSCAN are 6.81 and
6.73 kcal/mol respectively.

3.4 Dipole moment
Hait and Head-Gordon74 recently examined the performance of
88 DFAs for prediction of dipole moments (µµµ) using a benchmark
set of 152 molecules. We used this data set of 152 molecules to
compute µµµ using the SCAN and rSCAN functionals. We used same
geometries as in Ref. [74] where most of these geometries are
from experiments. MAEs and root mean square errors (RMSEs)
are shown in Table 5. Hait and Head-Gordon used the aug-pc-
475–79 basis set whereas our calculations used the NRLMOL basis
set. It is evident from the Table that the rSCAN dipole moment are
in good agreement with those predicted by the SCAN functional.
The differences with respect to results of Ref. [74] are because
of the basis set choice. Our implementation cannot yet use f type
basis functions used in the Ref. [74]

4 Results – performance of SIC-rCAN
In this section, we discuss the performance of rSCAN with SIC
for atomic total energies, IPs and EAs of atoms, atomization ener-
gies of molecules, reaction barrier heights, dissociation and reac-
tion energies, and water cluster binding energies. The SIC-rSCAN
results are compared with uncorrected rSCAN, SCAN and SIC-
SCAN.

Before we discuss the energies computed using SIC-SCAN and
SIC-rSCAN, we examine the behavior of EX of SIC-rSCAN in the
large atomic number Z limit and compare it with SCAN, rSCAN,
and SIC-SCAN. Following Santra and Perdew81, we use f (Z) =
a + bZ−2/3 + cZ−1 as a fitting function. The results are shown
in Fig. 2. SCAN shows a small percentage error of −0.30% in
large-Z limit which is a numerical artifact as SCAN is exact in
the uniform gas limit. Interestingly, rSCAN also shows the large-
Z limit close to Eexact

X (percentage error, 0.13%) despite the lack
of exact constraint for the slowly varying density limit. Santra
and Perdew have suggested the failure of SIC-SCAN in obeying
the slowly varying density limit being one reason why SIC-SCAN

does not perform as well as SCAN for equilibrium properties. As
seen in the figure, the SIC-rSCAN curve follows SIC-SCAN but
does slightly better than SIC-SCAN in the large-Z limit.

4.1 Atoms–total energies

We computed the total energies of atoms Z = 1− 18 and com-
pared them against accurate non-relativistic calculations from
Ref. [82]. The results are shown in Fig. 3. The rSCAN atomic en-
ergies have similar trend as SCAN and are slightly underestimated
with respect to SCAN and experimental number. The removal
of SIE using PZSIC is known to deteriorate SCAN atomic ener-
gies34,83 as the SIC is overestimated. The rSCAN results are simi-
lar to SCAN. In Table 6 we summarize the MAEs. As shown in the
Table, MAEs for DFA are 0.019 and 0.027 Ha and MAEs for SIC
are 0.147 and 0.140 Ha for SCAN and rSCAN respectively. The
two functionals show very comparable performance. The rSCAN
total energies tend to be order of 1−10 mHa lower compared to
SCAN, and correcting for SIC does not alter this trend.

4.2 Atoms–ionization potentials and electron affinities

We computed the IPs of atoms Z = 2− 36 using ∆SCF approach
according to the following expression

EIP = Ecat −Eneut . (8)

The errors in IP with respect to the experimental values from Ref.
[84] are summarized in Table 7. At the DFA level, rSCAN shows
agreement with SCAN within 0.02 eV. The SIC-SCAN and SIC-
rSCAN MAEs are 0.274 and 0.222 eV for Z = 2− 18 and 0.259
and 0.342 eV for Z = 2−36. Comparing rSCAN against SCAN, the
MAE is 0.093 eV for Z = 2−36. MAE increases to 0.282 eV for SIC-
rSCAN against SIC-SCAN. This increase arises because SIC-rSCAN
tends to overestimate IPs compared to experiments whereas SIC-
SCAN tends to show underestimation.

For electron affinities we considered H, Li, B, C, O, F, Na, Al,
Si, P, S, Cl, K, Ti, Cu, Ga, Ge, As, Se, and Br atoms as their ex-
perimental EAs are reported in Ref. [80]. Like IPs, the EAs are
calculated using ∆SCF. We note that for both SCAN and rSCAN
the eigenvalue of the extra electron for the anions is positive in-
dicating that it will not bind in the complete basis limit. This is a
known problem in DFA40. Nevertheless, we included the results
for comparison (cf. Table S13) as our goal is to compare SCAN
against rSCAN. The MAE for SCAN with larger set is 0.148 eV
compared to 0.173 eV of rSCAN. The rSCAN EAs differ from the
SCAN by about 0.02−0.03 eV depending on the data set. Applica-
tion of SIC corrects the asymptotic behaviour of the potential and
leads to electron binding. In this case the eigenvalue of the extra
electron is negative. The SIC-rSCAN errors in EAs are smaller by
about 0.03−0.04 eV indicating small improvement over the SCAN
functional.

4.3 Atomization energies

We used the AE6 test set to assess the performance in atomiza-
tion energies. AE6 is a set of six molecules that are good repre-
sentatives of the performance in atomization energies86. It con-
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Table 5 Mean absolute error and root mean square error (in Debye) in dipole moments of 152 benchmark molecules with respect to CCSD(T). The ∆

in the last column are the differences of rSCAN with respect to SCAN results.

Errors SCAN rSCAN SCAN (Head-Gordon)a Expt.b ∆

MAE 0.103 0.109 0.092 0.075 0.014
RMSE 0.173 0.179 0.147 0.148 0.020

aReference [74]
bDeviation between CCSD(T) from reference [74] and 80 experimental dipole moments from reference [80]

Table 6 Mean absolute error (in Hartree) of atomic total energies for
atoms hydrogen through argon with respect to the theoretical energies.

Method MAE(Ha)

SCANa 0.019
rSCAN 0.027

SIC-SCANa 0.147
SIC-rSCAN 0.140

∆-DFAb 0.007
∆-SICc 0.007

aFrom reference [34]
b∆-DFA is difference between rSCAN and SCAN
c∆-SIC is difference between SIC-rSCAN and SIC-SCAN

Table 7 Mean absolute error (in eV) of ∆SCF ionization potentials with
respect to experiment.

Method Z=2-18 Z=2-36

SCAN 0.175 0.273
rSCAN 0.193 0.256

SIC-SCANa 0.274 0.259
SIC-rSCAN 0.222 0.342

∆-DFAb 0.031 0.093
∆-SICc 0.082 0.282

aFrom reference [85]
b∆-DFA is difference between rSCAN and SCAN
c∆-SIC is difference between SIC-rSCAN and SIC-SCAN

Table 8 Mean absolute error (in eV) of ∆SCF electron affinities with re-
spect to experiment.

Method 12 EAs 20 EAs

SIC-SCANa 0.364 0.341
SIC-rSCAN 0.329 0.314

∆-SICb 0.036 0.032

aFrom reference [34]
b∆-SIC is difference between SIC-rSCAN and SIC-SCAN

Table 9 Mean absolute error (in kcal/mol) and mean absolute percentage
error in atomization energies of AE6 set of molecules.

Method MAE (kcal/mol) MAPE (%)

SCAN 2.85 1.15
rSCAN 6.28 1.88

SIC-SCAN 26.52 7.35
SIC-rSCAN 21.63 6.05

∆-DFAa 5.20 0.33
∆-SICb 4.95 0.34

a∆-DFA is difference between rSCAN and SCAN
b∆-SIC is difference between SIC-rSCAN and SIC-SCAN

sists of SiH4, SiO, S2, propyne (C3H4), glyoxal (C2H2O2), and
cyclobutane (C4H8). The results are summarized in Table 9. As
has been noted in earlier works, SCAN shows a remarkable per-
formance with MAE of only 2.85 kcal/mol. The regularization
of SCAN in rSCAN deteriorates this performance resulting in the
MAE of 6.28 kcal/mol. This failure of rSCAN was also noted in
a recent study by Mejía-Rodríguez and Trickey44. Bartók and
Yates have reassessed the standard enthalpies of formation us-
ing SCAN, rSCAN and the recent deorbitalized SCAN-L function-
als58. They concluded that the errors in enthalpies of formation
are significantly larger in rSCAN compared to SCAN and SCAN-
L functionals which they attributed to energy shifts of the free
atom reference values. Our results are consistent with these ob-
servations. We note that though the MAE of rSCAN is larger than
that of SCAN, it is still a substantial improvement over PBE. The
MAE of rSCAN is roughly half of the MAE of PBE which is 13.43
kcal/mol (cf. Ref. [85]). The large difference between SCAN
and rSCAN vanishes when SIEs are removed. In case of FLOSIC
calculations, MAEs are 26.52 and 21.63 kcal/mol for SCAN and
rSCAN respectively. As mentioned earlier the difference between
SIC-SCAN and SIC-rSCAN total atomic energies is much smaller,
with SIC-rSCAN being marginally better, when compared to the
uncorrected SCAN and rSCAN total atomic energies. This fact,
along with possible similar improvement in molecular total ener-
gies, may be the reason why SIC-rSCAN atomization energies are
slightly better than their SIC-SCAN counterpart.

4.4 Barrier heights
Reaction barriers are essential chemical properties, but most DFAs
fail to describe this property correctly since density functionals
are primarily designed for equilibrium ground state calculations.
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Table 10 Mean error and mean absolute error (in kcal/mol) in barrier
heights of BH6 set of molecules.

Method ME MAE

SCAN -7.86 7.86
rSCAN -9.41 9.41

SIC-SCANa -0.81 2.96
SIC-rSCAN -0.79 2.72

∆-DFAb -1.55 5.40
∆-SICc 0.02 0.65

aFrom reference [34]
b∆-DFA is difference between rSCAN and SCAN
c∆-SIC is difference between SIC-rSCAN and SIC-SCAN

Here, we investigate the performance of rSCAN using the BH6
benchmark set86. BH6 consists of three chemical reactions — i)
OH + CH4→ CH3 + H2O, ii) H + OH→ O + H2, and iii) H + H2S
→ H2 + HS. The forward and reverse barrier heights were con-
sidered. We compute the left hand side, saddle points, and right
hand sides of these chemical reactions and obtain the reaction
barrier. The forward (reverse) reaction barrier is the difference of
saddle point energy and the energy at the left (right) hand side
of the reactions. Many DFA calculations fail to describe the barri-
ers which require accurate prediction of energies when the bonds
are stretched. The results for BH6 data sets are shown in Table
10. From SCAN to SIC-SCAN, the MAE is reduced from 7.86 to
2.96 kcal/mol, and ME also shows decrease from −7.86 to −0.81
kcal/mol. Using rSCAN, MAEs are 9.41 kcal/mol for DFA and 2.72
kcal/mol for SIC. The rSCAN performs slightly worse than SCAN
while SIC-rSCAN does marginally better than SIC-SCAN in barrier
height calculations.

4.5 Dissociation and reaction energies

Here, we calculated dissociation energies for the SIE4×4 set73

and reaction energies for SIE11 set87. These two test sets are part
of the general main group thermochemistry, kinetics, and nonco-
valent interactions (GMTKN) benchmark database specifically for
studying the SIE-related problems. SIE4×4 set consists of four
positively charged dimers at four different separation distances
R which are R/Re = 1.0,1.25,1.5, and 1.75, Re being the equilib-
rium distance. This set is designed to capture the effect of pure
one-electron SIEs. The dissociation energies ED are obtained as

ED = E(X)+E(X+)−E(X+
2 ) (9)

where E(X+
2 ) is the energy of the compound, E(X) and E(X+) are

the energies of fragments. SIE11 set consists of 5 cationic and 6
neutral reactions immensely prone to SIEs. The MAEs with re-
spect to the CCSD(T) reference values are summarized in Table
11. SCAN and rSCAN results with and without SIC are compara-
ble with SCAN (SIC-rSCAN) being marginally better than rSCAN
(SIC-SCAN).

Table 11 Mean absolute error (in kcal/mol) of SIE4×4 and SIE11 sets of
molecules.

Method MAE SIE4×4 MAE SIE11

SCAN 17.9 10.1
rSCAN 18.4 10.5

SIC-SCAN 2.2 5.7
SIC-rSCAN 2.1 5.2

∆-DFAa 0.5 1.4
∆-SICb 0.2 0.8

a∆-DFA is difference between rSCAN and SCAN
b∆-SIC is difference between SIC-rSCAN and SIC-SCAN

4.6 Water clusters

Appropriate description of water clusters is a difficult test for the
DFAs. One of many success stories of SCAN is its ability to ac-
curately describe covalent and hydrogen bonds and vdW inter-
actions between the water molecules19. Water hexamers were
used by Sun and coworkers to test the performance of SCAN11

and also by Bartók and Yates38 to test the performance of rSCAN
in predicting isomer ordering. Here we study the binding ener-
gies of water hexamers using the self-interaction-corrected rSCAN
functional. The four isomers considered are as follows: the prism
(P), cage (C), book (B), and ring (R), following the naming con-
ventions used by Yagi et al.88. We computed the binding energies
using SIC-rSCAN and compare them in Table 12 with recent SIC-
SCAN results by Sharkas et al.89. The rSCAN and SIC-rSCAN cal-
culations show the signed errors of −43.4 and −12.6 meV/H2O,
respectively. These results compare well with SCAN and SIC-
SCAN results of Sharkas and coworkers which has average signed
errors of −41.6 and −13.2 meV/H2O for SCAN and SIC-SCAN,
respectively. The two functionals agree within 1.8 meV/H2O.

As for the energy orderings of the water hexamer isomers, the
CCSD(T) energy ordering (from the most stable to least) is shown
as P < C < B < R. It was previously shown that the SCAN func-
tional is able to predict the same isomer ordering18. FLOSIC
calculations with SCAN have shown to preserve this isomer or-
dering89. Using rSCAN, the same isomer ordering was observed
both at DFA and at SIC level. These results and those in the pre-
vious sections show that rSCAN can be used in place of SCAN for
SIC calculations.

5 Conclusion
To summarize, we have implemented the recent regularized ver-
sion of the SCAN functional and assessed its performance on sev-
eral electronic properties ranging from atomization energies to
barrier heights as well as on magnetic properties and vibrational
properties. The performance appraisal was carried out for both
the self-interaction corrected rSCAN functional and the uncor-
rected rSCAN functional. The calculation of SIC energy and po-
tentials using rSCAN can become numerically unstable due to the
evaluation of α using the FLO and FLO densities. A solution to
simplify this complexity is introduced and the SIC calculations
were performed for a wide array of properties. The results were
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Table 12 Signed errors per water molecule (in meV/H2O) in binding energy for water clusters with respect to CCSD(T).

Cluster SCANa rSCAN SIC-SCANa SIC-rSCAN Ref.b

(H2O)2 -9.4 -10.1 -2.0 -1.6 -108.6
(H2O)3 -28.9 -29.4 -5.8 -4.2 -228.4
(H2O)4 -36.9 -41.2 -8.7 -10.3 -297.0
(H2O)5 -39.8 -41.8 -12.1 -12.0 -311.4

(H2O)6 P -42.4 -43.7 -11.7 -10.4 -332.4
(H2O)6 C -42.7 -44.4 -12.0 -11.3 -330.5
(H2O)6 B -41.7 -43.8 -11.3 -11.1 -327.3
(H2O)6 R -39.4 -41.6 -17.6 -17.6 -320.1

aReference [89]
bCCSD(T)-F12b binding energies referred from reference [90]

compared with corresponding results using the SCAN functional.
Our results show that rSCAN total energies converge faster with
numerical grids compared to the SCAN functional. The rSCAN re-
sults for most properties are, in general, comparable to the SCAN
functional with deviation in the range 0.1− 1.9 kcal/mol. The
exception is the case of atomization energies, which are signifi-
cantly worse compared to the SCAN functional (deviation of 3.4
kcal/mol in uncorrected DFA). For magnetic properties, we as-
sessed uncorrected SCAN and rSCAN functionals by computing
the net spin moment of a few single molecular magnets. Our re-
sults show that both rSCAN and SCAN predict the same correct
spin moment. The trends observed for uncorrected functionals
are also seen when the SIEs are removed using the FLOSIC for-
malism. In this case, for the majority of properties SIC-rSCAN re-
sults are marginally better than SIC-SCAN results. These results
indicate that the impact of violation of slowly varying norm is
insignificant on rSCAN’s performance with and without SIC. Con-
sidering that the rSCAN results are comparable to SCAN results
(with exception of atomization energy), the rSCAN functional
can be recommended for study with SIC as it is numerically less
demanding due to need of relatively less dense numerical grids
compared to the SCAN functional. The numerical efficiency of
rSCAN becomes even more important when self-interaction er-
rors are removed using the PZSIC method. Although the present
work shows inconsequential impact of violation of some exact
constraints by rSCAN on the properties studied here, satisfaction
of these constraints may be important for some properties of peri-
odic systems. Hence, it is desirable to have a meta-GGA functional
that, like SCAN, satisfies all known constraints and is numerically
efficient like the rSCAN functional.

Supplementary material

See supplementary material for detailed results of the dipole mo-
ments, IR and Raman spectra, total energies, IP, EA for the sys-
tems studied in this manuscript and detailed results for S22,
BH76, AE6, BH6, SIE4×4, and SIE11 molecular test sets.
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The data that supports the findings of this study are available
within the article and its supplementary material.
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