
Thermodynamics, dynamics, and structure of supercritical 
water at extreme conditions

Journal: Physical Chemistry Chemical Physics

Manuscript ID CP-ART-04-2020-002288.R1

Article Type: Paper

Date Submitted by the 
Author: 15-Jun-2020

Complete List of Authors: Yoon, Tae Jun; Los Alamos National Laboratory, Material Physics and 
Applications Division
Patel, Lara; Los Alamos National Laboratory
Ju, Taeho; Los Alamos National Laboratory, Material Physics and 
Applications Division
Vigil, Matthew; Los Alamos National Laboratory, Material Physics and 
Applications Division
Findikoglu, Alp; Los Alamos National Laboratory, Material Physics and 
Applications Division
Maerzke, Katie; Los Alamos National Laboratory
Currier, Robert; Los Alamos National Laboratory

 

Physical Chemistry Chemical Physics



Thermodynamics, dynamics, and structure of supercrit-
ical water at extreme conditions†

Tae Jun Yoon,∗ Lara A. Patel, Taeho Ju, Matthew J. Vigil, Alp T. Findikoglu, Robert P.
Currier, and Katie A. Maerzke

Molecular dynamics (MD) simulations to understand the thermodynamic, dynamic, and structural
changes in supercritical water across the Frenkel line and the melting line have been performed. The
two-phase thermodynamic model [J. Phys. Chem. B (2010), 114(24), 8191-8198] and the velocity
autocorrelation functions are used to locate the Frenkel line and to calculate the thermodynamic
and dynamic properties. The Frenkel lines obtained from the two-phase thermodynamic model
and the velocity autocorrelation criterion do not agree with each other. Structural characteristics
and the translational diffusion dynamics of water suggest that this inconsistency could arise from
the two oscillatory modes in water, which are associated with the bending of hydrogen bonds and
intermolecular collisions inside the first coordination shell. The overall results lead us to conclude
that the universality of the Frenkel line as a dynamic crossover line from rigid to nonrigid fluids is
preserved in water.

1 Introduction
Supercritical water, a fluid state above the gas-liquid critical
point, is of great importance for its industrial uses1,2 and its oc-
currence in nature.3,4 Seawater in the vicinity of a hydrothermal
vent is supercritical and water in the Earth’s crust and mantle
is either a supercritical fluid or a high-pressure ice.5,6 Thus, su-
percritical water has a tremendous effect on geological processes
and deep-sea ecosystems.5 From an industrial point of view, the
anomalous properties of near-critical and supercritical water have
been exploited for chemical synthesis,2 desalination,7 and pollu-
tant oxidation.8 The peculiarity of supercritical water has been
extensively studied in the field of chemical physics and physical
chemistry. For instance, the hydrogen bonding network and its
role in supercritical water continue to be debated.9,10 Recently, a
series of studies have been devoted to identifying the supercriti-
cal gas-liquid transition line (region), also known as the Widom
line (delta).11–19 On the other hand, the characteristics of dense
supercritical water have not been as well studied.

This work aims to understand the behavior of supercritical wa-
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ter in a variety of conditions, from gas-like to solid-like. Specif-
ically, we are interested in two crossover lines including the
Frenkel line (FL), a rigid-nonrigid dynamic crossover line,20,21

and the melting line. The FL concerns the dynamic duality of
liquids. The liquid state has been understood from two opposite
points of view. Van der Waals regarded the liquid as a compressed
gas,22 whereas Frenkel deemed it close to a solid. Frenkel argued
that the dynamics of a liquid resembles that of a defect-ridden
solid when its structural relaxation time (τ) is comparable to the
shortest vibration period (τ0) in the solid.23 Based on Frenkel’s
idea, Brazhkin et al. first located the FL by defining it as a set of
thermodynamic states where τ becomes comparable to τ0.24 In
subsequent studies, they suggested thermodynamic and dynamic
criteria to locate the FL,24,25 but these criteria were criticized by
Bryk et al.26–28 A series of recent works29–34 also proposed sev-
eral thermodynamic, geometric and dynamic changes associated
with the FL. It is noteworthy that several recent works aim to
understand the dynamic crossover in conjunction with thermo-
dynamic scaling theory or the isomorph theory.35–38 Brazhkin et
al.33 note that the thermodynamic states where several transport
properties of soft-sphere particles (the logarithm of self-diffusion
coefficient, shear viscosity, and kinematic viscosity) show quali-
tative changes are related to the Frenkel line they defined. Bell
et al.34 do not use the term Frenkel line but suggests a dynamic
crossover line based on a similar idea to Brazhkin et al.33 They
use the excess entropy scaling for the determination of a dynamic
crossover line. Our recent work39 directly shows that the Frenkel
lines of simple soft-sphere fluids and their melting lines are iso-
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morphic. Since the FL is related to a qualitative change in the
behavior of dense fluids in extreme environments and the scaling
theory of dynamic properties, therefore, it is important to under-
stand the dynamic crossover and locate the FL. Despite the im-
portance and the soundness of the notion, there remain several
challenging issues related to the FL.26

Many proposed criteria yield FLs that are not in agreement.
First, the τ = τ0 definition, the cornerstone of Frenkel’s idea,26

cannot be determined in a quantitatively rigorous way from the
mean square displacement and often lies far from FLs determined
by other criteria. Poor agreement was reported with both the
heat capacity criterion (Cv = 2.0 kB for monatomic fluids) and the
velocity autocorrelation function [Z(t)] criterion, which are most
frequently used to define the FL (see Sec. 2.3 for a description of
the Z(t) criterion). Brazhkin et al.40 attributed the discrepancy
to calculation error (≈ 10 %), but this does not fully account for
the discrepancy.41 Our recent work32 demonstrates that the two-
phase thermodynamic (2PT) model for monatomic fluids42 can
locate the FL of simple monatomic fluids in agreement with the
recent discussion related to the isomorh theory. However, the
ability of the 2PT model to locate the FL was not validated for
polyatomic species in which more degrees of freedom in motion
exist.

The second issue relates to terminology. Brazhkin et al.24 first
used the term rigid-nonrigid crossover for the FL, but denoted
it as a gas-liquid transition line in subsequent works.20,21,25,40

Indeed, both terms are frequently used interchangeably.23 This
mixed use of terminology sometimes conflicts with usage in gas-
liquid criticality or the Widom line.19

Another issue, which is especially relevant to water, concerns
the universality of the Z(t) criterion. As described earlier, recent
studies regard that the FL is closely related to thermodynamic
scaling theory. The thermodynamic scaling theory states that the
dynamics of a simple liquid can be represented as a unique func-
tion of ργscale/T where γscale is called the density scaling exponent.
Thus, the parallelism between the FL and the ML on the ρ − T
and p−T planes suggests that the thermodynamic states at the
FL have the same density scaling exponent (γscale) with those at
the ML in simple fluid models. On the other hand, the FL in
water from the Z(t) criterion is quite dissimilar to that in simple
fluids.20,21 For instance, the ML is not parallel to the FL on the
pressure-temperature diagram. Considering that the FL shows
similar behavior in soft-sphere and hard-sphere fluids, the dis-
agreement casts into question the validity of the Z(t) criterion.

For the melting line of high-temperature/high-pressure water,
there have been a series of recent studies on the solid-liquid tran-
sition of water under extreme conditions.43–45 A plastic crystal
phase (PC) was proposed as a new state of ice that appears above
350 K and 60 kbar.43–45 In the PC, water molecules lose their
translational degrees of freedom but rotate freely.

In order to address these issues, we use the Z(t) criterion
and the two-phase thermodynamic (2PT) model for polyatomic
species for the thermodynamic and dynamic characterization of
the FL.46 The ML is characterized by examining the discontinuity
in thermodynamic variables [e.g., pressure (p), density (ρ), in-
ternal energy (E), enthalpy (H), and free energy (G and A)]. We

demonstrate that the 2PT model for polyatomic species not only
locates the FL but also explains its physical meaning. Simultane-
ously, we find that the FLs determined by these two methods do
not agree with each other. Based on the structural and dynamic
analyses, we show that both FLs have their own physical mean-
ings but that the FL from the 2PT model conserves the universal
characteristics that are observed in simple and non-associating
fluids.

2 Methods

2.1 Molecular dynamics (MD) simulations

The Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS, 12 Dec 2018) is used for all simulations.47 The
TIP4P/2005 model,48 one of the most popular rigid nonpolar-
izable water models,12,49 is mainly used to model the inter-
atomic potential. All simulations are repeated at least three
times with different initial configurations and velocity distribu-
tions. The timestep (∆t) is 1 fs in the following NVT and NpT sim-
ulations. Long-range Coulomb interactions are computed using
the particle-particle particle-mesh (pppm) solver with a tolerance
parameter of 10−5 in all simulations.

In the NVT simulations, both the standard 12-6 Lennard-Jones
interaction and the Coulombic pairwise interaction are cut at 14
Å and the tail correction term is added. The number of water
molecules is 2,000 (N = 2,000). The simulation temperatures and
densities are Tr = 1.0− 5.0 and ρr = 0.1− 9.4. For all symbols, Pr

denotes the reduced property (Pr = P/Pc) where Pc is the prop-
erty at the critical point. The critical point is estimated using the
flat top proposal16,50 (ρc = 284.23 kg/m3, pc = 178.90 bar, and
Tc = 654.10 K). In the NVT simulations, the initial configurations
are first relaxed for 4 ns. Next, the simulations are run to obtain
the internal energy, pressure, and trajectory data for the struc-
tural analysis. The trajectory data is collected every 10 ps for
2 ns. An additional run of the NVT simulation is performed to
collect the trajectory data every single step for 30 ps to calculate
thermodynamic properties including absolute entropy, Helmholtz
free energy, and Gibbs free energy.

The NpT simulations are conducted to determine the melt-
ing temperature following the simulation procedure introduced
by Takii et al.45 Three different initial configurations of 512
molecules are prepared at each thermodynamic condition. These
initial configurations are equilibrated for a few ns (≥ 4 ns) at
the thermodynamic conditions in the vicinity of the melting line
obtained from the first set of NVT simulations. The simulation
pressures range from 100 kbar to 700 kbar with an interval of
100 kbar. The Nosé-Hoover thermostat and barostat are used to
control the temperature and pressure. Both Coulombic and short-
range interactions are cut at 8 Å and the tail correction term is
added following the earlier studies on the plastic crystal forma-
tion43–45. The trajectory data and the system volume are col-
lected during the production run (2 ns). As with the first set of
simulations, the trajectory data are collected every single step for
30 ps to calculate absolute entropy. Note that the cutoff distance
and the number of molecules in the NpT simulations have been re-
duced from the values used in the NVT simulations. They were re-
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duced under the hypothesis that the solid-liquid transition at high
temperature is dominated not by the long-range attractive inter-
action but by the short-range attractive and repulsive interactions.
Aragones et al.43 demonstrated that including the attractive in-
teraction beyond the cutoff radius has little change (∼ 1.5 %) on
the coexistence densities, which is acceptable for the goal of this
work. This hypothesis will be validated by comparing the melting
lines obtained from the NVT simulations to those from the NpT
simulations.

Simulations of a shorter timestep (∆t = 0.5 fs) are additionally
performed at Tr = 1.0 to examine the effect of the timestep size.
No significant effect was observed for all conditions (see the Table
S1 in the ESI†) as shown in our previous work involving simple
Lennard-Jones fluids.

In addition to the TIP4P/2005 model, we also perform MD
simulations using the SPC/Fw model,51 a flexible variant of the
SPC/E model, to examine the influence of the intramolecular flex-
ibility at T = 298.15 K and over the range of T = 654.1−2616.4 K.
The influence of the flexibility on the fluidicity parameter is not
significant as shown in Table S2 and Fig. S2 (see the ESI†), which
agrees with the results obtained by Lin et al.46 and Pascal et al.52

Since the calculation of thermodynamic contributions from the in-
tramolecular vibration is computationally intensive and the result
does not contribute substantially to the thermodynamic proper-
ties, we mainly focus on using the TIP4P/2005 model throughout
the main article.

It should be noted that non-reactive water models are not re-
alistic under extreme conditions. For instance, 25 % of the wa-
ter molecules decompose into hydrogen and oxygen at ∼ 2500 K
(Tr ∼ 3.9) and 0.05 bar.53,54 Still, the rigid nonpolarizable model
may provide useful insight into the behavior of supercritical water
under extreme conditions.

2.2 Two-phase thermodynamic (2PT) model

The 2PT model for polyatomic species46 calculates the thermody-
namic properties based on the vibrational density of states (Ψ) of
each type of motion (translation (t), rotation(r), and intramolec-
ular vibration (v)) [Eq. (1)].

Ψ(ν) = Ψ
t(ν)+Ψ

r(ν)+Ψ
v(ν) (1)

In Eq. (1), ν is the frequency. The vibrational density of states
of each type of motion is obtained by Fourier transforming either
the spectral density or the velocity autocorrelation functions. The
density of states of the translational, rotational, and intramolecu-
lar vibrational motions are defined as:

Ψ
t(ν) =

1
kBT

lim
τ→∞

N

∑
j=1

3

∑
k=1

Mj

τ

∣∣∣∣∫ τ

−τ

vk
t,j(t)e

−2πiνtdt
∣∣∣∣2 (2a)

Ψ
r(ν) =

1
kBT

lim
τ→∞

N

∑
j=1

3

∑
k=1

Ik
j

τ

∣∣∣∣∫ τ

−τ

ω
k
j (t)e

−2πiνtdt
∣∣∣∣2 (2b)

Ψ
v(ν) =

1
kBT

lim
τ→∞

3N

∑
`=1

3

∑
k=1

m`

τ

∣∣∣∣∫ τ

−τ

vk
v,`(t)e

−2πiνtdt
∣∣∣∣2 (2c)

In Eq. (2), T is the temperature, i is the imaginary unit (i2 =−1),
kB is the Boltzmann constant, Mj is the mass of the jth molecule,
m` is the atomic mass of the `th particle, Ik

j is the kth principle

moment of inertia of the jth molecule, vk
t,j and ωk

j are the trans-
lational velocity of the center of mass and the angular velocity
of the jth molecule in the kth direction at time t. vk

v,`(t) is the kth

directional component of the intramolecular vibrational velocity
of the `th atom at time t. The intramolecular vibrational velocity
vector of the `th atom ~vv,` is calculated as ~v`−~vt,`−~vr,`, where ~v`
is the velocity vector of the `th atom and ~vr,` is the cross product
of the angular velocity and the positional vector of the `th atom
relative to the center of the mass of the molecule.

The 2PT model is built upon the hypothesis that the vibrational
density of states can be decomposed into gas-like (diffusive) and
solid-like (oscillatory) contributions. This simple idea is easily un-
derstood based on the ideal gas and the Einstein solid. In the ideal
gas, molecular motion is not affected by collisions with neighbors.
Thus, the vibrational frequency of the motions in the ideal gas be-
comes zero in Fourier space. In the Einstein solid, on the other
hand, all molecules oscillate with the same non-zero frequency
(ν0). The density of states of the Einstein crystal is represented
as a Dirac-delta function Ψ(ν) = δ (ν − ν0). Real fluids show an
intermediate behavior between these two extremes. For instance,
the density of states of a dilute gas monotonically decays with an
increase in frequency, whereas the density of states in a solid is
close to zero at ν = 0 and shows a broad distribution unlike the
Einstein crystal model.

The 2PT model calculates thermodynamic properties by decom-
posing the density of states of each motion into gas-like and solid-
like contributions [Eq. (3)].

Ψ
m(ν) = Ψ

m
g (ν)+Ψ

m
s (ν) (m = t, r, or v) (3)

To decompose Ψm(ν), Lin et al.46 introduced the fluidicity ( f m
g ),

an order parameter to quantify the gas-likeness of motions [Eq.
(4)].

f m
g =

∫
∞

0 Ψm
g (ν)dν∫

∞

0 Ψm(ν)dν
(4)

The fluidicity is calculated from the Carnahan-Starling equation
of state55 (see Lin et al.42 for the detailed derivation of the flu-
idicity). Since the integral of the vibrational density of states for
each motion equals the degrees of freedom of motion (= 3N), f m

g
can also be seen as the fraction of the degrees of freedom corre-
sponding to gas-like motions.

The contribution of each type of motion to a thermodynamic
variable (Qm) is calculated as a sum of the solid-like and gas-like
contributions, which is expressed as

Qm = Q0 + kBT
∫

∞

0

[
Ψ

m
g (ν)W

m
Q,g(ν)+Ψ

m
s (ν)W

m
Q,s(ν)

]
dν (5)

where Q0 is the reference property, WQ,p (p = g or s) is the weight-
ing function for the gas-like and the solid-like contributions to the
property Q. The reference energy E0 is defined in Eq. (6).

E0 = EMD−3NkBT (1−0.5 f t
g−0.5 f r

r ) (6)

The reference entropy is zero. The weighting functions are given
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in Eq. (7).46

W t
E,g = 0.5 (7a)

W t
S,g =

1
3

[
5
2
+ ln

(
V

N fgΛ3

)
+

γ(3γ−4)
(1− γ)2

]
(7b)

W t
A,g =W t

E,g−W t
S,g (7c)

W r
E,g = 0.5 (7d)

W r
E,g =

1
2
+

1
6

ln
(

πT 3

σΘxΘyΘz

)
(7e)

W t
A,g =W r

E,g−W r
S,g (7f)

W t
E,s =W r

E,s =
hν

2kBT
+

hν/kBT
exp(hν/kBT )−1

(7g)

W t
S,s =W r

S,s =
hν/kBT

exp(hν/kBT )−1
− ln

[
1− exp

(
− hν

kBT

)]
(7h)

W t
A,s =W r

A,s = ln
[

1− exp(hν/kBT )
exp(−hν/2kBT )

]
(7i)

In Eq. (7), h is the Planck constant, Λ is the thermal de Broglie
wavelength (=

√
h2/2πmkBT ), Θk (k = x, y, and z) is the rota-

tional temperature given as h2/8π2IkkB, σ is the rotational sym-
metry, and γ is the hard sphere volume defined as

γ = ( f t
g)

5/2

[
2Ψt(0)

9N

(
πkBT

M

)1/2(N
V

)1/3( 6
π

)2/3
]3/2

. (8)

Eq. (7b) is slightly different from the weighting function pro-
vided by Lin et al.46 following the suggestion by Sun et al.56 The
fluidicity of the intramolecular vibration is zero regardless of the
thermodynamic conditions ( f v

g = 0). The weighting functions for
the intramolecular vibrational density of states are identical to the
weighting functions for the solid-like translational motions (Eq.
7g-i). Since the TIP4P/2005 model is rigid, the intramolecular
vibrational density of states is not calculated in the main article.

After obtaining the internal energy (E) and pressure (p) from
the 2 ns production run and calculating absolute entropy (S)
based on Eq. (5) and (7), the Gibbs free energy is calculated
as G = H−T S = E + pV −T S where H is enthalpy (H = E + pV ).

2.3 Velocity autocorrelation criterion

The velocity autocorrelation criterion proposed by Brazhkin et
al.25 defines the FL as the thermodynamic state where the trans-
lational velocity autocorrelation function [Z(t)] starts to oscillate
with decreasing temperature along the isochore. Z(t) is defined
as

Z(t) =
1

3N

N

∑
j=1

3

∑
k=1

vk
t,j(t)v

k
t,j(0). (9)

We define the FL from the Z(t) criterion as the crossover density
where the Z(t) starts to oscillate with an increase in the bulk den-
sity along the isotherm. Fig. 1 shows the behavior of the Z(t)
data normalized by the initial magnitude for different densities
at Tr = 2.0. In order to determine the crossover densities, Z(t) is
first differentiated with regard to time. Then, the lowest density
where Z(t) starts to show a positive slope is computed.

Both Z(t) and Ψt(ν) can be used to calculate the translational

Fig. 1 (a) Translational and (b) rotational (angular) velocity autocor-
relation functions at the temperature of Tr = 2.0. Colored lines denote
different densities. Both autocorrelation functions oscillate when the
density increases. The crossover density obtained from the Z(t) criterion
(ρ2PT

cr ) at Tr = 2.0 is ρ2PT
cr ≈ 4.35.

diffusion coefficients. The translational diffusion coefficient (Dt)
is given as:

Dt =
1
3

∫
∞

0
Z(t)dt =

Ψ(0)kBT
12MN

(10)

For comparison, we also calculate the angular velocity autocor-
relation function (Ω(t)), which is defined in a similar manner.

Ω(t) =
1

3N

N

∑
j=1

3

∑
k=1

ω
k
j (t)ω

k
j (0) (11)
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Fig. 2 (a) Translational fluidicity ( f t
g) and (b) rotational fluidicity ( f r

g) of the TIP4P/2005 water model along isotherms. f t
g has its inflection density

in the vicinity of f t
g = 0.67 (horizontal dashed line). (c) and (d) show the percent of gas-like (diffusive) contribution to translational and rotational

energy, respectively. The translational energy contribution of gas-like fraction becomes equal to that of solid-like fraction [Eg
t = Es

t , black dashed line
in (c)] when f t

g becomes 0.67. The vertical colored lines are drawn to indicate the densities where Eg
t /(E

g
t +Es

t ) becomes 50 %.

2.4 Estimation of the melting density

We use both NVT and NpT results to locate the solid-liquid co-
existence line. In the NVT simulations, the solid-liquid transition
pressure is determined by examining the abrupt changes in the
fluidicity, Gibbs (or Helmholtz) free energy, and pressure along
an isotherm. The translational fluidicity, for instance, abruptly
decreases to zero when the solid-liquid transition occurs (see Fig.
2). From the pressure data, the solid-liquid transition pressure
can be obtained by fitting two polynomial equations in the vicin-
ity of the transition point and finding the pressure where the fitted
equations become equal.

In the NpT simulations, the coexistence densities are deter-
mined by examining thermodynamic variables. The melting tem-
perature and densities are estimated as the point where the ther-
modynamic variables show an abrupt change.

2.5 Structural analysis

We examine the structural characteristics by analyzing the trajec-
tory data obtained from the NVT simulations (N = 2,000). The
number of hydrogen bonds (HB) per molecule (〈nHB〉), the orien-
tational tetrahedral order parameter (〈q〉)57,58, and the topologi-
cal characteristics of Voronoi cells are computed.

We use two HB definitions,59–61 which are denoted as E (elec-
tronic structure criterion) and G (geometric criterion). The elec-
tronic structure based definition59 deems two molecules to be
hydrogen bonded if the following condition is satisfied.

exp
(
− rO...O

0.343

)(
7.1−0.050ψ +0.00021ψ

2
)
> 0.0085 (12)

In Eq. (12), rO...O is the intermolecular distance (Å) between
the two O atoms and ψ (◦) is the angle between the OH vector
and a normal vector to a plane passing through all atoms in the
donor molecule. The geometric definition uses four criteria sug-
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gested by the two previous works.60,61 Himoto et al.60 regard
two molecules to be hydrogen bonded if the intermolecular OH
distance (rO...H) is shorter than 2.2 Å and the angle between the
intramolecular OH vector (~rOH) and the intermolecular OH vector
(~rO...H) is less than 30◦. Based on the ab initio MD simulations,
Pan et al.61 suggest that rO...H and rH...H should be longer than
1.62 Å and 2 Å reflecting strong repulsive interactions. For both
definitions, the numbers of HBs per molecule are computed as13

〈nHB〉=
∑

N
i=1 bij

N
(13)

where bij is unity if the molecules i and j are hydrogen-bonded.
Otherwise, it is zero.

The orientational tetrahedral order parameter is defined as

qk = 1− 3
8

3

∑
i=1

4

∑
j=i+1

(
cosθikj +

1
3

)2
, (14)

where θikj is the angle between the molecule k and two of its four
nearest neighbors i and j. The average of qk (〈q〉 = ∑

N
k=1 qk/N)

is zero for an ideal gas and unity for perfectly tetrahedral struc-
tures.57,58

Aragones et al.44 identify two crystalline structures at high
temperature and pressure, namely, the body-centered cubic
(BCC) and the face-centered cubic (FCC) depending on the ther-
modynamic conditions. The BCC structure becomes unstable rel-
ative to FCC at high temperatures. We expect that the local struc-
ture of supercritical water will show signs of solidification before
it freezes. This precursor to solidification can be studied by ex-
ploiting the topological information at the molecular level. We
use the code VoroTop (developed by Lazar et al.62) to obtain the
topological information, which has been successfully used for the
characterization of simple fluid models.31,39,63

In this framework, a configuration of N particles is partitioned
into the N Voronoi cells, which are defined as the region in space
closer to the central particle than any other neighbors. The shape
of a Voronoi cell contains the connectivity information for the cen-
tral molecule (atom) and its surrounding neighbors. This topolog-
ical type of Voronoi cell can be completely encoded into a Wein-
berg vector.64 The Weinberg vector can be generated by reading
the Schlegel diagram of a Voronoi cell,65 a projection of the three-
dimensional polyhedron to a two-dimensional graph. After the
Weinberg vectors of a system are obtained, they are compared
to the topological types found in a variety of crystalline struc-
tures (e.g., face-centered cubic (FCC),body-centered cubic (BCC),
hexagonal closed packed (HCP), etc.). For the detailed descrip-
tion on the algorithm, see Lazar et al.62

3 Results and Discussion
Fig. 1 shows the translational velocity and the angular velocity
autocorrelation functions [Z(t) and Ω(t)] normalized by their ini-
tial intensity. As Brazhkin et al. noted,25 the translational velocity
autocorrelation function Z(t) starts to oscillate with an increase
in density. The dynamic crossover densities [ρ

Z(t)
cr ] are obtained

based on the procedure described in Sec. 2.3. The crossover den-
sities agree well with those obtained by previous works (see Fig.

4).20,21 This result suggests that the FL characterized by the Z(t)
criterion is not path-dependent unlike the Widom line defined
based on the maxima of thermodynamic response functions.14

Compared to Z(t), Ω(t) becomes oscillatory at lower densities
[see Fig. 1 (b)]. The onset of the oscillatory behavior in Ω(t)
at low density reflects that the rotational motion of a molecule
is more sensitive to the presence of neighboring molecules. The
translational motion of a molecule becomes oscillatory only when
the molecule is effectively arrested by its neighbors, which is also
known as the cage effect in cell theory. On the other hand, the
rotational motion can be easily restricted by the presence of its
neighboring molecules. Since water is an associating fluid, cluster
formation readily occurs in the gas-like domain,16 which results
in the oscillation of Ω(t) at lower density.

Fig. 2 (a) shows how the translational fluidicity ( f t
g) changes

as the density increases along an isotherm. f t
g does not decrease

linearly with an increase of the density. Instead, an inflection
occurs at f t

g ∼ 0.67 at all simulation temperatures. The inflection
point can be located by fitting an empirical two-term exponential
function to the fluidicity data in the fluid region as shown in our
previous work.32 It also shows an abrupt decrease to zero at high
density, which implies solidification.

The inflection of the fluidicity at f t
g ∼ 0.67 aligns with the heat

capacity criterion proposed by Brazhkin and his coworkers24 to
some extent. The heat capacity criterion states that the FL is a col-
lection of thermodynamic states where the heat capacity becomes
6.0 kB for water.20,21 The connection between the fluidicity and
the heat capacity can be clarified as follows.32 The heat capacity
of a monatomic ideal gas is 1.5 kB, and that of Einstein crystal is
given in Eq. (15).

Cv = 3kB

(
hν0

kBT

)2 exp(hν0/kBT )
[exp(hν0/kBT )−1]2

(15)

At the high temperature limit (T → ∞), Eq. (15) converges to
3 kB.66 Taking into account that the heat capacity is proportional
to the degrees of freedom, the translational contribution to the
heat capacity in the high temperature limit is

lim
T→∞

Ct
v(T ) =

2
3
(1.5kB)+

1
3
(3kB) = 2kB (16)

for a monatomic system. Since water consists of three atoms, the
translational contribution to the total heat capacity is obtained as
6kB at the temperature limit. However, it should be noted that the
above derivation has several limitations. First, the rotational con-
tribution to the heat capacity is not included (Cv 6= Ct

v). Second,
this relation holds exactly at the high temperature limit. Lastly,
the Einstein model is a simple monatomic model that does not
considers the distribution of vibrational frequencies. This may
provide a partial explanation for the inconsistency of the thermo-
dynamic and dynamic criteria as denoted by Fomin et al.21

The density dependence of the rotational fluidicity ( f r
g) is dis-

similar to that of the translational fluidicity [Fig. 2 (b)]. It quickly
converges to its minimum as the density decreases but does not
become zero. As shown in Fig. 1 (b), the convergence behavior
of the rotational fluidicity reflects that it is not relevant to the FL.
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Fig. 3 (a) Gibbs free energy (G) and pressure (p) of supercritical water
(TIP4P/2005) along an isotherm (Tr = 2.0). Both G and p shows a
discontinuity at the density around ρr = 6.49.(b) Energy (E) and density
(ρ) along an isobar (p= 300 kbar). Both E and ρ shows an abrupt change
across the melting temperature [Tm = 1590.25 K (Tr,m ∼ 2.43)].

The non-zero rotational fluidicity in the ice region reflects that su-
percritical water transforms not to ice VII but to a plastic crystal
(PC).

Fig. 2 (c) and (d) shows the gas-like contribution to the trans-
lational and rotational energy. The gas-like translational energy
becomes equal to the solid-like contribution at the point where
the translational fluidicity becomes 0.67, and then decreases to
zero at the solid-liquid transition point. However, the gas-like
rotational energy does not converge to zero but its contribution
increases with an increase in the temperature. All these results
suggest that the translational dynamic crossover of supercritical
water can be identified using the 2PT model, as was shown for
simple fluids.32

Fig. 3 (a) shows the pressure and enthalpy of the TIP4P/2005
water model along an isotherm (Tr = 2.0). The Gibbs free energy
and the pressure show an abrupt change near ρr = 6.49, which

Fig. 4 (a) pr − Tr diagram and (b) ρr − Tr diagrams of supercritical
water (TIP4P/2005). The critical point and the VLE lines are from
previous works.16,20,21,67 The MLs obtained from different methods are
consistent with each other. In (b), only the liquid density at the solid-
liquid coexistence line is presented. The FLs determined by Z(t) criterion
agree with previous works.20,21The FLs from the 2PT model agree well
with each other and run parallel to the ML but they do not agree with
the FL defined by the Z(t) criterion.

agrees well with the abrupt change in the translational and ro-
tational fluidicities as shown in Fig. 2. Fig. 3 (b) shows the
density (ρ) and the internal energy (E) change along an isobar
(p = 300 kbar). Both thermodynamic variables show an almost
linear dependence on the temperature far from the melting tem-
perature (Tr,m ∼ 2.45). The melting temperature and the coexis-
tence densities thus can be estimated from the abrupt change.

Fig. 4 compares the FLs in supercritical water from the 2PT
criteria ( f t

g = 0.67 and E t
g = E t

s) to that obtained using the Z(t) cri-
terion. The FLs from the 2PT criteria are consistent with each
other and run parallel to the MLs, like those of simple fluids.
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The MLs obtained from the NVT simulations and NpT simulations
agree well with each other, which validates our hypothesis that
the solid-liquid transition in high-temperature water is dominated
by the short-range attractive and repulsive interactions. However,
the FLs obtained using the 2PT model do not agree with that de-
fined by the Z(t) criterion. The slope of the Z(t) criterion FL is not
parallel to the melting line in both p−T and ρ−T planes, which
is at odds with the expectation proposed by Fomin et al.21 When
a power law equation (Tr = aρb

r where a and b are fitting parame-
ters) is fitted, the slope of the ML is obtained as 5.502±0.055. The
slope of the FL from the 2PT method is 5.482±0.071, whereas that
from the Z(t) criterion could not be fitted to a simple power law
equation. The crossover densities from the Z(t) criterion become
almost identical regardless of the temperature above Tr = 2.0 as
shown by Fomin et al.21 The disagreement of the crossover den-
sities from the 2PT model and the Z(t) criteria is seemingly para-
doxical since the density of states is merely obtained by convert-
ing Z(t) from the time domain to the frequency domain following
the Wiener-Khinchin theorem.42

In order to understand how this inconsistency occurs, we com-
pute the solid-like translational density of states (Ψt

s) in ambient
water (Fig. 5a). Regardless of how the FL is defined, ambient
water (ρr = 3.52 and Tr = 0.46) is classified as a rigid (solid-like)
liquid. Unlike a simple Lennard-Jones fluid,32,42 there are two
distinct vibrational modes present in ambient water. The right-
skewed low-frequency mode at 50 cm−1 originates from the bend-
ing of hydrogen bonds (HBs), whereas that at 200 cm−1 is asso-
ciated with the intermolecular collisions in the first coordination
shell. These two types of oscillatory motions have been reported
in both ambient and supercooled water.68–70 Ψt

s(ν) in supercrit-
ical water is unimodal but its skewness changes with increasing
density in the fluid region. After its transition to the PC, two dis-
tinct modes are again observed. Taking into account the distinct
peaks observed in ambient water, the peak broadening and the
skewness change in Ψt

s suggest that the unimodal Ψt
s could be

the result of a superposition of the two modes that represent the
different types of underlying oscillations.

The presence of dissimilar vibrations provides an insight into
the inconsistency between the FLs obtained from the 2PT model
and Z(t). The Z(t) criterion focuses on the occurrence of the high-
frequency oscillation in Z(t), which arises from collisions inside
the first coordination shell. Only the high-frequency mode is eas-
ily observable when examining the oscillatory behavior of Z(t).
On the other hand, the 2PT model calculates the solid-like contri-
bution by subtracting the gas-like translational density of states
from the translational density of states; the 2PT method assumes
that both oscillatory modes contribute to the solid-like behavior of
water molecules. Considering the two different vibrational modes
observed in ambient water and the parallelism between the melt-
ing line and the FL observed in a variety of model fluids,25,63 the
FL obtained from the 2PT model is closer to the original notion of
the Frenkel line.

We interrogate how these two oscillatory modes are related to
the dynamic and structural characteristics of supercritical water.
Fig. 6 (a) shows that the translational diffusion coefficient quali-
tatively changes across the crossover densities obtained from both

Fig. 5 Solid-like contribution to the vibrational density of states of
translational motions [Ψt

s(ν)] at (a) ambient condition (298 K, 1.0 g/cm3)
and (b) Tr = 2.0 over a range of densities. Ψt

s(ν) in rigid liquid (ambient
water) shows two distinct modes, which suggests the presence of the
solid-like dynamic heterogeneity in water. As the density increases along
an isotherm in the fluid region, Ψt

s is broadened and becomes less skewed.
After its transition to the plastic crstal (PC, ρr = 7.6), two vibrational
modes are again observed.

the 2PT model and the Z(t) criterion. The logarithm of Dt de-
creases steeply in the low-density region. Then, it decreases lin-
early between the two FLs and again declines steeply across the
FL obtained from the Z(t) criterion. These quantitatively different
dependencies on bulk density support the idea that different oscil-
latory motions exist in the near-critical region. The low-frequency
vibrational contribution related to HB bending, however, fades
with increasing temperature due to the vigorous thermal motions.

As shown in the ρr−Tr diagram [Fig. 4 (b)], the FL from the
2PT criterion and the ML can be fitted to a power law equation
(Tr = aρb

r where b ≈ 5.5). That is, the FL from the 2PT model at
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Fig. 6 (a) Translational diffusion coefficients (Dt) as a function of the
bulk density. Note the qualitative changes across the crossover densities
from the two different criteria (2PT, dashed lines and Z(t), dotted lines).
(b) Test of thermodynamic scaling of the translational diffusion coeffi-
cients. All dimensionless diffusivity curves collapse to a single line above
the crossover densities from the 2PT criterion (dashed lines).

different thermodynamic conditions can be collapsed as a single
point (ρ5.5

r /Tr ≈ constant). This density scaling scenario is tested
by defining the reduced translational diffusivity, which is given
as:38

D∗t = Dt
(V/N)1/3

(kBT/M)1/2
(17)

Fig. 6 (b) shows the thermodynamic scaling result. All D∗t curves
collapse to a single curve in the region between the FL from the
2PT criterion and the ML. When the temperature is above Tr = 2.0,
the curves become close to each other even when the density is
much lower than the crossover densities, which can be under-
stood as a result of the competition between the hydrogen bond-
ing and the thermal motion. The collapse of D∗t unambiguously

reveals the physical meaning of the FL from the 2PT criteria; it is
a set of the lowest densities where the power-law density scaling
holds in supercritical water. On the other hand, the density scal-
ing is not successful when the FL from the Z(t) criterion is used
since it cannot be fitted to the power-law relation.

Fig. 7 (a) shows the number of hydrogen bonds (HBs) per
molecule from the electronic structure definition (〈nE

HB〉).59 〈nE
HB〉

shows an inflection in the vicinity of the critical temperature but
it quickly collapses to a single line above Tr > 2. It becomes larger
than four at very high densities (ρr > 6.0), which is seemingly
unphysical. In contrast, the HB number per molecule obtained
from the geometric criterion [〈nG

HB〉, Fig. 7 (b)] is always below
three at all studied temperatures. It reaches a maximum along
the isotherm in the fluid state, which suggests that the hydrogen
bond formation is hampered at high densities due to repulsive
interactions.61,71 Together with the emergence of the slow vibra-
tional mode observed in Fig. 5 (b), the abrupt increase in 〈nG

HB〉
would indicate the solid-liquid transition. Overall, the geomet-
ric criterion is more coincident with the dynamic interpretation
than is the electron energy criterion. It would be instructive to
understand how the seemingly unphysical number of HBs is ob-
tained. When only a single distance criterion (rO...H < 2.2 Å) is
used to define the hydrogen bond (〈nG′

HB〉), the overall behavior
becomes similar to that of 〈nE

HB〉 [see Fig. S1 in the ESI†]. The
addition of the lower limits proposed by Pan et al.61 slightly de-
creases 〈nG

HB〉 at high density, but the result is not largely different
from 〈nE

HB〉. These results indicate that the addition of the angle
criterion ( 6 OH...O < 30◦) is the reason for the discrepancy.

Orientational (topological) characteristics are quantitatively
analyzed by the orientational tetrahedral order parameter and
the variation in the topological types. The orientational order pa-
rameter (〈q〉) steeply increases with an increase of the density in
the gas-like domain [Fig. 8 (a)]. It becomes concave downward
at the crossover densities from the 2PT model (ρ2PT

cr ), and shows
a maximum around those from the Z(t) criterion. In the vicin-
ity of the solid-liquid transition condition, it becomes discontinu-
ous. This result suggests that the tetrahedral structure of water
is weakened in dense supercritical water between the FL and the
ML. As the temperature increases, the vigorous thermal motion of
the water molecules breaks down the hydrogen bonding network
and 〈q〉max decreases as shown in Fig. 7 (b). Water becomes more
similar to simple fluids without tetrahedral order38 and the two
crossover densities approach each other (see Fig. 4).

In the topological analysis, only small fractions of body-
centered cubic (BCC) or icosahedral types (< 0.01%) are observed
at all state points. Rather, most Voronoi cells in the PC are clas-
sified as the topological types that are found in the face-centered
cubic (FCC) and hexagonal closest packed (HCP) structures as
obtained by Aragones et al.44 [see Fig. 8 (b)]. In the low density
region, the fraction of the FCC-HCP topological types ( fFCC−HCP)
linearly increases with an increase of the density. At the density
above ρ2PT

cr , the slope of the fFCC−HCP curve starts to increase,
and becomes again linear above ρ

Z(t)
cr . Thus, the tetrahedral order

parameter and the topological characteristics reflect the dynamic
crossover of supercritical water across the Frenkel lines.
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Fig. 7 The average number of hydrogen bonds (HBs) per water molecule
defined by (a) the electron energy criterion (E) and (b) the geometric
criterion (G). 〈nE

HB〉 monotonically increases and becomes beyond four in
the high density region. On the other hand, 〈nG

HB〉 is less than four and
shows a maximum near the solid-liquid transition density.

4 Conclusions
Overall analyses suggest that the Frenkel line from the two-phase
thermodynamic method and that from the velocity autocorrela-
tion criterion are related but not identical. Due to the tetrahedral
nature of water, the solid-like dynamics of water are not the same
as those of simple fluids. There are two distinct oscillatory modes
observed in ambient water that would arise from the bending of
the hydrogen bonds (long-range attractive interaction) and the
cage effect in the first coordination shell (short-range repulsive
interaction). The Frenkel lines defined by the 2PT model and the
high-frequency oscillation in the Z(t) function enclose the tran-
sition region where the diffusion coefficient decreases exponen-
tially with an increase of the density. Since the 2PT model con-

Fig. 8 (a) The average orientational tetrahedral order parameter (〈q〉)
and (b) the fraction of FCC and HCP types as a function of the density
along isotherms from Tr = 1.0 to Tr = 5.0. 〈q〉 shows its maximum near
the crossover densities obtained from the Z(t) criterion (vertical dotted
lines) and becomes discontinuous near the solid-liquid transition densities
(ρr ≥ 6). The fraction of FCC/HCP types starts to increase steeply when
the bulk density is larger than the crossover densities, and becomes unity
at the solid-liquid transition density.

siders both modes from the bending of the hydrogen bonds and
collisions within the first coordination shell, the Frenkel line from
the 2PT criteria runs parallel to the melting line on the double-
logarithmic ρ −T and p−T diagrams. The parallelism between
the Frenkel line from the two-phase thermodynamic model and
the melting line suggests that the thermodynamic scaling rela-
tion is obeyed in the region between these lines. On the other
hand, the Frenkel line from the Z(t) criterion characterizes the
density where there is a strong confinement induced by repulsive
forces. Thus, both Frenkel lines have their own physical meaning.
However, the dynamic crossover line from the two-phase thermo-
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dynamic model seems closer to the original notion of the Frenkel
line due to the two pronounced non-zero frequency modes in am-
bient water (rigid liquid) and the parallelism of the FL to the
melting line.

As Frenkel and Brazhkin et al. originally proposed, and the re-
sults obtained in this work demonstrate, the notion of the Frenkel
line can be associated with a nonrigid (gas-like, diffusive) to rigid
(solid-like, oscillatory) transition. However, it is not directly re-
lated to the gas-liquid transition for the following reasons. The
Frenkel line unambiguously exists in the hard sphere fluid system
where no first-order gas-liquid phase transition exists.31,32 Ther-
modynamic properties also show that no high-order phase transi-
tion occurs across the FL. Therefore, it would be more appropriate
to refer to the FL as a rigid-nonrigid crossover line directly related
to the dynamic duality of liquids.
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