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ABSTRACT: A long excited state lifetime is a desirable quality of photocatalysts because it enables 

a higher probability of energy or electron transfer from the photocatalyst to a substrate. 

However, achieving a long lifetime in organic (metal-free) catalysts is challenged by competing 

rapid nonradiative relaxation from excited states and relatively slow intersystem crossing into 

long-lived states with different spin multiplicity. In this work, we propose an intersystem crossing 

mechanism in heavy-metal free photocatalyst that results from reorganization of a dihedral angle 

between moieties. The relaxation of orthogonality of the dihedral angle and increasing the orbital 
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overlap between the two components of the molecule changes the coupling between the 

configurations of singlet and triplet states, which in turn results in larger spin orbit coupling 

between the two manifolds as the molecule twists. We predict that this enables intersystem 

crossing to outcompete the singlet state lifetime.  

Introduction

Intersystem Crossing (ISC), the transition between electronic states of differing spin 

manifolds1,2, has been leveraged in photocatalysis3–8, light emitting diodes (LED)9–12, triplet 

sensitization13,14, photovoltaics15,16, and therapeutics17. An important dichotomy of molecules 

that are used in ISC is the presence or absence of heavy atoms such as transition metals and 

halogens, which enable strong spin orbit coupling (SOC) and therefore promote ISC.18,19 Heavy-

metal free organic molecules,20–24 for which ISC cannot be enabled by the heavy atom effect, 

nonetheless are of interest for photocatalysis due to the broad scope of reactions that can be 

achieved21.

The most commonly used strategy for obtaining a high yield of excited triplet states in organic 

molecules has been design often based on El-Sayed’s rule.25–27 ISC can be facilitated by attaching 

functional groups that include non-bonding electrons or incorporating heavy halogens so that 

the heavy atom effect enhances SOC coupling. An alternative strategy does not aim for large SOC 

coupling, but long lifetime of the photoexcited state so that the molecule has adequate time to 

undergo ISC. For example, the exceptionally long lifetime of a phenoxazine derived photoredox 

catalyst5,6 has been achieved by ensuring very small overlap of upper SOMO (Singly Occupied 
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Molecular Orbital) and lower SOMO. Small overlap in such cases derives from orbitals being 

oriented orthogonal to each other.

Exploiting orthogonality between local orbitals is in fact a widely used strategy for reverse 

intersystem crossing (RISC). For example, lack of overlap between orbitals that comprise a 

charge-transfer state28–30 diminish the exchange splitting between singlet and triplet states, i.e. 

result in a very small singlet-triplet gap (ΔEST), so that thermal activation suffices to carry out RISC. 

The interplay of mechanisms of ISC in such systems can be difficult to pinpoint owing to the weak 

SOC between states with similar electronic configurations31,32,41–44,33–40. A large portion of the 

suggested alternative mechanisms take locally excited (LE) states into consideration, because 

there can be strong SOC between CT and LE states stemming from the orbital rotation. The recent 

work of de Silva et al.44 proposed a four-state model that takes the configuration interaction into 

account to consider electronic states with mixed CT and LE character. The work shows that 

interplay of exchange integrals and one electron integrals of the orbitals can lead to different 

mixing strengths of configurations of the two spin multiplicities. 

In this paper, we use quantum chemical calculations and the four-state model to study the ISC 

mechanism in the low-lying excited states of the photoredox catalyst, 3,7-(4-bi-phenyl)-1-

naphthalene-10-phenoxazine (BPNP). BPNP has been extensively studied by Damrauer and co-

workers5–8 as a reducing photoredox catalyst with efficient ISC quantum yield, and serves as one 

of the few examples of exploiting the twisted structure to enhance singlet to triplet ISC. The 

molecule consists of a diphenyl phenoxazine and naphthalene moiety, as shown in Figure 1a.
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Figure 1. (a) The two-dimensional chemical structure of BPNP and (b) the steady state absorption 

spectrum of BPNP [Reference 6, presented with permission from Damrauer] (provided by the 

Damrauer group).

Photoexcitation of the BPNP to a bright state involves a transition between the phenoxazine 

ring and the diphenyl group, which is followed by internal conversion (IC) to a state which 

comprises charge transfer between the phenoxazine and naphthalene groups. The bright state 

will be denoted as SCT-Biph state, and the latter state will be denoted as SCT-Naph state from now on. 

The resulting SCT-Naph state is long-lived (45 ns lifetime), which leads to a remarkable ISC quantum 

yield of 0.9 to form theTCT-Biph state.5,6.

Despite the compelling experimental results, the ISC mechanism has not been completely 

elucidated.6 The question is whether the ISC involves a direct interaction between the SCT-Naph 

and the TCT-Biph state, which would be assisted by rotation of π-orbitals to induce strong SOC5,6, 

or is it mediated by the TCT-Naph state, which is not expected to have strong SOC but can be coupled 

via hyperfine coupling? 
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To study more deeply the ISC pathway in BPNP, we employed quantum chemical calculations 

and the four-state model44. The electronic states and other relevant quantities for our analysis 

were calculated using the Complete Active Space Self-Consistent Field (CASSCF)45 method to treat 

the electron correlation in a related rigorous manner. Even though there are no previous reports 

explicitly proposing a benchmark for related ISC rate calculations, CASSCF was chosen as it 

provides a rigorous wavefunction calculation by fully correlating the electrons in the active space, 

and has previously shown success in the study of an ISC pathway46. The electron correlation was 

shown to be crucial for obtaining correct singlet triplet gaps by de Silva, and thus is likely to be 

the reason TDDFT becomes inadequate.47 A four-state model was exploited in order to obtain a 

succinct physical insight into state mixing, which is difficult in CASSCF owing to the large number 

of configurations included in the basis. The time dependent formalism based onFermi’s Golden 

Rule, formulated by Etinski et al.48–51 was employed to estimate kISC. 

The results of our calculation suggest ISC to a triplet state with locally excited (LE) character on 

the naphthalene ring, which will be denoted as LE-Naph from now on, mixed with CT-Naph 

character as the intermediate state. The reorganization of the dihedral angle of phenoxazine and 

naphthalene molecular planes was found to play a cardinal role in modifying the configurations 

of the triplet states, bringing significant TLE-Naph character to what was originally exclusively TCT-

Naph. The result not only suggests the likely pathway of ISC in BPNP, but also can act as a guideline 

for increasing ISC efficiency from the systematic dependence of electronic state configuration on 

conformation. 

Page 5 of 24 Physical Chemistry Chemical Physics



6

Computational Methods

The geometry of BPNP was optimized for S0, SCT-Biph and SCT-Naph, TCT-Biph, and TLE-Naph states. The 

geometry was optimized using Density Functional Theory (DFT) at the B3LYP/6-31G(d) level of 

theory for the S0 state and Time Dependent DFT (TDDFT)52 at the CAM-B3LYP/6-31G(d)53 level of 

theory for all singlet excited states. The geometry of triplet states were optimized using TDDFT 

employing the Tamm-Dancoff Approximation (TDA),54 noting the reported accuracy of TDA 

compared to conventional TDDFT for triplet states55. The polarizable continuum model was used 

to simulate the N.N-dimethylacetamide solvent, which was used in the experiments reported by 

the Damrauer group.6 The optimized geometry for the ground state and the SCT-Naph state are 

shown in Supplementary Information to highlight the change of dihedral angle upon 

reorganization. Gaussian 1656 was used in the geometry optimization step.

The optimized geometries were then used as input for single-point calculation with State 

Averaged Complete Active Space Self Consistent Field (SA-CASSCF)45 followed by Strongly 

Contracted N-Electron Valence Perturbation Theory (SC-NEVPT2)57, from which the 

wavefunctions and energies of states were obtained. For all geometries, with the exception of 

the ground state geometry, the two highest occupied molecular orbitals and the two lowest 

unoccupied orbitals from Restricted Hartree-Fock (RHF) calculation were included in the active 

space, which comprised 4 electrons and 4 orbitals. This was followed by SA-CASSCF averaging the 

five lowest triplet states and three lowest singlet states, from which the four optimized frontier 

orbitals were subsequently used in a further SA-CASSCF calculation with the five lowest triplet 

states and five lowest singlet states, averaging over 10 states in total. In the case of the singlet 

ground state geometry, using natural orbitals from the preliminary SA-CASSCF calculation failed 
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to converge, and thus RHF orbitals were directly used. The single point calculations were 

performed with Ahlrich’s def2-SVP basis with coulomb and exchange fitting58,59, with the N,N-

dimethylacetamide solvent added through SMD solvation model.60 All of the single-point energy 

calculations were performed with ORCA software61,62.

To quantify the contribution of the TLE-Naph state to the ISC process, the cumulant expansion of 

Etinski et al.48 was used, which calculates kISC under the Condon approximation by using the 

Heisenberg picture of Fermi’s Golden Rule. The details of the formula will be explained in the 

Supplementary Information. The form of the rate equation is

𝒌𝑰𝑺𝑪 = 𝟐|⟨𝑻│𝑯𝑺𝑶𝑪│𝑺⟩|𝟐𝒆 ―𝜿𝑹,𝑻𝑰
𝟐 ∫

∞

𝟎
𝐜𝐨𝐬 (𝜿𝟏𝒕 + 𝜿𝑰𝒎

𝟐 )𝒆 ―𝜿𝑹,𝑻𝑫
𝟐 𝒅𝒕

(1)

which contains the SOC matrix element, Duschinsky matrix, displacement vector, and adiabatic 

energy gap of singlet and triplet states. The Duschinsky matrix and displacement vector were 

calculated using Gaussian 1656 software, and the SOC matrix element was obtained between SA-

CASSCF states using ORCA software61,62.

Results and Discussion

SA-CASSCF Calculation

The optimized orbitals from the SA-CASSCF calculations are depicted in Figure 2a, 2b, 2c, and 

2d, showing two orbitals with higher density of electrons on the phenoxazine moiety compared 

to the naphthalene moiety, and two orbitals with higher density of electrons on the naphthalene 

moiety compared to the phenoxazine moiety. Figure 2e shows the MO diagrams of the 

configurations that play a role in the ISC process.

Page 7 of 24 Physical Chemistry Chemical Physics



8

Table 1 collects the vertical energies, adiabatic energies and transition dipoles from SA-CASSCF-

NEVPT2 and the optimized dihedral angle of singlet states, confirming that the SCT-Naph is the lower 

singlet state of the molecule. The dihedral angle was measured using the scheme shown in 

Figures 3a and 3b. The bright state, SCT-Biph, is predicted to have a transition energy of 3.19 eV, 

matching the experimental transition energy of 3.20 eV very well. 
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Figure 2. (a), (b), (c), and (d) are the four natural orbitals of BPNP from SA-CASSCF at SCT-Naph 

optimized geometry, in order of decreasing occupancy at the ground state. As shown in the 

isosurface plot, orbitals (a) and (c) have higher electron density on the naphthalene moiety, while 

orbitals (b) and (d) have higher electron density on the phenoxazine moiety. (e) shows the MO 
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diagram of configurations considered in this work, where the CT-Naph and LE-Naph states are 

included in the four-state model.

Table 1. The transition energy, adiabatic energy (0-0 energy), and transition dipole of the two 

lowest singlet states and the dihedral angle at the respective optimized geometry.

The SA-CASSCF calculation shows that the triplet CT-Naph and triplet LE-Naph configurations 

are drastically mixed by decreasing the dihedral angle, while the singlet counterparts mix only to 

a small degree. Despite the mixed configuration, the triplet states will still be denoted as TCT-Naph 

and TLE-Naph according to the parent configuration for convenience.

The degree of mixing of configurations was quantified by the difference of the square of the 

coefficients of the CT-Naph configuration and LE-Naph configuration, denoted as ΔP. This 

quantity is plotted with respect to the dihedral angle in Figure 3d. The effect of configuration 

interaction on the energy of triplet states is manifested in the energy levels of the states, which 

are shown in Figure 3c. At a dihedral angle of 90 degrees, SCT-Naph and TCT-Naph are very close in 

energy as is expected from the vanishing orbital overlap. TLE-Naph is higher in energy than SCT-Naph, 

making ISC to TLE-Naph unfavorable at this particular geometry. On the other hand, at the optimized 

State Vertical 

Energy (eV)

Adiabatic 

Energy (eV)

Transition Dipole 

(Debye)

Dihedral 

Angle

SCT-Naph 3.18 2.88 0.44 70.8

SCT-Biph 3.19 2.91 6.49 89.6
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geometry of SCT-Naph, with the dihedral angle of 70.8 degrees, the TLE-Naph state falls slightly below 

the SCT-Naph state, making the state a promising final state in the ISC pathway.

Figure 3. (a) and (b) show the atoms used in defining of the dihedral angle used in this paper in 

2D and 3D structure of BPNP, respectively. One plane is defined by the plane a-b-c and one is 

defined by the plane b-c-d in (a). (c) shows the SA-CASSCF-NEVPT2 energy dependence on 

dihedral angle, with the energy of ground state at its relaxed geometry set as the reference point. 

(d) shows ΔP obtained from SA-CASSCF wavefunctionfor LE-Naph and CT-Naph states of singlet 
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and triplet manifold are plotted as a function of dihedral angle. The ΔP is defined as 

, which is 0 for completely mixed state and 1 for single configuration ||𝑐𝐶𝑇 ― 𝑁𝑎𝑝ℎ|2 ― |𝑐𝐿𝐸 ― 𝑁𝑎𝑝ℎ|2|

state. The legend is based on that of plot (c), where the states are labelled according to the 

configuration with the largest absolute value of coefficient.

Four State Model

The difference in degree of mixing predicted by the SA-CASSCF calculations can be understood 

through the four-state model44,47, which simplifies the basis into four states. The singlet and 

triplet states of CT-Naph and LE-Naph states were taken into consideration because the 

configuration interaction of the two configurations was the most drastic. The Hamiltonian matrix 

in the basis of configuration state function (CSF) of the SCT-Naph, SLE-Naph, TCT-Naph, and TLE-Naph 

without mixing between different configurations is:

, 𝑯𝑺 = [ 𝑲𝑪𝑻 𝒕 ― 𝑲𝑿
𝒕 ― 𝑲𝑿 ∆𝑬 + 𝑲𝑳𝑬] 𝑯𝑻 = [ ― 𝑲𝑪𝑻 𝒕 + 𝑲𝑿

𝒕 + 𝑲𝑿 ∆𝑬 ― 𝑲𝑳𝑬] (2)

which is block diagonalized into a singlet Hamiltonian and a triplet partition. Denoting the 

occupied and unoccupied orbitals localized on the naphthalene ring as φa and φc, respectively, 

the occupied and unoccupied orbitals localized on phenoxazine ring as φb and φd, respectively, 

and the core orbitals as i, and denoting the Coulomb integral as

⟨𝒂𝒃│𝒄𝒅⟩ = ∫
+∞

―∞
𝒅𝒓𝟏∫

+∞

―∞
𝒅𝒓𝟐𝝓 ∗

𝒂 (𝒓𝟏)𝝓 ∗
𝒃 (𝒓𝟐)

𝟏
|𝒓𝟏 ― 𝒓𝟐|𝝓𝒄(𝒓𝟏)𝝓𝒅(𝒓𝟐)

(3)

The parameters in Hamiltonian matrix can be expressed as:

𝐭 = ⟨𝒂│𝒃⟩ +
𝒄𝒐𝒓𝒆

∑
𝒊 = 𝟏

(⟨𝒂𝒊│𝒃𝒊⟩ ― ⟨𝒂𝒊│𝒊𝒃⟩) + ⟨𝒂𝒂│𝒃𝒂⟩ + ⟨𝒂𝒃│𝒃𝒃⟩ + ⟨𝒂𝒄│𝒃𝒄⟩ ― ⟨𝒂𝒄│𝒄𝒃⟩
(4)
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𝑲𝑪𝑻 = ⟨𝒃𝒄│𝒄𝒃⟩ (5)

𝑲𝑳𝑬 = ⟨𝒂𝒄│𝒄𝒂⟩ (6)

𝑲𝑿 = ⟨𝒂𝒄│𝒄𝒃⟩ (7)

Also, ΔE corresponds to the energy gap between CT-Naph and LE-Naph configurations without 

spin adaptation. Defining , ,  and 𝐽𝑆 = 𝑡 ― 𝐾𝑋 𝐽𝑇 = 𝑡 + 𝐾𝑋 ∆𝐸𝑆 = ∆𝐸 + 𝐾𝐿𝐸 ― 𝐾𝐶𝑇 ∆𝐸𝑇 = ∆𝐸 + 𝐾𝐶𝑇

, diagonalization of the Hamiltonian yields ΔP as― 𝐾𝐿𝐸

∆𝑷𝑺/𝑻 =
𝟏

𝟏 + 𝟒
|𝑱𝑺/𝑻|𝟐

∆𝑬𝟐
𝑺/𝑻

(8)

The ΔP, |JS/T|, ΔES/T were calculated from RHF orbitals and are plotted in Figure 4 to demonstrate 

their dependence on the dihedral angle. The four-state model qualitatively reproduces the more 

drastic decrease of ΔP in the triplet manifold as a function of decreasing dihedral angle, while 

providing three important physical insights. First, the KLE integral brings the energy of TLE-Naph state 

below that of TCT-Naph state to reverse the energy ordering. Second, smaller absolute values of ΔET 

are seen at smaller dihedral angles, which is caught mainly by the cancelling of KLE by increasing 

ΔE, which, in turn, stems from stabilization of the CT-Naph state. This near degeneracy of triplet 

CSF is the dominant reason for the low ΔP of the triplet manifold. Finally, the increased 

magnitude of the transfer integral (t) and the LE-CT exchange integral (KX) upon increase of 

overlap between the orbitals on two phenoxazine and naphthalene moieties gives larger coupling 
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between the triplet states, which increases the energy splitting of TCT-Naph and TLE-Naph. Figure S5 

in Supplementary Information demonstrates that dynamic correlation effect from NEVPT2 must 

be taken into account to observe crossing of the TCT-Naph with the TLE-Naph energy.

Figure 4. (a) ΔP calculated from the four-state model, reproducing the result from CASSCF 
calculation in Figure 3d. (b) The value of four-state model parameters that contribute to ΔES and 
ΔET are shown along with the curves for ΔES and ΔET. (c) The value of four-state model parameters 
that contribute to JS and JT are shown along with the curves for JS and JT.

ISC Rate Calculation
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The optimized structure of SCT-Naph was assumed to be the geometry most relevant to the ISC 

process, from which the manifold of electronic states, the spin orbit coupling matrix element 

between SCT-Naph and the low-lying triplet states were obtained. The adiabatic energy gap of the 

triplet states with respect to SCT-Naph, (ΔEST) the SOC matrix element, and the calculated ISC time 

constant (τISC) are listed in Table 2. The ISC scheme is depicted in Figure 5, together with the 

energy alignment at ground state geometry (which was the scheme considered previously) for 

comparison.

Table 2. The adiabatic energy gap of triplet states and SCT-Naph state, the SOC element, and the 

ISC time constant

Despite the rather weak SOC, the mixing of configurations is nevertheless crucial; the 

calculated SOC between SCT-Naph and TCT-Naph at the ground state geometry is 0.11 cm-1, which 

would not enable rapid ISC and demonstrates the dependence of ISC rate to the geometry. The 

ISC rate to TCT-Biph is three orders of magnitude slower than ISC to TLE-Naph, which can be explained 

by the small adiabatic energy gap compared to the large distortion of geometry, which puts the 

curve crossing point far away from the SCT-Naph geometry, as can be seen from Figure 3c, where 

the TLE-Naph and SCT-Naph cross in the vicinity of the SCT-Naph geometry, while the TCT-Biph curve 

consistently lies below that of SCT-Naph and thus implies high barrier to the transition. This is 

State ΔEST (eV) Integral (a.u.) SOC (cm-1) τISC (ns)

TCT-Biph 0.12 0.24 0.85 3317.61

TLE-Naph 0.15 150.47 1.46 1.44
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confirmed by varying the adiabatic energy gap between SCT-Naph and TCT-Biph, in which the value of 

the integral increases as the adiabatic energy gap increases from the calculated value. The trend 

is shown in Figure S8 of Supplementary Information. It should also be noted that the ΔEST of TLE-

Naph might be overestimated in this dataset from SA-CASSCF averaging over 5 singlets and 5 

triplets, which was employed due to the well behaved convergence for all geometries and to 

encompass all the states of interest. ΔEST of TLE-Naph becomes smaller than TCT-Biph in other 

averaging schemes, which explains the final triplet state having CT-Biph character in experimental 

work.6,7 Even though the quantitative accuracy of the calculations cannot be assured, the 

preferred ISC pathway can be asserted to involve TLE-Naph state, because the difference in rate of 

two pathways is very drastic and smaller ΔEST
 will lead to faster ISC. The ΔEST values calculated 

from other averaging schemes are shown in Table S1 of Supplementary Information.

Figure 5. The scheme of ISC in BPNP is shown on the right side of the figure, which is compared 

with the energetic alignment at ground state geometry, shown on the left side of the figure. The 
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SOC to TCT-Naph state at S0 geometry is very weak as speculated, which has brought ambiguity to 

the ISC mechanism. Only after the mixing of configurations, the SOC becomes strong enough to 

outcompete the relaxation back to ground state, which was measured to have time constant of 

45 ns from experimental findings of Damrauer group.6

Conclusion

The ISC of BPNP is made possible by the mixing of triplet state configurations that results 

in enhanced SOC. From a quantum chemical perspective, this result serves as an example of 

mixing of configurations via variation of a particular nuclear degree of freedom. Therefore, our 

work highlights that diabatic states with one configuration may not be an adequate description 

of such electronic states. Furthermore, the four-state model decomposes the diagonal energy 

and coupling into integrals that change intuitively with orbital overlap, thereby giving a concise 

explanation of the configuration mixing predicted by ab-initio quantum chemistry methods. For 

the purpose of designing efficient ISC in organic photocatalysts, our results gives a guideline for 

exploiting molecules with orthogonal moieties. The analysis from the four-state model adds 

importance to the strategy of using either electron donating or withdrawing groups7 because the 

near-degeneracy of LE and CT CSFs has been found to be crucial to having electronic states with 

mixed character. Furthermore, exploration of solvent effects on ISC efficiency will also be 

encouraged because the reorganization of charge transfer states may vary substantially 

depending on solvent polarity and viscosity. 

Electronic Supplementary Information (ESI) Available: 
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Molecular structure and atomic coordinates of optimized geometry for S0 state, SCT-Naph state, 

TNaph Local state, and TCT-Biph state, effect of dynamic correlation to the curve crossing of TCT-Naph 

and TNaph Local states, details of the ISC rate equation used, Duschinsky matrix, displacement 

vector, and the time-dependent cumulant expansion function from ISC rate calculation, 

calculations of integrals in the four-state model, ISC rate calculated from the adiabatic energy 

of CASSCF with different averaging scheme (PDF)
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