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Multifaceted aspects of charge transfer 
James B. Derr,a Jesse Tamayo,b John A. Clark,c Maryann Morales,b Maximillian F. Mayther,b Eli M. 
Espinoza,b,† Katarzyna Rybicka-Jasińska,c and Valentine I. Vullev*a,b,c,d

Charge transfer and charge transport are by far among the most important processes for sustaining life on Earth and for 
making our modern ways of living possible. Involving multiple electron-transfer steps, photosynthesis and cellular 
respiration have been principally responsible for managing the energy flow in the biosphere of our planet since the Great 
Oxygen Event. It is impossible to imagine living organisms without charge transport mediated by ion channels, or electron 
and proton transfer mediated by redox enzymes. Concurrently, transfer and transport of electrons and holes drive the 
functionalities of electronic and photonic devices that are intricate for our lives. While fueling advances in engineering, 
charge-transfer science has established itself as an important independent field, originating from physical chemistry and 
chemical physics, focusing on paradigms from biology, and gaining momentum from solar-energy research. Here, we review 
the fundamental concepts of charge transfer, and outline its core role in a broad range of unrelated fields, such as medicine, 
environmental science, catalysis, electronics and photonics. The ubiquitous nature of dipoles, for example, sets demands on 
deepening the understanding of how localized electric fields affect charge transfer. Charge-transfer electrets, thus, prove 
important for advancing the field and for interfacing fundamental science with engineering. Synergy between the vastly 
different aspects of charge-transfer science sets the stage for the broad global impacts that the advances in this field have.
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Introduction 
This article introduces the fundamental concepts of charge 
transfer (CT) and charge transport (CTr) in a tutorial style with 
historic perspectives. This foundation sets the paradigms for 
understanding and appreciating the common trends in the 
diverse sets of examples that follow from biology, medicine, 
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environmental science, electrosynthesis, photocatalysis, and 
electronics. CT and CTr make energy conversion, signal 
transduction and chemical transformations possible. It is no 
wonder why CT is in at the very core of natural life and modern 
technologies.  

Why is movement of charges so important? Why has life 
evolved to depend on CT and electric interactions? Why is it 
impossible to imagine modern technologies without CT? 
Electromagnetism emerges from the second strongest of the 
four fundamental forces in the universe. Unlike the strong force, 
i.e., the strongest of the fundamental forces, electric 
interactions do not have subatomic distance limitations. 
Conversely, the gravitational force, which is also long range, is 
too weak for the masses pertinent for biology and chemistry. 
Overall, the electric force dominates within the practical 
dimensions of our everyday lives. The ranges of its effects 
exceed the short nuclear scales of the strong and weak forces, 
but they are not deterministic at planetary and galactic 
distances where gravity dominates by bending space and time. 
The strength and the range of the electric force, therefore, make 
it the most important for molecular, nanoscale, cellular and 
even organism science and engineering.1,2 

The electric force governs electrostatic and electrodynamic 
interactions. Magnetic forces are inherently weak, which is 
consistent with their relativistic origin from electrodynamics. 
Nevertheless, the impacts of electromagnetism on technology 
are incomparable. Concurrently, bioelectromagnetism emerges 
as an intricate component of medicinal physical sciences and 
bioengineering.3,4 The importance of spin magnetic interactions 
not only in chemistry and physics, but also in biology and 
medicine, is undisputable.5-8 Fundamentally, charges are the 
centrepieces of electric interactions. Electric fields, which are 
the carrier of such interactions, originate and terminate at 
charged species. Therefore, the diverse forms of transfer and 
transport of charges are vital for us and for our environment.

Electric fields strongly affect CT. Localized fields originating 
from electric dipoles are short in range but inherently strong. 
Therefore, dipole effects on CT are enormous, especially when 
low-polarity media minimize the screening of the fields.2,9,10 
Despite the nanometer range of these effects, they can prove 
deterministic for emerging properties of materials and devices 
at large scales.

Since the last universal common ancestor, transmembrane 
proton transport and pH gradients are conserved for energy 
conversion and storage.11,12 Concurrently, this paradigm from 
biology, yielding some hints about the origin of life,11 gives ways 
to using ion gradients for storing energy. In this respect, lithium-
ion batteries represent one of the most impactful examples as 
acknowledged by the 2019 Nobel Prize in Chemistry.13 Ion 
transport drives the propagation of action potentials 
responsible for the functionality of biological neural circuits.14 
Similarly, electron transport in electronic and photonic devices 
makes information exchange and storage possible.15,16 By 
driving photoinduced charge separation followed by multiple 
electron-transfer steps, solar light is the main energy source 
that makes life on Earth possible. The advent of photosynthesis 
has marginalized the contributions of geothermal to the energy 

intake of our biosphere.17-23 While fossil fuels are 
photosynthetic products,24 photovoltaics and photoredox 
catalysis (also driven by photoinduced charge transfer) provide 
roads to adopting natural paradigms for meeting the global 
energy-consumption demands of our civilization.25,26 
Conversely, charge transfer in cellular respiration, similar to fuel 
cells, provides a means for extracting energy stored in the form 
of covalent bonds.27-34 

The multifaceted aspects of CT and CTr make life on Earth 
and the modern human civilization possible. Thus, after 
introducing the fundamental concepts of the various forms of 
CT, we present key examples not only of CT and CTr in biology 
and Earth sciences, but also of their impacts on medicine. 
Beyond their importance for energy science and technology, 
preparative electrochemistry and photoredox catalysis 
illustrate the intricate importance of CT for chemical synthesis. 
Discussing the same processes in electronics and photonics 
reveals their broad importance. Understanding the ubiquity of 
CT and CTr in living and manmade systems advances CT science 
and transforms energy, materials and device engineering.

Fundamental concepts
Thermodynamic considerations 

CT represents a transition between two states with distinctly 
different spatial distribution of their charged particles, such as 
electrons and protons. For example, electron transfer (ET) 
involves the move of n electrons from a donor, D, with an initial 
charge x, to an acceptor, A, with an initial charge y:  

[Dx---Ay] → [Dx+n---Ay-n]             (ET) (1a)

For thermodynamic feasibility of ET, the reduction potential of 
Dx+n should be more negative than the reduction potential of Ay, 
i.e.,  < , when estimated for the same solvent E(0)

Dx + n|Dx E(0)
Ay|Ay - n

medium. It ensures that the energy level of the highest occupied 
molecular orbital (HOMO) of the donor is above that of the 
lowest unoccupied molecular orbital (LUMO) of the acceptor 
(Figure 1a). Such an arrangement of the orbital energy levels 
proves favourable driving force, , for ET in medium with –ΔG(0)

ET

dielectric constant ε:35,36

 
  (1b)ΔG(0)

ET(ε) = F(E(0)
Dx + n|Dx(εD) ― E(0)

Ay|Ay - n(εA)) +  ΔGS + W

where F is the Faraday constant; εD and εA are the dielectric 
constants of the media used for determining the reduction 
potentials of the donor and the acceptor, respectively. ΔGS is 
the born solvation energy, accounting for electrostatic 
interactions of the donor and the acceptor with the solvent 
media, and W is the Coulombic work term, accounting for the 
electrostatic interactions between the donor and the 
acceptor:35,36
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W =  
n (y ―  x ― n) q2

e

4πε0εRDA

(1c)

where qe is the elementary electron charge, ε0 is the electric 
permittivity of vacuum, and RDA is the centre-to-centre donor-
acceptor distance.  

Considering the polarity dependence of the reduction 
potentials, ΔGS corrects  and  to values E(0)

Dx + n|Dx(εD) E(0)
Ay|Ay - n(εA)

they would assume for a solvent with a dielectric constant ε:35

a

b

c
Figure 1. Molecular-orbital (MO) diagrams depicting examples of: (a) ground-state 
electron transfer, ET; (b) photoinduced electron transfer, PET; and (c) photoinduced hole 
transfer, PHT. In these examples, PET and PHT show a transition through locally excited, 
LE, states. A strong coupling between the ground and the CT states allows for direct 
photo excitation into the latter. Such MO diagrams provide excellent conceptual 
representation about the manner in which the electrons move between the orbitals 
during the various processes. Nevertheless, the depicted assumption that the energy 
level of each of the orbitals does not change as the electron donor, D, and acceptor, A, 
transition between their singlet and doublet states is a rough approximation at best. 
Furthermore, MO diagrams do not capture the dependence of the energies of the 
various states on (1) the solvating media and (2) permanent dipoles.  State and Jabłoński 
diagrams address this issue.

E(0)
Dx + n|Dx(ε) =  E(0)

Dx + n|Dx(εD) +  
nq2

e(2x +  n)
8πε0FrD

(1
ε

―
1
εD

)
(1d)

E(0)
Ay|Ay - n(ε) =  E(0)

Ay|Ay - n(εA) +  
nq2

e(2y ―  n)
8πε0FrA

(1
ε

―
1
εD

)
(1e)

ΔGS =  
nq2

e

8πε0(2x +  n
rD

(1
ε

―
1
εD

) ―  
2y ― n

rA
(1
ε

―
1
εA

))
(1f)

where rD and rA are the radii of the donor and the acceptor, 
respectively, which, along with εD and εA tend to present 
challenges in implementing this formalism.     

Because the media for electrochemical measurements 
require large concentrations of supporting electrolyte, εD and εA 
are not always straightforward to estimate. They differ from the 
dielectric constants of the neat solvents, εD

(0) and εA
(0).35,37 

Furthermore, possible ion pairing between the electrolyte and 
the components of the redox couples can result in misleading 
estimates of the potentials and the ET driving forces.38 Pulse 
radiolysis provides a means for estimating the reduction 
potentials for media that do not contain electrolyte.38-41 

Pulse radiolysis is a time-resolved technique where MeV 
electron pulses ionize the sample, predominantly the solvent, 
saturating it with strongly reducing and oxidizing species, such 
as solvated electrons and radical cations.42 The solution 
composition controls whether the electron pulses generate 
oxidizing or reducing environment. This ionized environment 
transfers electrons or holes to the dissolved sample. The low 
concentration of the sample ensures that it is not the main 
absorber of the ionization energy from the electron pulses.

Optical detection allows for monitoring the fate of the holes 
and the electrons on the sample molecules. Roughly, pulse 
radiolysis is like transient absorption spectroscopy, but employs 
fast ionization, rather than optical excitation, to initiate CT 
processes. Similar to laser-flash photolysis,43 monitoring the 
changes in the intensity of continuous-wave probe light, 
transmitted through the ionized sample, allows for attaining 
nanosecond resolution.42 Analogously to pump-probe 
transient-absorption spectroscopy,44 pulse-probe radiolysis, 
synchronizing picosecond electron pulses and femtosecond 
laser probes, pushes the resolution to the low picosecond time 
domain.42,45 Unlike optical excitation, ionizing pulse places only 
an electron or a hole on the sample molecule and allow for 
monitoring its transfer without interferences from the 
countercharge. This feature makes pulse radiolysis 
indispensable for CT mechanistic studies and for probing redox 
properties of a wide range of samples.38,45,46 

Despite its power as a tool for mechanistic studies, the 
prohibitive cost of pulse-radiolysis equipment prevents its 
broad use. Conversely, recording the dependence of the 
reduction potentials on the electrolyte concentration, Cel, offers 
a feasibly facile alternative.35,37 Extrapolation to Cel = 0 provides 
the values of the reduction potentials for the neat solvent 
media with well characterized dielectric constants, εD

(0) and 
εA

(0). Such extrapolated E(0) values are convenient for reliable 
implementation in eq. 1b and 1f.47-52 Most ion-pairing 
dissociation constants are in the mM ranges. Thus, using sub-
mM sample concentrations aids decreasing, and even 
eliminating, the effects of ion pairing on the estimations of the 
potentials for neat solvents.53  
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Most formalisms for estimating medium effects assume 
spherical solvation cavities. Many of the molecular electron 
donors and acceptors, however, do not have spherical shapes. 
What is the physical meaning of rD and rA for such redox 
moieties? In CT analysis, the somewhat “soft” interpretation of 
rD and rA still raises questions. Computationally, the van der 
Waals radii represent radii of spheres in which the analyzed 
molecule species can fit. Such van der Waals radii, however, can 
significantly overestimate rD and rA when molecular shapes 
deviate from spherical symmetry.37 Quite frequently, the 
treatment involves approximating the shapes of the redox 
moieties to ellipsoids, and estimating rD and rA as half of the 
averages of the three ellipsoid axes. Extension of solvation 
theories to non-spherical shapes, however, does not reveal a 
real physical base for such estimates of the radii, especially 
when the charge density is not equally distributed throughout 
the solute.37 Conversely, generalized Born radii take into 
account the spatial distribution of the partial charges in redox 
species. They provide good estimates for rD and rA that are 
implementable in CT analysis.37

Resorting to experimentally obtained values, hydrodynamic 
radii can sometime serve as estimates for rD and rA.35 When it 
comes to CT systems, electrochemical analysis can provide 
some of the most pertinent evaluations for rD and rA. A two-
dimensional analysis for a redox moiety involves:53 (1) recording 
its reduction potentials for electrolyte solutions in different 
solvents at different Cel; (2) extrapolating to Cel = 0 for each 
solvent; (3) estimating rD and rA from linear fits of the 
extrapolated reduction potentials vs. 1/ε(0); and 
(4) extrapolating values of the reduction potentials for media 
with different polarities from the same dependence on 1/ε.47,48 
Estimating the reduction potentials for the medium with a 
dielectric constant of interest, i.e., εD = εA = ε, as outlined in (4), 
eliminates the need for the ΔGS term in eq. 1b. 

This thermodynamic analysis focuses on changes in the 
charges of the donor and the acceptor during ET, and therefore 
employs the Born solvation energy. The oxidation of the donor 
and the reduction of the acceptor, however, can also cause 
changes in their electric dipole moments.9 Inherently, the Born 
formalism cannot quantify the alterations of the solvation 
energies originating from such dipole changes in the donor and 
the acceptor. While the contributions of dipole changes to the 
magnitudes of the reduction potentials tend to be minor, they 
can have significant effects on evaluating small CT driving 
forces. Adding an Onsager term (or higher multipole terms) in 
eq. 1b can address this issue.  

Based on the Born solvation energy, ΔGq, the ΔGS term in eq.   
1b accounts for the differences in the contributions to the 
driving force, –ΔGCT

(0), from the changes in the charges of the 
donor and the acceptor during CT in different solvent 
environment. Basically, ΔGq depicts the energy gained when 
transferring an ion, with charge q and radius r, from vacuum to 
medium with dielectric constant ε, i.e., ΔGq ∝–((ε – 1) / ε)(q2 / 
r).54 Taking it a step further, Onsager solvation energy, ΔGμ, 
accounts for the medium stabilization of an electric dipole, μ: 
ΔGμ ∝–((ε – 1) / (2ε + 1))(| μ |2 / r3).55 Expanding the expressions 
for ΔGq and ΔGμ provides a means for estimating the solvation 

energy of any multipole, Q(i), where i is the order of the tensor 
describing it. That is, charge is a scalar, i.e., a tensor with order 
0, q = Q(0), and dipole is a vector, i.e., μ = Q(1), The tensors with 
orders 2, 3, and 4 describe quadrupoles, octupoles, and 
hexadecapoles with solvation energies, ΔGQ(i) ∝–((ε – 1) / ((i + 
1)ε + i))(| Q(i) |2 / r(2i + 1)).56 Assuming linear solvent response to 
the perturbations from the charge distributions in the solute, 
this Born-Kirkwood-Onsager formalism provides estimates of 
the total solvation energy of any species by adding the 
contributions from the solvation of its charge and multipoles, 
i.e., Σi ΔGQ(i).54-58

When the oxidation of the donor and the reduction of the 
acceptor alters not only their charges, but also their multipoles, 
the expression for the ΔGS term in eq.  1b warrants modification 
to include all pertinent ΔGQ(i), rather than only ΔGq. Defining the 
dipole moment of a charged species and quadrupole of a 
dipolar one warrants caution. Multipole expansions around the 
centres of mass shows the CT-induced changes in the 
electrostatic characteristics of the donor and the acceptor.9 For 
most organic molecules, including the solvation energies that 
account for CT-induced changes in charge and dipole usually 
suffices. An increase in the symmetry of the donor or the 
acceptor, however, may warrant considerations of CT-induced 
changes of higher multipole terms.

When the energy level of the HOMO of the donor lies 
between the HOMO and the LUMO of the acceptor, i.e.,  E(0)

Dx + n|Dx

> , and the LUMO or the donor is above the LUMO of the E(0)
Ay|Ay - n

acceptor, ET is thermodynamically unfeasible. Conversely, 
photoexcitation of the donor to its locally excited (LE) electronic 
state can provide the energy for driving this “uphill” ET. In such 
photoinduced electron transfer (PET), placing an electron on 
the LUMO of the donor makes its transfer to the LUMO of the 
acceptor energetically feasible (Figure 1b):35,36

[Dx---Ay] → [Dx*---Ay] → [Dx+1---Ay-1]             (PET) (2a)

  ΔG(0)
PET(ε) = F(E(0)

Dx + 1|Dx(εD) ― E(0)
Ay|Ay - 1(εA)) ― E00(D) +  ΔGS + W

(2b)

where E00(D) is the zero-to-zero energy difference between the 
ground and the LE state of the donor from which PET occurs. 

Photoexcitation of the acceptor can also provide the energy 
for ET. In this case, however, an electron from the HOMO of the 
donor moves to the singly-occupied “HOMO” of the 
photoexcited acceptor. Analogous to solid-state physics and 
electronics, this process of electron transfer between HOMOs 
represents a hole transfer (HT) from the electron acceptor to 
the electron donor. The driving force of this photoinduced hole 
transfer (PHT) depends the zero-to-zero energy of the acceptor, 
E00(A) (Figure 1c):35,36

[Dx---Ay] → [Dx---Ay*] → [Dx+1---Ay-1]             (PHT) (2c)

  ΔG(0)
PHT(ε) = F(E(0)

Dx + 1|Dx(εD) ― E(0)
Ay|Ay - 1(εA)) ― E00(A) +  ΔGS + W

(2d)
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For experimental feasibility, the reduction potentials of the 
donor and the acceptor must be well within the electrochemical 
windows of the media used for their determination. That is, the 
solvent and the supporting electrolyte should not undergo CT 
interactions with the components of the redox couples of the 
donor and the acceptor. Photoexcitation of the donor, however, 
makes it a strong reductant and the photoexcitation of the 
acceptor – a strong oxidant. Thus, the excited-state reduction 
potentials can be well outside of the electrochemical windows 
of the media. It makes PET from the donor to the solvent, or 
PHT from the acceptor to the solvent, thermodynamically 
feasible. Solvent-induced emission quenching (that do not 
follow polarity or viscosity trends) can be an indication for such 
photoinduced charge transfer (PCT) with the media.59-61 An 
examination using equations 2b and 2d can aid avoiding 
solvents for which ΔGPCT

(0) with the donor or the acceptor is 
negative.

While selective excitation of the donor or the acceptor leads 
to PET or PHT, respectively, efficient Förster or other resonance 
energy transfer (EnT) can ensure that one of these processes 
dominates the CT pathways:62-64

a

b
Figure 2. State diagrams, i.e., energy, E, vs. generalized coordinates, q, of (a) diabatic 
and (b) adiabatic electron transfer, depicting transitions between an initial, i, ground 
state and a final, f, charge-transfer state.

[Dx---Ay] → [Dx---Ay*] → [Dx*---Ay] → [Dx+1---Ay-1]      
(E00(D) < E00(A), EnT-PET) (3a)

[Dx---Ay] → [Dx*---Ay] → [Dx---Ay*] → [Dx+1---Ay-1]      
(E00(D) > E00(A), EnT-PHT) (3b)

When the LUMO of the donor lies above the LUMO of the 
acceptor, while the HOMO of the donor is below the HOMO of 
the acceptor, photoexcitation of the donor allows for ET from 
its LUMO to the LUMO of the acceptor with concurrent HT from 
its HOMO to the HOMO of the acceptor. This bidirectional ET 
leads to transferring of the excitation energy of the donor to the 
acceptor and illustrates electron-exchange, or Dexter, EnT.63 
Such electron-exchange EnT is crucial for energy upconversion 
and optical imaging.65-73   

These thermodynamic considerations are readily applicable 
to other CT processes, such as proton transfer (PT). In addition, 
consideration of the Fermi levels, ionization energies, electron 
affinities and optical band gaps of solid materials, allows for 
expanding this formalism (eq. 1-3) to heterogeneous CT 
processes, which demonstrates the broad utility of this analysis.

Kinetic considerations

An electronic coupling between a donor and an acceptor is 
necessary for CT between them to occur, regardless if they are 
components of the same molecule or physically separated from 
each other. Even if a donor and an acceptor are not in van der 
Waals contact with each other, an overlap between the 
evanescent components of the wavefunctions of their frontier 
orbitals is essential for ET between them to occur. Such diabatic 
ET between weakly coupled moieties, involves quantum 
tunnelling of electrons and represents most CT processes in 
biological and organic systems. Frequently used as its double 
negative “nonadiabatic,” the term “diabatic” originates from 
the Geek word for “passable,” διαβατος. It refers to a behaviour 
of moving back and forth along the potential-energy surface of 
initial state, i, and passing over the transition state without 
transferring to a final state, f (Figure 2a). In adiabatic CT, on the 
other hand, strong donor-acceptor electronic coupling leads to 
mixing of i and f that splits the potential-energy surfaces enough 
to prevent such passing over. It makes the transition from i to f 
a highly probable outcome (Figure 2b).    

Fermi’s Second Golden Rule, originating from Dirac’s work, 
provides a good description for the kinetics of such diabatic CT. 
As the Born-Oppenheimer approximation implements, this 
kinetic expression separates the electronic from the nuclear, or 
Franck-Condon (FC), contribution to the rate constant:

kET =  
2π
ħ

|Hif|2ρ(hνf)

 (4a)

where the inverse of the Planck’s constant, 2π/ħ, represents the 
fundamental frequency, Hif embodies the electronic coupling 
between the donor and the acceptor, HDA, and the density of 
vibrational states, ρ(hνf), at energy hνf of the final electronic 
state represents the FC contribution to the kinetics.

The rate constants of tunnelling fall off exponentially with 
the lengths of the potential barriers and with the square roots 
of their heights. For diabatic processes, therefore, considering 
the edge-to-edge distance between the donor and the acceptor 
along the CT pathways, rDA, and introducing an empirical 
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parameter, β, accounting for the nature of the tunnelling 
medium, provides a broadly used means for fast CT analysis:

(4b)|Hif|2 ≈  |HDA(rDA =  0)|2 exp( ―β rDA) 

where HAD(rDA=0) represents the electronic coupling when the 
donor and the acceptor are in direct contact with each other. 
The parameter β depends on the CT media between donor and 
the acceptor. The dependence of CT rates on rDA provide a 
means for computational or experimental estimations of β. 

Employing electronic states described by symmetric 
parabolic potentials and implementing Gaussian distribution of 
low-frequency vibrational modes, Marcus transition state 
theory provides an excellent and broadly used description of 
the FC contributions to the CT rate constants:74-78

𝜌(hνf) =  

exp( ―
ΔG †

kBT )
4πλkBT

(4c)

where the transition-state (or activation) energy, ΔG†, can be 
expressed in terms of the thermodynamic CT driving force (eq. 
1b, 2b, 2d) and the reorganization energy, λ:74-80

ΔG †  =  
(ΔG(0)

CT +  λ)2

4λ
(4d)

Overall, λ represents the energy needed for rearranging ions 
and dipoles to compensate for the changes of the electric fields 
around the donor and the acceptor during the CT step. 
Specifically, λ encompasses the energy for reorganizing (1) the 
solvent media, λm, i.e., outer reorganization energy, and (2) the 
molecular structures of the donor and the acceptor, λν, i.e., 
inner reorganization energy:

λ = λm + λν (5a)

The spring constants of the initial and final states, k(i) and k(f), 
respectively, of the vibrational and bending modes important 
for the CT process, and the change in the general coordinates, 
q, along those modes, provide estimates for the inner 
reorganization energy:

λν =  ∑
j

k(i)
j k(f)

j

k(i)
j  +  k(f)

j
(q(f)

j ― q(i)
j )2

(5b)

Conversely, Born model, encompassing the solvation energy 
originating from the orientational, Pμ, and nuclear, Pν, 
polarization of the media, i.e., the Pekar factor γ = (nm

-2 –  εm
-1),81 

can describe λm in terms of  the optical refractive index, nm, and 
the static dielectric constant, εm, of the solvent. For transferring 
n electron charges from the donor to the acceptor or between 

solid surface and a redox moiety with radius, rR, therefore, the 
expressions for λm are:74,76,77

 λm =  
γ n2q2

e

4πε0
( 1
2rD

+
1

2rA
―

1
RDA

)
homogeneous CT (5c)

 λm =  
γ n2q2

e

8πε0
( 1
rR

―
1

RR - electrode
)

heterogeneous CT (5d)

Marcus’ work, based on statistical-mechanics approaches 
for the development of this theory,74,76,77 was acknowledged by 
the 1992 Nobel Prize in Chemistry.82 Employing quantum-
mechanical tools on harmonic oscillators, Hush derived the 
same expression for rates of CT (eq. 4), and broadened the 
applicability of the theory.83,84 Concurrently, Levich and 
Dogonadze reported a quantum-mechanical formalism for 
diabatic CT that also shows quadratic expression for the 
transition-state energy.85-90 Based on these developments, 
along with some earlier work, e.g., from Kubo and Toyozawa,91 
combining equations 4a-d encompasses the Marcus-Hush (MH) 
formalism for treating CT kinetics.92

Solvent dynamics, along with vibronic modes of the donor 
and the acceptor during the transfer through the transition 
state, can impact the CT kinetics leading to rates that deviate 
from what the MH formalism predicts under the continuous-
dielectric approximation of the media. Recurrently observed 
femtosecond oscillation of the electron while moving away 
from the donor during coherent PCT appear crucially important 
for the operation of photovoltaic (PV) devices.93,94

Focusing on high-frequency vibrational modes, the work of 
Jortner reveals the importance of quantum-mechanical nuclear 
tunnelling that can be prevalent for processes with large driving 
forces, most often falling in the Marcus inverted region.95,96 It 
led to the Marcus-Levich-Jortner (MLJ) formalism. A simplified 
expression, accounting for one of these high frequencies, νC — 
which also can represent an average of high frequencies — 
illustrates the MLJ approach:97-102

 kET =  
2π
ħ

|Hif|2

exp( -
λν

hνC
)

4πλmkBT

∞

∑
j = 0

( λν

hνC
)j

j!
exp( -

(ΔG(0)
CT + λm + jhνC)2

4λmkBT )
      (6)

The MH and MLJ formalisms describe well diabatic 
processes that represent moving back and forth along the 
potential surface of the initial state and passing over the 
transition state, with low probability for transferring to the final 
state, i.e., cases where Hif ≤ 3kBT (Figure 2a). Conversely, 
relatively large donor-acceptor electronic coupling considerably 
separates the bottom surfaces of the potential wells of the 
initial and the final states, from the upper ones (Figure 2b). This 
separation precludes passing over the transition state without 
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transferring to the final state. Eyring transition-state theory can 
provide classical description of such adiabatic CT 
processes:103,104

kET =  κ
kBT
h

exp( ―
ΔG †

kBT )
(7)

where in this Eyring-Evans-Polanyi equation the transmission 
coefficient, κ, is set to unity for most cases, and the 
preexponential factor, i.e., the natural frequency, is 
temperature dependent, which deviates from the Arrhenius 
model. Also, the transition-state energy, ΔG†, is smaller than the 
estimates that the Marcus formalisms provides (eq. 4d, 6).

Multiple faces of CT 

When the donor and the acceptor are noncharged (i.e., x = y = 
0 in eq. 1a, 2a and 2c), CT leads to charge separation (CS) or 
photoinduced charge separation (PCS):2

[D --- A] → [D⦁+---A⦁–]             (CS) (8a)   

[D --- A] → [D*--- A] → [D⦁+---A⦁–]     (PCS via PET) (8b)   

[D --- A] → [D --- A*] → [D⦁+---A⦁–]    (PCS via PHT) (8c)   

where for one-electron CT, radicals form when the donor and 
the acceptor have closed-shell initial states.

CS also encompasses cases involving positively charged 
donors or negatively charged acceptors, i.e., cases where CT 
leads to increases in the positive charges of the donor and the 
negative charges of the acceptor. Referred to as “exciton 
dissociation” in solid-state physics, PCS (eq. 8b,c) represents a 
crucially important step for solar-energy conversion in PVs and 
in photosynthesis. Transitions from photogenerated CS states 
back to the ground state undergoes via charge recombination 
(CR), which is often an undesired outcome:

[D⦁+---A⦁–] → [D --- A]           (CR) (8d)

When the donor is positively charged and the acceptor is 
negatively charged, CT eliminates charges from the donor and 
acceptor leading to charge annihilation (CA) or photoinduced 
charge annihilation (PCA):2  

[D–---A+] → [D⦁---A⦁]              (CA) (9a)   

[D–---A+] → [(D–)*--- A+] → [D⦁---A⦁]    (PCA via PET) (9b)   

[D–---A+] → [D–--- (A+)*] → [D⦁---A⦁]    (PCA via PHT) (9c)   

Despite the resemblance between PCA and CR, they 
represent different processes. While CR leads from a CT state to 
a ground state, PCA involves the transition from a locally excited 
state to a CT state comprising a noncharged oxidized donor and 
a noncharged reduced acceptor. 

Charge shift (CSh) and photoinduced charge shift (PCSh) 
represent another set of CT processes involving: (1) a negatively 
charged donor and a nonchanged acceptor, or (2) a noncharged 
donor and a positively charged acceptor. In the former case, CSh 
and PCSh lead to electron shift (ESh) and photoinduced electron 
shift (PESh) from the donor to the acceptor, while in the latter 
– to hole shift (HSh) and photoinduced hole shift (PHSh) from 
the acceptor to the donor:105,106  

[D–---A] → [D⦁---A⦁–]              (ESh) (10a)   

[D ---A+] → [D⦁+---A⦁]             (HSh) (10b)   

[D–---A] → [(D–)*--- A] → [D⦁---A⦁–]  (PESh via PET) (10c)   

[D–---A] → [D–--- A*] → [D⦁---A⦁–]     (PESh via PHT) (10d)   

[D ---A+] → [D*--- A+] → [D⦁+---A⦁]    (PHSh via PET) (10e)   

[D ---A+] → [D --- (A+)*] → [D⦁+---A⦁] (PHSh via PHT) (10f)   

The strict requirement for electroneutrality poses a 
question on the true nature of the CSh processes. The definition 
of CSh focuses on the charges of the donor and the acceptor 
before and after CT. Charged species, however, cannot exist 
freely without counterions around them, especially when in 
non-polar media. When the counterion is immobilized next to 
the charged donor or acceptor in rigid or viscous media, the 
rates of CSh can considerably exceed the rates of ion 
movement. In such a case, the shift of the negative charge from 
the donor to the acceptor (or of the positive charge from the 
acceptor to the donor) involves its separation from the 
counterion nearby. Therefore, such CSh processes represent 
cases of CS. Conversely, if the counter ion moves fast enough, 
the ion transfer (or ion transport) can couple with the ET (or HT) 
of the CSh step and conserve the overall neutrality of both the 
donor and the acceptor before and after the CT. 

Pulse radiolysis provides some of the best means for 
studying CSh processes,107-110 where (1) the dynamics of placing 
charges on donor-acceptor conjugates and dissipating the 
countercharges can be quite faster than the induced CSh 
processes; and (2) the distances between the charged donor-
acceptor conjugates and potential countercharges can readily 
exceed the Onsager radii.     

The CSh processes represent the discreet steps of charge 
hopping mechanisms, which govern long-range CT in biological 
systems, conducting polymers and overall in organic and 
bioorganic CT materials. The crucial importance of CSh with all 
its complexity, therefore, is undisputable.

While the examples in equations 8, 9 and 10 focus on single-
electron processes, they can readily be extended to 
multielectron CT characterized with the same features.

“Anomalies” originating from the Marcus transition-state theory 

One of the most important outcomes of the Marcus theory is 
the quadratic expression for the activation energy (eq. 4d) that 
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challenged the established ways of thinking at the time. 
Because λ > 0 and  < 0, the quadratic features in the ΔG(0)

CT

expression for the transition-state energy (eq. 4d) reveals an 
important trend that Marcus described in the 1950s.74,76,77,111 
Miller et al. experimentally proved it 30 years later,112-114 and 
Wasielewski et al. also confirmed closely afterwards.115 

a

b

c

d
Figure 3. State diagrams showing diabatic transitions between initial, i, and final, f, 
states: (a) in the Marcus normal region, (b) under activationless regime, and (c) in the 
Marcus inverted region, as depicted by varying the driving force, ΔG(0), while keeping the 
reorganization energy, λ, constant. (d) Marcus curves for solvents with different polarity, 

i.e., CH3CN and CH2Cl2, obtained using MH (eq. 4) and MLJ (eq. 6) formalisms, where Hif 
= 1 meV, λν = 0.1 eV, hνC = 0.2 eV, rD = rA = 4 Å, and RDA = 9 Å

Intuitively, increasing the thermodynamic driving force, i.e., 
making  more negative, increases the rate of the reaction, ΔG(0)

CT

kET, and it is exactly what eq. 4d shows as long as –λ <  < 0 ΔG(0)
CT

(Figure 3a). When  = –λ, the reaction is activationless and ΔG(0)
CT

its rate depends only on the donor-acceptor electronic coupling 
(Figure 3b). As  becomes more negative than –λ, however, ΔG(0)

CT

another activation-energy barrier builds up and the reaction 
slows down with an increase in - . This state configuration ΔG(0)

CT

represents the Marcus inverted region for the relationship 
between the CT kinetics and thermodynamics (Figure 3c).111 
Conversely, –λ <  < 0 corresponds the Marcus normal ΔG(0)

CT

region; and  = –λ — the tip of the Marcus curves, where the ΔG(0)
CT

FC contribution to the kinetics is negligible and processes are 
activationless  (Figure 3d).111 An important feature that the 
quantum nuclear tunnelling introduces is diminishing the 
effects of the driving force on the rates in the deep inverted 
region, as revealed with the implementation of the MLJ 
formalism (Figure 3d).  

In a classical sense, a counterintuitive feature of the 
inverted region is the “sudden” change of the direction of the 
reaction. That is, the initial state must move along the 
generalized reaction coordinates away from the equilibrium 
minimum of the final state to get to the transition state (Figure 
3c). After the transition, the system moves back along the final 
state beyond the coordinates of the starting point. 
Nevertheless, the most prevalent examples of the inverted 
region involve the movement of small particles, such as 
electrons, and not of heavy substituents as in  reactions. SN2

Also, this representation is oversimplified and does not 
illustrate the multidimensional nature of the potential-energy 
surfaces of the electronic states.

In analogy to the Marcus formalism, intersystem crossing 
(ISC) for weak-coupling limits shows inverted-region-like kinetic 
behaviour for triplet formation.116 For transitions between 
singlet and triplet states with almost the same geometry and 
polarity, the reorganization energy is minute. The potential 
wells of the two states have practically the same shapes and 
their minima are at similar reaction coordinates, i.e., the upper 
state, S1, is nested in the lower one, Tn, (Figure 4a). This 
arrangement prevents crossing of the potential-energy surfaces 
of the wells and forming of transition states. Nevertheless, an 
increase in the driving force increases the vertical displacement 
between the wells along the energy coordinate. Such 
displacement decreases the vibrionic coupling between the two 
states and slows down ISC. This behaviour is characteristic for 
the Marcus inverted region.116 Conversely, when the structures 
of the singlet and triplet states are significantly different, the 
displacement between their potential wells lead to the 
formation of a transition state (Figure 4b), and in normal-region 
behaviour for relatively small driving forces.116   

Despite the unimolecular nature of the processes that 
equations 4 to 7 describe, Marcus initially developed the theory 
for CT between two ions. Also, many of the initial CT reports 
focus on biomolecular reactions. These quests illustrate a 
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principal reason why the inverted region had evaded the 
experimentalists for three decades. As the increase in the 
driving-force enhances kET in the normal region, the diffusion 
processes, bringing the donor and the acceptor together, 
become rate-limiting steps prior to reaching the tip of the 
Marcus curve at ΔGET

(0) = –λ. 
About a decade prior to the first experimental 

demonstrations of the inverted region, Rehm and Weller 
developed empirical expressions for ΔG† and the rate constant, 
kq, for analysis of CT-induced bimolecular emission quenching. 
They depict ET as the rate-limiting steps at small driving forces 
and the diffusion — at large –ΔGET

(0):36

a

b
Figure 4. State diagrams depicting ISC under: (a) Weak vibronic coupling, where the 
nested geometry leads to an overlap between the lowest-energy vibrational 
wavefunction of the S1 electronic state with the central region of the upper vibrational 
wavefunctions of the triplet state. In each electronic state, inherently, the density of the 
wavefunctions in the middle decreases with an increase in the vibrational energy. That 
is, for nested states, the vibronic overlap decreases with an increase of the ISC driving 
force. (b) Strong vibronic coupling, where vibrational wave functions from the S1 and Tn 
electronic sates overlap at the crossings of the potential-energy surfaces of the 
electronic states. The densities of the vibrational wavefunctions is, indeed, the highest 
at the potential-energy surfaces of the wells.

ΔG †  =  
ΔG(0)

CT

2
 +  (ΔG(0)

CT

2 )
2

 +  (𝜆
4)2

(11a)

kq =  
kd

1 +  
k -d

Z (exp(ΔG †

kBT ) + exp(ΔG(0)
CT

kBT ))
(11b)

where kd and k–d are the rate constants of formation and 
dissociation, respectively, of the donor-acceptor complex, and 
Z is the universal collision frequency factor. 

The Agmon-Levine equation presents an alternative for 
treating bimolecular CT kinetics where diffusion becomes the 
rate-limiting process at large driving forces:

ΔG †  =  ΔG(0)
CT +  

λ
4 ln(2)ln(1 + exp( ―4 

ΔG(0)
CT

λ  ln(2)))
(12)

Eq. 11b, along with 11a, is called Rehm-Weller equation. It 
is not to be confused with the expression for estimating the 
driving force of PCT from the excitation energy and the 
reductions potentials of the donor and the acceptor (eq. 2b and 
2d).35,36,117 For the latter, the introduction of the Coulombic 
term is a principal contribution from Rehm and Weller.36 

Considering the challenges introduced by diffusion-limited 
kinetics, it was not serendipitous that the first experimental 
demonstrations of the Marcus inverted region involved 
intermolecular CT in solid media112,114 and intramolecular CT 
mediated in donor-bridge-acceptor (DBA) conjugates.113,115 

Despite the limits diffusion imposes, reports of bimolecular 
CT systems exhibiting inverted-region behaviour in liquid media 
followed the breakthroughs from the early 1980s.118-128 For 
observing the inverted region in such systems, Guldi and Asmus 
point out the importance of (1) increasing the biomolecular 
diffusion rates by using donors and acceptors with widely 
deferent sizes, as illustrated by the Smoluchowski and Einstein-
Stokes equations, and (2) lowering the reorganization energy, 
so that the tip of the Marcus curve shifts to less negative 
ΔGCT

(0).122,123 Employing these consideration produces complete 
Marcus curves when kCT of the donor-acceptor complex at the 
tip does not exceed 1010 or 1011 s–1.122 Employing solvated 
electrons with high mobility as “electron donors” increases the 
diffusion rates even further allowing CT to be the rate limiting 
step for kCT as high as 1013 s–1.127 Even when the diffusion 
becomes the rate-limiting step, analysis with Rehm-Weller 
equation (eq. 11b) allows for eliminating the contribution of the 
bimolecular rates to kq and for constructing all regions of the 
Marcus curve.126 This example is quite amazing: it shows the use 
of a formalism, which was developed to address the growing at 
that time doubts if the Marcus inverted region existed, for 
actually demonstrating the Marcus inverted region.      

(Mis)interpretation of ΔGCT
(0) presents another reason for 

missing inverted-region behaviour in experimentally obtained 
kinetic trends. When CT leads to excited-state radical ions, or 
CR leads to triplets lying above the ground states, the values for 
the driving forces, –ΔGCT

(0), are overestimated.112,119 In fact, 
most of the first demonstrations of the inverted region involved 
ground-state CSh processes (eq. 10a, 10b).112-114 Quantifying for 
the losses in the driving force originating from the formation of 
excited-state CT products moves the “deeply inverted” systems 
toward the tip of the Marcus curve and account for the 
observed “anomalies” with such strongly exergonic 
reactions.119,127,129     
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When considering high-frequency modes (eq. 6), the 
steepness of the Marcus curve in the inverted region decreases. 
That is, for the same driving forces, the CT rates in the inverted 
region predicted using MLJ formalism for νC  0 (eq. 6) are larger 
than those obtained from the MH analysis (Figure 3d). This 
feature presents additional experimental challenges. The 
increased rates for –ΔGCT

(0) < –λ require stronger donors and 
acceptors to observe the trends of the Marcus inverted region. 
Making  more negative and  more positive, while E(0)

Dx + 1|Dx E(0)
Ay|Ay - 1

keeping E00 as large as possible, indeed increases –ΔGCT
(0). It 

also makes the excited-state donor and acceptor strong enough 
reductant and oxidant, respectively, to readily undergo PCT 
with the solvent. Hence, the selections of media for attaining 
the inverted region, especially for bimolecular reactions, can 
prove limited.  

The usually strong exergonicity of CR has made it a preferred 
process for demonstrating the Marcus inverted region.115,130 
Furthermore, placing PCS near the tip of the Marcus curve 
ensures the CR is in the inverted region and kCR << kPCS, which is 
of pragmatic importance.131 This way of thinking, however, is 
based on an erroneous assumption that the electronic coupling 
between the LE and the CT sate is the same as the electronic 
coupling between the CT and the ground state. In fact, 
differences in the electronic coupling for the CS and CR 
processes can be a principal reason for kCR < kCS.132    

The reorganization energy for CT depends on the medium 
polarity (eq. 5). Therefore, changing the polarity affects not only 
the CT driving force but also the shape of the Marcus curve, 
which reveals some of the complexity of the solvent effects on 
the CT kinetics. 

Another “anomaly” originating from the Marcus transition-
state theory encompasses cases where increasing the donor-
acceptor distance increases the rates of CT. An overview of the 
CT analysis shows a non-trivial dependence of kET on the donor-
acceptor distance. The electronic contribution to the kinetics for 
diabatic processes (eq. 4b) manifests a linear relationship 
between ln(kET) and the edge-to-edge donor acceptor distance, 
rDA, which provides an important means for estimating the β 
parameter for various media. Changes in the centre-to-centre 
distance, RDA, however, affects the medium reorganization 
energy (eq. 5c) and the Coulombic term of the driving force (eq. 
1c). These effects of donor-acceptor distance on the ET kinetics 
can oppose one another.133 Specifically, an increase in RDA leads 
to an increase in λm (eq. 5c) and in kCT when ΔGCT

(0) < –λ (eq. 4d, 
6). This “counterintuitive” dependence of kCT in the inverted 
region on RDA becomes especially prevalent when –ΔG / λ 
exceeds 1.5 or 2 and when nuclear tunnelling (eq. 6) has 
negligible contributions to the ET kinetics.133 Therefore, to study 
electronic-coupling pathways, it is essential to focus on systems 
with –ΔG / λ ≈ 1 as Gray, Winkler et al. emphasize, for 
example.129,134,135

Understanding bimolecular PCT and CT is fundamentally 
important for advancing photocatalysis.136,137 In addition to the 
abovementioned challenges, it is not truly straightforward to 
define donor-acceptor distances and the media between the 
donor and the acceptor (if any) during the CT steps, which are 
essential for quantifying the kinetics of such processes.138 

Hence, the new advanced tools, emerging from developments 
in computational methods and optical spectroscopy, are 
essential for driving charge-transfer science forward.

a        

b
Figure 5. MO diagrams depicting examples of long-range (a) photoinduced electron 
transfer, PET, and (b) photoinduced hole transfer, PHT, proceeding via  superexchange 
mechanism with the electron transferring directly from the donor, D, to the acceptor, A, 
without residing on the bridging units, B. The state diagrams depict improved 
representation of the energetics of these processes (Figure 6a,c).

Long-range charge transfer and charge transport

As the donor-acceptor distance increases, the electronic 
coupling between them decreases and eventually CT becomes 
highly unlikely. The medium that bridges the donor and the 
acceptor plays a crucial role for such long-range processes. Even 
when the energy levels of the HOMOs and the LUMOs of the 
donor and the acceptor lie above the HOMOs and below the 
LUMOs of the bridging moieties (Figure 5), coupling between all 
these frontier orbitals provides pathways for long-range CT. In 
other words, Hif includes coupling between the frontier orbitals 
of the donor with those of the bridge, and the frontier orbitals 
of the bridge with those of the acceptor. The energy differences 
between the orbitals of the bridge and the orbital of the donor 
from where CT commences, modulate the strength of the 
electronic coupling. This superexchange mechanism provides a 
means for CT at distances that can significantly exceeds the sizes 
of the donor and the acceptor.139 That is, superexchange ET and 
HT involves electron tunnelling where the bridge mediates the 
electronic coupling between the donor and the acceptor. In 
effect, the bridge lowers the tunnelling barrier along the CT 
pathways.140,141 For DBA mediating long-range electron 
tunnelling from the donor to the acceptor along n identical 
bridging units, the superexchange electronic coupling relates to 
the coupling between the donor and the bridge, HDB, between 
neighbouring bridging unit, HBB, and between the bridge and 
the acceptor, HBA (Figure 6a, c):140,142,143
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Hif  =  
HDB (HBB)n - 1HBA

ΔEB
n

(13)

where ΔEB is the energy difference between the initial state and 
the high-lying virtual CT state where the transferred electron or 
hole is on the bridge (Figure 5a,c).140,142,143 

It should be emphasized that the superexchange CT 
mechanism describes long-range electron tunnelling. It does 
not involve charge hopping where electrons or holes reside on 
sites along the CT pathway. Erroneous statements in the 
literature describe superexchange through polypeptides and 
proteins as hopping of holes along the backbone amides. Such 
CT states where h+ charge carriers reside on the bridge, 
however, have energy levels above those of the transition 
states (Figure 5a), i.e., they represent virtual states. When ΔEB 
> 3kBT for such virtual states, they are likely inaccessible. 
Furthermore, placing a hole on amides (at about 1.5 V vs. SCE) 
inevitably leads to their irreversible degradation and to 
decomposition of the polypeptide.144 The capabilities of 
proteins and polypeptides to mediate long-range CT without 
prevalently breaking apart renders hopping along the amides as 
an unfeasible mechanism.  

Empirical values of β (eq. 4b) allow for facile evaluation of 
the kinetics of long-range CT through various types of 
structures, such as proteins, alkanes and polyenes.143,145 For 
each media, β represents an average value for the rDA-induced 
attenuation of the tunnelling propensity along the electronic-
coupling pathways. For a number of cases, however, such 
average values of β cannot provide acceptable quantification of 
the CT kinetics.146-149 For two systems with identical rDA, the 
coupling pathways can have different segments. That is, even in 
the same protein, depending where the donor and the acceptor 
is, the pathways with the same rDA can encompass different 
numbers of covalent bonds, hydrogen bonds, and through-
space jumps across van der Walls contacts. To address such 
inconsistencies, Beratan, Betts and Onuchic developed the 
Pathway model.150 It accounts for the specific bonding patterns 
of the media between the donor and the acceptor. The long-
range electronic coupling is proportional to the product of the 
rate decreases caused by the individual covalent bonds, 𝝐(C), 
hydrogen bonds, 𝝐(H), and through-space jumps, 𝝐(S), along each 
CT pathway:150,151  

|Hif| ≈  |HDA(rDA =  0)| ∏
i

𝜖(C)
i ∏

i

𝜖(H)
i ∏

i

𝜖(S)
i

(14a)

𝜖(C)
i  =  0.6

(14b)
𝜖(H)

i  =  0.36 exp( ―1.7(r(H)
i ― 2.8))

(14c)
𝜖(S)

i  =  0.6 exp( ―1.7(r(S)
i ― 1.4))

(14d)

where ri
(H) and ri

(S) represent the tunnelling distances, 
respectively, along the ith hydrogen bond and the ith through-
space jump.  

In addition to providing meaningful descriptions of the 
spatial features of long-range donor-acceptor coupling, the 
pathway analyses reveals the emergence of quantum effects 
that frequently govern the CT kinetics. For example, quantum 
interference between multiple parallel electronic-coupling 
pathways, mediating CT coherently, can profoundly affect the 
kinetics of charge transduction.152-155 While constructive 
interference makes the system robustly insensitive to 
conformational fluctuations, destructive interference can 
completely shut down the CT processes.154 In the latter case, 
vibrational modes and out-of-equilibrium transient 
conformations, which remove the symmetry responsible for the 
distractive interference between the parallel pathways, 
become immensely important for mediating the observed long-
range CT.154,155 Alternatively, when destructive interference 
makes CT along parallel through-bond pathways unfeasibly 
improbable and somewhat “unlikely” routes through van der 
Walls contacts and solvent molecules can take precedence.156 
Overall, the kinetics of long-range CT tends to be quite 
susceptible to non-Condon effects.157-160 

a

b

c
Figure 6. State diagrams depicting long-range CT via: (a) superexchange mechanism; and 
(b) hopping mechanism. For simplicity, we show DBA systems with only two bridging 
units that have identical states when oxidized or reduced. (c) Charge distribution in the 
bridging states, b1 and b2, where the transferred electron is on the LUMOs, or the 
transferred hole is on the HOMOs, of the bridging unites.  
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Conformational dynamics provides finite probability for 
attaining resonance between the frontier orbitals of the donor, 
the bridging moieties and the acceptor, resulting in CT rates that 
are larger than the rates expected for long-range tunneling.161 
This flickering resonance is especially pronounced for PET when 
the energy levels of the LUMOs of the bridging moieties are 
situated only slightly above the LUMOs of the donor; and for 
PHT when the bridge HOMOs are only slightly below the 
HOMOs of the acceptor.162

As important as coherent quantum tunnelling is for long-
range CT, it still has inherent distance limitations and can hardly 
account for the myriad of processes vital for the living systems, 
energy materials and electronic devices. Conversely, charge 
hopping (CH), which involves multiple efficient short tunnelling 
steps, provides a means for transducing charges with negligible 
distance limitations (Figure 5b). While CH is an incoherent 
process, it is responsible for the highly efficient long-range CT 
mediated by biological systems and organic materials.17,163-177 
At distances beyond the Onsager radius, i.e., beyond the 
Coulombic traps of the initially formed CS states, the rates of CH 
have an inverse power dependence on the number of the 
hopping sites, N, i.e., kCH ∝  N–η.163 For unbiased cases of 
diffusive hopping, η assumes a value of 2, and for biased 
random walk, η ranges between 1 and 2.163 Indeed, biased 
directionality of CT, induced, for example, by electric fields 
originating from molecular dipoles, further suppresses the 
distance dependence of kCH.   

The LUMOs of the CH sites provide pathways for electron 
hopping (EH) when their energy levels are above that of the 
LUMO of the acceptor and below the energy of the transferred 
electron on the donor (Figure 7a).2 EH is vital for a wide range 
of biological processes, such as photosynthesis and cellular 
respiration.17,178,179 Conversely, the HOMOs of the CH sites 
provide routes for hole hopping (HH) when their energy levels 
are between those of the HOMO of the donor and a singly-
occupied orbital of the acceptor (Figure 7b).2 HH governs the 
efficient long-range CT along DNA and PNA strands.174 

Indeed, a hole, h+, is a “virtual” entity representing a vacancy 
in a singly occupied orbital. Physically, both, ET and HT, involve 
transferring of electrons. The nature of the transduced 
particles, however, is distinctly different for EH and HH. In EH, 
an electron from the donor hops along the LUMOs of the 
bridging moieties to reach the LUMO of the acceptor via a series 
of ESh steps. In contrast, HH does not involve a transfer of an 
electron from the donor to the acceptor. That is, an electron 
from the HOMO of a bridging moiety moves to a vacancy of a 
low-lying orbital of the acceptor. Then another electron from 
the HOMO of the next bridging site hops onto the singly 
occupied orbital of the moiety oxidized by the acceptor. 
Through such a series of hops, the vacancy on the HOMOs of 
the bridging moieties migrates toward the donor and extracts 
an electron from its HOMO (Figure 7b). Overall, HH involves a 
sequence of transfers of different electrons along the HOMOs 
of the bridge, i.e., a series of HSh steps, that results in an 
incoherent migration of a hole from the acceptor to the donor.2 
Similarly, long-range PT involves a sequence of short transfers 
of different protons between protonatable sights of a sequence 

of moieties, which is key for the design of proton wires.180,181 
Often coupled with ET, PT is essential for biology and for energy 
conversion.182-185 

Donor-sensitizer-acceptor (DSA) conjugates represent an 
important family of systems that allow for attaining long-range 
CT states following two relatively short coherent CT steps. 
Selective photoexcitation of the sensitizer induces HT with the 
acceptor and ET with the donor. The back CT between the 
oxidized donor and the reduced acceptor requires a relatively 
long-range tunnelling through the sensitizer, which suppresses 
this undesired CR. DSA constructs prove important for light-
energy conversion and for demonstrations of systems approach 
to mimicking photosynthesis.186-189      

a

b
Figure 7. MO diagrams depicting examples of long-range (a) photoinduced electron 
transfer, PET, and (b) photoinduced hole transfer, PHT, proceeding via charge  hopping 
mechanism where the transferred electron and hole reside, respectively, on the LUMOs 
and HOMOs of the bridging units. The MO diagrams do not capture all nuances of the 
energetics of the charge-hopping steps. For example, the Columbic term, W (eq. 1c), in 
the ΔG(0) expressions (eq. 1 and 2) reveals that if the two bridging units, B, are identical 
the b1 states will be energetically more favourable that b2 ones, especially for low-
polarity media. It can make CR transition from the b1 to the ground state more likely that 
the ET or HT transition from the b1 to the b2 state. State and Jabłoński diagrams depict 
these energy-level nuances, such as on Figure 6b, where E (b1) ≈ E (b2), consistent with 
B units that are different or negligible Coulombic contributions, W, due to polar media 
or to large distances between the bridging units and the donor or acceptor.
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The examples illustrating long-range CT focus on systems 
comprising donors and acceptors with well-defined states. 
When the same bridging media spans between conducing 
electrodes with continuous distributions of electronic states 
(described by bands rather than molecular orbitals), application 
of a potential bias induces charge transport, CTr.177,190-196 When 
the bias is small enough to ensure that the Fermi energy levels, 
Ef, of the two electrodes are above the HOMOs and below the 
LUMOs of the bridge, CTr occurs via tunnelling, i.e., 
nonresonant or off-resonance CTr (Figure 8a).197,198 Application 
of a bias that places the energy levels of the LUMOs of the 
bridge between the Fermi levels of the two electrodes, induces 
resonant or on-resonance electron transport (Figure 8b).2,199,200 
Similarly, a bias placing the HOMOs of the bridge between the 
Fermi levels of the electrodes induces resonant or on-resonance 
hole transport (Figure 8c).2,201-203 While rate constants 
characterize the dynamics of CT, electric currents quantify CTr. 

a

b

c
Figure 8. MO/band diagram of charge transport through metal-molecule-metal junction 
where the molecule comprises two bridging units connecting the two electrodes. Along 
with the electronic coupling between the electrodes and the molecule, the alignment 
between the Fermi energies, EF, and the energy levels of the frontier orbitals determines 
the mechanism of CTr. (a) Off-resonance (nonresonant) CTr involving electron tunnelling 
from the cathode to the anode. (b) On-resonance (resonant) electron transport involving 
(1) electron injection from the cathode to the first bridging unit; (2) hopping along the 
bridging units; and (3) an electron hop from the reduced bridge to the anode. (c) On-
resonance (resonant) hole transport involving (1) an electron hop from the bridge to the 
anode, i.e., hole injection in the bridge; (2) hole hopping along the HOMOs of the 
bridging units, i.e., electron transfer from a HOMO of one bridging unit to the vacancy 
on the HOMO of a neighbouring unit; (3) an electron hop from the cathode to bridge 
HOMO with a vacancy.

During CH the charges must tunnel to hop at each discreet 
step, and the CT rates strongly depend on the electronic 
coupling between the neighbouring hopping sites. 
Strengthening the electronic coupling between identical 
hopping sites leads to mixing and delocalization of their frontier 
orbitals. It can lead to the formation of band type electronic 
configurations that can span over the whole CT pathway. On-
resonance CTr through such structures shows ohmic behaviour.

As an intermediate case, such mixing can lead to 
delocalization of the frontier orbitals over only a few hopping 
site, rather than the whole CT pathway.204,205 Because the 
delocalization decreases the number of hopping steps, the rates 
of CT through such partially delocalized system are larger than 
the rates of CH along discreet localized sites. Because of 
conformational dynamics for organic conjugates, CH along 
partially delocalized sites is more common than CT through 
conduction or valence bands spanning between the donor and 
the acceptor. Tightly packed defect-free crystalline phases or 
other means of strong rigid bonding between the hopping sites 
is essential for attaining band electronic structures manifesting 
metallic or semiconducting behaviour.  

Mobility of charge carriers exceeding 1 cm2 V–1 s–1 and 
anticorrelating with temperature is consistent with band 
conductivity in solids. Conversely, hopping of localized holes 
and electrons is another important mechanism of CTr through 
semiconductor media.206-209 In the 1930s Landau introduced the 
concept of self-trapped electrons that Pekar further 
developed.81,210,211 The electric field from an electron (or a hole) 
perturbs the vibrational modes of the lattice around it and 
distorts it. This lattice distortion generates a reaction field that 
traps the charge, which induced it. Strong coupling with the 
lattice localizes the charge to form a small polaron, or a Holstein 
polaron. It features large lattice distortions that do not extend 
much beyond a single unit cell. Weak coupling results in small 
perturbations over a number of unit cells, forming a large 
polaron, or a Fröhlich polaron. As the vibrational distortions in 
the lattice of a small polaron extend over to another site to 
induce an electric-field trap there, the charge moves along.209 
Such hopping of small polarons can proceed under a diabatic or 
adiabatic regime, which determines the charge mobility and the 
conductivity of the material.206,207,209 Hopping of small polarons 
is especially important for describing CTr through tightly packed 
ionic materials such as metal oxides.206 In materials with 
somewhat plastic structures, such as metal-halide perovskites, 
polarons stabilize the holes and the electrons, keep them 
spatially separated, and thus supresses the undesired CR.208      

With ΔG(0) ≈ 0, considering the transition-state energy, ΔG†, 
the electronic coupling, Hif, and the reorganization energy, λ 
(eq. 4-6), allows for employing the Marcus theory for 
characterization of the kinetics of diabatic polaron hopping.212-

214 In fact, in its high-temperature limit Holstein’s small-polaron 
theory converges into Marcus’ transition-state theory. Unlike 
charge mobility in bands, an increase in temperature increases 
the conductivity originating from hopping of small polarons.207 

The commonalities of long-range CT and CTr illustrate the 
important relations between the molecular-level understanding 
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of biological processes and targeted functionalities in molecular 
and nanoelectronics, as well as in energy conversion.

Dipole effects on charge transfer and charge 
transport
Electric dipoles are ubiquitous, and their effects on CT can be 
enormous.2,9 Discussions of the idea about dipole effects on CT 
commenced in the 1960s.215-218 In the 1990s, the first 
experimental evidence demonstrated the key importance of 
localized electric fields and of molecular dipoles for controlling 
the directionality of CT.219-222

The dipole-generated localized electric fields induce Stark 
effects and modulate the electronic properties of the molecular 
systems in their vicinity.223 The notion for such effects on CT 
focuses on dipole-induced changes in the reduction potentials 
of the donor and the acceptor. These dipole effects on E(0) affect 
the CT driving forces and thus, the FC contributions to the CT 
kinetics:9

  ΔG(0)
CT = F((E(0)

Dx + n|Dx +  ϕ(D)
μ ) ― (E(0)

Ay|Ay - n +  ϕ(A)
μ )) +  ΔGS + W

(15a)

ΔG(0)
PCT = F((E(0)

Dx + 1|Dx +  ϕ(D)
μ ) ― (E(0)

Ay|Ay - 1 +  ϕ(A)
μ )) +  

                    E00 +  ΔGS + W
(15b)

where  and  are the dipole-field potentials in the space ϕ(D)
μ ϕ(A)

μ
that the donor and the acceptor, respectively, occupy.

Containing ordered electric dipoles, electrets are an 
excellent choice for localized-field sources.1 While electrets are 
the electrostatic analogues of magnets,224 the design of 
electrets and magnets present completely opposite challenges. 
Inherently limited by the Curie temperature, decreasing the 
sizes of isolated magnetic domains and making molecular 
magnets is nontrivial at all.225,226 In contrast, increasing the sizes 
of the electrets poses challenges due to the inherent strength 
of the electric forces. Enlarging domains with ordered electric 
dipoles increases the propensity for extracting changes from 
the surrounding environment. This charge extraction screens 
the dipole effects. Therefore, while molecular magnets are still 
challenging, molecular electrets are relatively attainable.   

Biology offers the best examples of molecular electrets. 
Protein α-helices have intrinsic dipole moments that amount to 
about 5 D per residue, oriented from the negatively polarized C-
termini to the positively polarized N-termini.227-231 (Despite 
some discrepancies in the literature, the vectoral direction of 
electric dipoles is from their negative to their positive poles.232) 
Each peptide bond, i.e., a secondary aliphatic amide, 
contributes about 3.5 D to the helix macrodipole.230,233 Upon 
the formation of the hydrogen bonding network, essential for 
stabilization of the secondary conformation, the electrons from 
the carbonyl oxygens of one peptide bond move toward the 
hydrogen and nitrogen of the other. The polarization due to this 
collective shift of the electron density from the N- to the C-

termini, provides a further enhancement of the helix 
macrodipole by 1.5 - 1.7 D per hydrogen bond.230,231,234  

Similar to the α-helix, the tightly folded conformer, 310-helix, 
has a dipole of 4.6 D per residue.231 The nomenclature 310 
indicates three residues per a turn with 10 bonds making the 
complete loop between two neighbouring hydrogen bonds 
connecting the helix turns. Following the same nomenclature, 
the α-helix is, in fact, a 3.613-helix.

The polyprolines do not have hydrogen-bonding networks 
because they contain only tertiary amides along their 
backbones. Isomerization of the peptide bonds in polyprolines 
between E and Z alters the type of helical conformation and 
changes the magnitude and the direction of the macrodipole. 
Specifically, comprising peptide bonds in their E-conformations, 
polyproline type I (PPI) has a dipole of 4.1 D per residue that 
points from its C- to its N-terminus, which is opposite to α- and 
310-helices containing all Z-amides.231,235 Conversely, 
polyproline type II (PPII) contains Z-amides and has a dipole 
ranging between 0 and 1.5 D per residue, pointing from its N- to 
its C-terminus.231,235 Because of this difference in the magnitude 
of the macrodipole, changes in solvent polarity induce 
transitions between PPI and PPII conformations,236 which can 
serve as an electret switch.

As one of the most common secondary structures of 
proteins, β-sheets do not possess a significant dipole moment. 
Each residue contributes about 0.25 D to the macrodipole of a 
single strand.231 In a sheet containing multiple β-strands, 
however, the opposing orientation of the dipoles from the 
amide and hydrogen bonds cancels out their net contribution to 
a macrodipole.231

Helix dipoles play a key role for defining the structures and 
the functions of proteins.237 Protein helix dipoles have immense 
physiological importance with making transmembrane CTr (of 
ions) possible and ion channels functional.238,239 A particular 
class of enzymes rely on the vast network of dipoles for inducing 
double stranded breaks in DNA sequences.240,241 Localized fields 
from electric dipoles play an important role in governing 
enzymatic activity as illustrated, for example, by Stark effects on 
the rates of the catalysed reactions.242 

Polypeptide helices have enormous dipole moments and 
they are easy to prepare by using automated solid-phase 
peptide synthesis.243-248 Therefore, they have been the principal 
structural motif in systems for investigating dipole effects on 
long-range CT and CTr since the first reports by Galoppini and 
Fox.220,221 Since then, every few years new sets of publications 
testify for waves of growing interest in dipole effects on 
CT.231,249-270 While much work focuses on small polar molecules 
at interfaces,259-270 with a few exceptions, all reports on long-
range CT utilize polypeptide helices as dipole sources.231,249-258 

Polypeptide helices have been the centrepiece not only for 
investigating CT mediated by biomolecular systems,271-281 but 
also for understanding self-assembly of dipolar species and the 
supramolecular structures that they compose.282-284 A key 
challenge for self-assembling of polar conjugates is the 
assurance that their dipole moments point in the same 
direction. The electrostatically unfavourable co-directional 
orientation is essential for maximizing the dipole effects on CT 
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in such structures. Important work in the 1990s provided the 
key design principles for leucine zippers, hydrogen-bonding and 
cofactor inclusion that allow for rational control of the 
formation of helix bundles.282,283 Each helix turn in the leucine 
zipper contributes only 40 to 50 meV to the binding 
energy.285,286 Still, de novo engineered molecular recognitions 
can drive with amazing specificity the formation of (1) dimers, 
trimers and tetramers of co-directionally oriented helices,282 
and (2) tightly packed helix bundles.283,287,288 Others and we 
have extensively used such leucine-zipper motifs for designing 
CT-mediating helix dimers.250,274,276,285,289-292

In addition to their propensity for forming quaternary 
bundle structures, polypeptide α-helices can readily self-
assemble in ordered monolayers on solid substrates.293 It has 
allowed the demonstration of dipole effects on interfacial CT 
and CTr,249,250,294-298 and of the effects of the macrodipoles on 
the (semi)conductive substrate.258,299 

Polypeptides composed of aliphatic helix-forming α-amino 
acids, however, mediate CT along their backbones via 
superexchange mechanism. It limits the feasible efficiency of 
long-range CT to about 2 nm.143 For example, the shortest 
electronic-coupling pathway through a single turn of a 
polypeptide α-helix comprises one hydrogen and two covalent 
bonds. Therefore, placing a donor and an acceptor on an α-helix 
about 2 nm apart, which is about four helix turns, decreases the 
CT rates by more than 7 orders of magnitude in comparison to 
the rates for rDA = 0 (eq. 14). Considering interference between 
multiple pathways and non-Condon effects may alter this 
estimate, but not to an extent that makes such biomimetic 
systems practical for CT spans exceeding 2 nm. In addition to 
the challenges with mediating long-range CT and CTr, 
polypeptide helices are quite sensitive to the microenvironment 
and susceptible to denaturation. It leads to losses of their 
macrodipoles. 

Placing redox moieties on the sidechains of the residues 
comprising the polypeptide helices may provide hopping sites 
for long-range CT. The 5-Å increment of the α-helix loops, 
however, poses a demand on the minimum dimensions of such 
redox moieties. “Regular-size” redox moieties tend to be too 
small and too far from one another along the helix to ensure 
sufficient electronic coupling between them. As a result, the 
electronic-coupling pathways along the polypeptide backbone, 
which mediates coherent tunnelling, become considerably 
more probable than the incoherent hopping along the redox 
moieties on the side chains.300-302 Increasing the size of the 
redox moieties can increase probability for van der Waals 
contacts between them and improve the electronic coupling. 
Attaching π-conjugates DBA derivatives to the polypeptide 
helices presents an alternative approach for attaining long-
range CT in the presence of macrodipole-generated fields.303 
This approach, however, relies on colinear arrangements of the 
helices and the DBA conjugates. Co-assembly of the polypeptide 
helices with CT π-extended conjugates on conducting surfaces 
can lead to such colinear arrangements.258  

Employing small polar molecules for coating conductive 
substrates, ensuring short tunnelling distances, offers an 
alternative for facile materials processing. Layers of benzene 

derivatives with different dipole moments demonstrate the 
values of dipole effects on CT in device settings.259,265 Small 
push-pull moieties, intercalated in the CT pathways, introduce 
dipole effects to such systems.263,265,269 While the short 
tunnelling distances across the layers of small molecules are 
advantageous for the desired forward CT steps, they are not 
long enough to sufficiently suppress the undesired CR. Also, 
their small sizes limit how large their dipoles can be.

In addition to the need for dipolar molecules to efficiently 
mediate long-range CT along their dimensions exceeding one or 
two nanometre, electrets must be electric insulators. Free 
mobile charge carriers can readily screen any dipole-generated 
fields. 

Again, biology offers the best paradigms of insulating 
materials that efficiently mediate long-range CT. In 
photosynthetic reaction centres, for example, the alignment of 
cofactors within the protein environment provides pathways 
for picosecond EH across the lipid membrane.17 In addition to 
cofactors, amino acids with redox-accessible side chains, such 
as tryptophan,304 can also provide hopping sites for increasing 
the distances of efficient CT in proteins.172 The π-stacked 
arrangement of electron rich bases in DNA and PNA strands 
allows for efficient HH over distances of many 
nanometres,174,305 which brings the chemistry and biochemistry 
of CT to the realms of nanotechnology.

Figure 9. Bioinspired molecular electret, based on an oligomer of anthranilamide, Aa, 
residues, along with its permanent electric dipole originating from ordered amide bonds 
and from the polarization due to the hydrogen-boned formation leading to a collective 
shift of electron density from the carbonyl oxygens to the amide hydrogens.

Considering the best of the two worlds, we developed the 
concept of bioinspired molecular electrets, which are 
polypeptides composed of non-native aromatic β-amino acids, 
i.e., derivatives of anthranilic acid (Figure 9).9,10,47,48,306-314 
(1) Similar to polynucleotides, these electrets possess arrays of 
aromatic moieties for mediating long-range CT via hopping 
mechanism (Figure 9). (2) Similar to protein helices, the ordered 
amide and hydrogen bonds in the molecular electrets generate 
large macrodipoles. Each amide contributes about 2 D to the 
electric macrodipole.306 Due to the angular arrangement of the 
amide dipoles, only a part of their vectors is projected on the 
backbone axes.306,315 Similar to protein α- and 310-helices, the 
polarization induced by the hydrogen-bond formation causes a 
cumulative shift of electron density from the carbonyl oxygens 
to the amide hydrogens. It enhances the dipole moment by 
about 1 D per hydrogen bond.306  
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With the extended π-conjugation along their backbones, the 
anthranilamide (Aa) molecular electrets offer pathways for 
efficient long-range CT, which sets them apart from the 
biological and biomimetic electrets based on polypeptide 
helical structures. Most importantly, the aromatic rings along 
the backbone of these electrets, can provide sites for mediating 
long-range HH or EH. Unlike the native amino acids, the Aa 
residues have two side chains (R1 and R2, Figure 9) that provide 
immense flexibility for adjusting their electronic and optical 
properties (Figure 10).47,308 This feature allows for developing 
proteomic approaches toward the design and development of 
systems with widely diverse electronic and photonic 
properties.310,311 

The π-conjugation character of the polar Aa residues leads 
to important synergy between the dipole effects on the FC 
contributions to the CT kinetics (eq. 15) and the donor-acceptor 
electronic coupling.10,132 Furthermore, the Aa residues not only 
are dipole sources but also can participate in the CT steps as 
electron donors or acceptors. This feature allows for exploring 
and establishing the factors important for harnessing the dipole 
effects on CT.9

Figure 10. Relative energy levels of the frontier orbitals of electron-rich electret Aa 
residues comprising different side chains, R1 and R2 (Figure 9), as estimated from their 
reduction potentials for acetonitrile and dichloromethane. The energy levels of the 
HOMOs are estimated from the half-wave reduction potentials of the oxidized residues, 

, i.e., E (eV vs. vacuum) = – 4.68 – F (V vs. SCE), where F is the Faraday E(1/2)Aa⦁ + |Aa E(1/2)Aa⦁ + |Aa

constant. The optical HOMO-LUMO gap, E00, allowed for estimating the energy levels of 

the LUMOs, i.e., E (eV vs. vacuum) ≈ E00 – 4.68 – F (V vs. SCE).E(1/2)Aa⦁ + |Aa

The dipole effects on CT are inherently enormous. How do 
we harness them? Lowering solvent polarity destabilizes CS 
states and not only decreases the CT driving forces, but also can 
make ΔGCT

(0) positive and completely shut down the process.316 
At the same time, decreasing solvent polarity substantially 
improves the permittivity of the dipole-generated electric 
fields. Therefore, media with low polarity actually enhances the 
dipole effects on CT.9,10 As counterintuitive as it may seem, 
lowering the solvent polarity can substantially increase the 
rates of ET along the dipole.9 That is the dipole effects on CT can 
be quite stronger than the solvation-induced destabilization of 
CS states. Furthermore, the same lowering of the medium 
polarity, can completely shut down the ET against the dipole.9

Electric fields from dipoles fall off substantially with 
distance, e.g., r–6 for point-dipole approximation. Therefore, 

placing the donor and the acceptor as close as possible to the 
solvation cavities of the dipoles is essential for harnessing their 
effects on CT. The Aa electrets present an ideal case where the 
donor (and the acceptor) can be in the same solvation cavity 
with the dipoles. Such co-solvation provides an incomparable 
means for exploring, for example, enhancement of the dipole 
effects on CT resulting from the Onsager fields.55,315 That is, an 
increase in the solvent polarity screens the fields outside the 
solvation cavities of dipoles. Concurrently, the same polarity 
increase enhances the fields inside solvation cavities of dipolar 
species.55,315 This feature has direct implications on the 
functionalities of solid-state organic materials and devices.  

Another important requirement for attaining substantial 
dipole effects on CT is to select donor-acceptor systems that 
inherently have as small as possible driving forces in the absence 
of external electric fields, i.e., ΔGCT

(0) → 0 for  =  = 0 (eq. ϕ(D)
μ ϕ(A)

μ
15).9,10 When the driving forces are large, relatively small 
perturbations from the dipole-generated fields can hardly affect 
the CT kinetics. Conversely, when the driving forces are small, 
dipoles can substantially enhance the CT rates or completely 
shut down the CS processes.9 

Selecting small driving forces, –λ < ΔGCT
(0) ≤ 0, places the CT 

kinetics in less than optimal regime of operation. Therefore, 
dipole effects that bring ΔGCT

(0) close to –λ, i.e., close to the tip 
of the Marcus curve, can induce substantial beneficial effects on 
the CT kinetics. Lowering the medium polarity decreases the 
reorganization energy. It can further enhance this effect by 
ensuring that even small dipole fields can bring ΔGCT

(0) to the tip 
of the Marcus curve and make the reaction activationless.     

Although the ideas about dipole effects on CT have evolved 
since the middle of the 20th century, this field still remains 
unexplored. The numerous examples demonstrating the 
importance of such effects place demands for improved 
understanding of how dipoles affect CT.

Charge transfer in biology  
Charge transfer processes are the principal drive for the flows 
of energy that sustain the life on our planet. Photosynthesis 
harvests the energy from the solar radiation reaching the 
Earth’s surface and stores it in the form of high-energy covalent 
bonds, i.e., as fuels.24,317,318 Cellular respiration and other 
processes release that harvested energy to propel the vital 
functions in the living systems.179,319,320 In parallel, a minute 
percentage of the energy input for the life on Earth comes from 
chemical sources at geothermal sites where thermophilic 
organisms strive.321-325  

Photosynthesis: light harvesting and energy storage

Following the initial PET from the porphyrin special pair (SP) in 
the bacterial photosynthetic reaction centre, a series of ET steps 
drive proton transport across the lipid membrane to generate a 
pH gradient.326 The sequence of ET steps in the anaerobic 
photosynthetic bacteria forms a closed cycle. An electron leaves 
the photoexcited SP to hop along the LUMOs of a series of 
moieties. It reaches the quinone responsible for the 

Page 16 of 45Physical Chemistry Chemical Physics



Journal Name  ARTICLE

This journal is © The Royal Society of Chemistry 20xx J. Name., 2013, 00, 1-3 | 17

Please do not adjust margins

Please do not adjust margins

transmembrane proton transport via double reduction and 
oxidation. At the end, the electron recombines with the hole left 
on the HOMO of the SP. This light-driven proton pump converts 
the absorbed solar energy into a pH gradient.  

Proton motive force principally propels energy conversion 
and storage in living cells. Transmembrane pH gradients are the 
most conserved means for storing energy in living organisms 
and define the current thinking about the origin of life.327 In a 
similar manner, lithium-ion batteries store energy by 
generating Li+ gradients, without Faradaic conversion to metal 
Li.328 

As such energy-storage media in the living cells is similar to 
capacitors, the generated transmembrane pH gradients do not 
have too high energy density. Furthermore, the lipid bilayers 
cannot maintain large pH differences across them for extended 
periods of time. Therefore, the pH gradient drives the synthesis 
of adenosine triphosphate (ATP) from adenosine diphosphate 
(ADP), to store the harvested energy in the form of covalent 
bonds, i.e., a biochemical fuel.

Figure 11. Electron-transfer diagram of natural aerobic photosynthesis. Photosystem I 
(PSI) and photosystem II (PSII) utilize solar energy to drive water splitting. The oxygen-
evolving complex of PSII represents the anodic side of this natural photoelectrochecmial 
cell, and the ferredoxin (Fd) of PSI represents the cathodic side that catalyses the 
production of a hydride, NADPH, from nicotinamide adenine dinucleotide phosphate 
(NADP+). The diagram depicts only some of the key moieties that mediate the sequence 
of ET steps: P700 and P680 are the special pairs of PSI and PSII, respectively; PQ is a 
plastoquinone responsible not only for diffusive electron transport, but also for pumping 
protons across the membrane; cytb6f is the cytochrome b6f complex; and Pc is a copper-
containing protein, plastocyanin.331

Long range electron hopping with quantitative quantum 
efficiency drives the natural photosynthesis. It includes diffusive 
transport of electrons (along with the protons) across the 
membranes by quinone shuttles. Such shuttles, which mediate 
diffusive transport of charges, are crucial for energy 
engineering. In the dye-sensitized solar cells, for example, redox 
mediating shuttles bring electrons from the cathode to the 
oxidized dye.326 In heterophasic redox reactions for organic 
synthesis, such charge shuttles bring electrons between 
aqueous and organic phases.329

Mimicking the CT processes of photosynthetic bacteria 
demonstrates that these light driven ion pumps can have wide 
applicability. Modifying the quinone shuttle, for example, 
permits it to mediate transmembrane transport of divalent 
ions, such as Ca2+, against their concertation gradient.330   

The photosynthesis in plants and other aerobic organisms 
has evolved to utilize the harvested solar energy for water 
splitting (Figure 11), in addition to pumping protons across the 
thylakoid membrane.326 Two photosynthetic reaction centres 
work in sequence to ensure that photoexcitation in the 
red/near infrared (NIR) spectral region provides sufficient 
driving force for: (1) water oxidation and oxygen release at the 
“anodic” site, i.e., at the thylakoid lumen side the photosystem 
II (PSII); and (2) water reduction to a hydride, i.e., NADPH, at the 
“cathodic” side, i.e., at the ferredoxins at the chloroplast stroma 
side of photosystem I (PSI) (Figure 11).326 The sequence of ET 
steps from PSII to PSI also mediates proton transport from the 
chloroplast stroma to the thylakoid lumen.

Indeed, ATP has a vital importance for storing energy and 
transferring it to other enzymes, regulating biochemical 
pathways, and building biomolecules such as DNA, RNA, 
proteins, fats, and sugars. ATP, however, is quite unstable and 
not a truly feasible for long-term energy storage. Therefore, ATP 
and NADPH drive the Calvin Cycle. The Calvin Cycle takes CO2, a 
highly oxidized form of carbon, and reduces it to glyceraldehyde 
3-phosphate (G3P). The carbohydrates produced from CO2 
reduction are kinetically considerably more stable than ATP. 
This stability makes them feasible for long-term energy storage.

Fats are not only key building blocks in living organisms, but 
also a biological fuel with high energy density. That is, fats store 
energy with density of about 9 kcal/g. In comparison, ethanol 
carries about 7 kcal/g, and carbohydrates and proteins – about 
4 kcal/g. Via a series of CT steps and substrate shuttling, fatty 
acid synthase (a class of multienzymes) mediates formation of 
carbon-carbon bonds and reduction of carbonyls to yield highly 
reduced products, i.e., fatty acids.332 The substrates for the fatty 
acid synthases include (1) acetyl coenzyme A (CoA), a product 
of carbohydrate glycolysis and pyruvate dehydrogenase 
complex; (2) malonyl CoA, a product of ATP-driven enzymatic 
carboxylation of acetyl CoA; and (3) NADPH, a potent hydride 
donor and a reducing agent. 

Natural photosynthesis and the formation of highly reduced 
kinetically stable biomolecules provide a broad learning 
platform for energy science and solar-fuel engineering. In the 
photosynthetic organisms, the light-harvesting absorbers, the 
CS and CT cofactors, and the catalysts driving the water 
splitting, are different. This feature reflects on an important 
lesson for energy engineering. Good catalysts often are terrible 
photosensitizers due to their short excited-state lifetimes or 
lack of strong absorptivity of visible light. Concurrently, good 
chromophores tend to have unimpressive catalytic properties, 
especially when it comes to multi-electron transformations. 

 “All-in-one” designs, where the same species harvest solar 
light, induces CT and drive chemical conversions to store the 
absorbed energy, have beneficial values and their pursuit 
should be encouraged. A decrease in the lengths of CT pathways 
and the number of conversion steps can eliminate significant 
losses. On the other hand, the natural paradigms suggest for 
parallel strives for high-power-conversion photovoltaics and for 
efficient energy-storage systems, such as electrocatalytic 
synthesizers of fuels. 
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The Calvin cycle points to another important set of 
paradigms for energy engineering. Despite the great advances 
for direct electrochemical reduction of CO2,333-340 such 
approaches to carbon solar fuels still present a variety of key 
challenges. Inherently, CO2 is quite inert and not readily 
susceptible to reduction.341 The need for concentrating the 
atmospheric CO2 in the vicinity of the catalyst presents another 
hurdle. The RuBisCO-catalysed initial reduction step of CO2 is 
one of the slowest enzymatic reactions in biology.342 As an 
alternative to direct photoreduction of CO2, the natural systems 
outline a paradigm that involves channelling solar energy into 
producing electron-rich agents that consequently reduce CO2. 
Photocatalytically or electrocatalytically generated hydride 
nucleophiles, for example, can prove immensely beneficial for 
reducing CO2. While such an approach adds extra steps in the 
conversion of solar energy to reduced carbon, it offers 
promising bioinspired roads for pursuing some of the hardest 
conversions in biology.      

As important as the natural light harvesting and energy 
storage are, they represent only a small subset of biological 
processes where CT is vitally crucial for sustaining life on Earth.

Cellular respiration: extracting energy from fuels

Glycolysis and gluconeogenesis are arguably the two most 
important biological pathways in any organism. Glucose is the 
major energy source in living cells. In addition, it is a key 
structural component. Encompassing degradation (catabolism) 
and synthesis (anabolism), metabolisms usually involve efficient 
ET from and to the substrates. Both, catabolism and anabolism, 
are truly vital and heavily depend on each other not only for 
substrates, but also for regulation. Catabolism is a multistep 
oxidative process from the substrate point of view, requiring 
hole inputs. Anabolism is quite the opposite, involving reductive 
process and consumption of electrons to convert fundamental 
building blocks into a variety of macromolecules. The electrons 
and the energy released during the catabolism of glucose drive 
the formation of, e.g., NADH and ATP from NAD+ and ADP, 
respectively, which are crucial for sustaining multiple cellular 
pathways and body functions.

In aerobic organisms, the Krebs cycle, is a single-direction 
cyclic pathway transferring electrons from citrate to NAD+, FAD 
and GDP to produce NADH, FADH2, and GTP. The NADH and 
FADH2 cofactors are major e– sources for the electron transport 
chain (ETC), which for accuracy should be named electron-
transfer chain. It involves a series of CT reactions between the 
electron donors, NADH and FADH2, and the final electron 
acceptor, O2. The ETC generates a transmembrane pH gradient 
that drives the production of ATP, using ATP synthase. Similar 
to photosynthesis, the ETC involves ET throughout various 
cofactors and quinones to facilitate the proton pumping from a 
media with high to low pH, i.e., from low to high activity of 
proton ions.326,343

In cellular respiration, therefore, the Krebs cycle and the ETC 
serve as a fuel cell that aids the oxidation of (1) products from 
the catabolism of kinetically stable carbohydrates, (2) fats to 
produce different biological fuels, and (3) reducing agents with 

relatively small kinetic stability that are active enough to drive 
a range of cellular processes. For example, β-oxidation is the 
process of catabolic degradation of fatty acids, two carbons at 
a time, to produce: (1) intermediates that can enter the Krebs 
Cycle, and (2) FADH2 and NADH, which can enter the ETC.344 

Reactive oxygen species (ROS) play an important role in the 
immune system, for example. Beyond the immune defences, CT 
processes under aerobic conditions generate ROS as side 
products that are damaging for the cells. Enzymes, such as 
catalase and superoxide dismutase, as well as the reduced or 
sulfhydryl form of glutathione, can scavenge ROS by reducing 
them to water. In its oxidized form, glutathione is a dimer, i.e., 
as glutathione disulphide. Glutathione reductase utilizes the 
reducing power of NADPH and mediates ET to the disulphide 
bond dissociating the dimer into the two ROS-scavenging 
monomers. That is, multistep CT delivers electrons and protons 
from NADPH to the ROS as a protective measure against 
oxidative stress to keep cells alive and tissues intact. 

Cellular respiration gives important lessons for bioinspired 
design and engineering of fuel cells. In addition, biology reveals 
key paradigms of how to protect such devise from oxidative 
damages, showing unique ways for diminishing their 
susceptibility to aerobic deterioration.

Vision and phototaxis: it is not all about energy management

Photoinduced triplet formation, leading to generation of singlet 
oxygen and consequently to ROS, is detrimental for living 
organisms. Conversely, PCS leading to the formation of triplet 
CT states is essential for the survival of migrant birds.345 The 
triplet CT states act as sensors of the Earth’s magnetic field, that 
is, CT makes the light driven compasses of birds functional.6,346  

In addition to harvesting solar energy for sustaining life on 
Earth, light absorption, inducing CT, has a crucial sensory 
importance in biology, which is essential for vision and 
phototaxis.347 

The G-protein-coupled photoreceptor, rhodopsin, contains 
retinal, i.e., the aldehyde of vitamin A, as a principal 
chromophore embedded in a bundle of α-helices spanning 
across the membrane. The aldehyde functionality of the retinal 
provides a means for covalent bonding, as an imine, to an ε-
amine of a lysine. It forms a Schiff base with pKa immensely 
sensitive to the conformation of the chromophore and the 
surrounding protein microenvironment. A photoinduced cis-
trans isomerization of the retinal initiates a series of proton-
transfer steps that are coupling to the cell signalling pathways.

In the rod cells of the eye retina, these multistep CT 
processes govern the detection of the level of brightness similar 
to the function of a pixel element of charge coupled device 
(CCD) or complementary metal oxide semiconductor (CMOS) 
imaging chips.348 In prokaryotic organisms, however, in addition 
to serving as a photosensor, microbial rhodopsins can also act 
as proton pumps, chloride pumps or light-gated ion 
channels.349,350
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Ion transport drives the circuitry of the nervous system

In multicellular organisms, electrical impulses represent a 
principal means for propagating information and controlling 
body functions. Unlike electronic circuits where transport of 
electrons and holes drives signal transduction, in the circuitry of 
the nervous system tightly regulated ion transport is 
responsible for the propagation of action potentials. Along with 
neurotransmitters, this electric-potential propagation carries 
the flow of information. 

The resting potential across a neuron membrane is more 
positive at the exterior than in the interior of the cell. Because 
the potential of the surrounding media serves as a reference, 
the conventional values for the resting potential are negative, 
amounting typically to about -70 mV. It corresponds to about 7 
GV/m transmembrane field strength.351 During depolarization, 
fast Na+ voltage-gated ion channels open allowing for the 
diffusion-driven influx of ions leading to positive trans-
membrane potentials. Repolarization occurs when slow K+ 
voltage-gated channels open and allow for the efflux of the ions 
to return to resting potential. Because the slow-responding K+ 
ion channels take relatively long time to close, the cell becomes 
hyperpolarized reaching potentials more negative than the 
resting potential. While at such negative potentials the voltage-
gated Na+ and K+ ion channels are closed, ion pumps transport 
the Na+ and K+ in opposite directions across the membrane to 
restore their distribution and the resting potential.352

This dynamics of transmembrane ion transport provides a 
unique means for unidirectional spatial propagation of the 
action potential. The positive shift in the electric fields during 
depolarization activates the ion channels in the direction of the 
propagation of the action potential, i.e., in the regions at resting 
potential. Conversely, the ion channels in hyperpolarized 
membrane in the opposite direction (from where the action 
potential arrives) remain inactive. Coupling these changes in the 
polarization patterns with release and sensing of 
neurotransmitters allows for transferring action-potential 
waves between neurons.  It also drives: (1) the induction of 
signals into other types of cells, such as myocytes, and (2) the 
reception of signals from a wide variety of receptors crucially 
important for interfacing an organism with its environment.               

Indeed, the mechanisms of electric transduction mediated 
by the nervous system for sustaining the life of multicellular 
organisms drastically differ from the principles employed in 
electronic circuits. Nevertheless, biology offers numerous 
examples where long-range ET and HT are crucial for the 
welfare of cells. These ET and HT paradigms, and the logic of the 
circuitry of the nervous system, offer unique invaluable lessons 
for device engineering. 

“Rock breathing” bacteria redefine long-range charge transfer

In the 1980s the “rock breathing” microorganism, Geobacter 
metallireducens, observed and discovered by Lovley et al. in 
samples from Potomac River,353-361 has presented the scientific 
community with unprecedented paradigms for biomolecular 
“wires” that efficiently mediate long-range CT. Nealson et al. 
shortly followed with the discoveries of similar organisms: 

Shewanella oneidensis, isolated from Lake Oneida,362,363 and 
Shewanella putrefacie, isolated from the Black Sea.363-365 

“Rock breathing” is cellular respiration under anaerobic 
conditions where the organisms transfer electrons to reducible 
inorganic minerals rather than to molecular oxygen. It 
represents metabolic pathways that were vital for sustaining 
the primordial life on Earth, prior the Great Oxygen Event and 
the advent of photosynthesis.366 Since the beginning of the 20th 
century reports for ion-reducing modes of operation have 
documented this metabolic behaviour for a range of 
prokaryotes.367-370 The discoveries in the last three decades, on 
the other hand, brought the attention to the long-range electric 
connectivity that these cells establish between themselves and 
with the redox active substrates. 

Under anaerobic conditions, bacteria such as Geobacter and 
Shewanella use metal ions at high state of oxidation, e.g., iron 
(III) and manganese (IV), as a source of holes to drive their 
cellular respiration.371-374 Because the metal ions are not 
internalized by the cells, the microorganisms grow extensions, 
such as pili, for electric contacts with the oxidizing minerals.375-

377 The extensions can exceed the micrometre size of the cells 
several times. These organisms have truly redefined the notion 
of how long “long-range” HT and ET along biomolecular 
structures can be. 

Due to their communal nature, these microorganisms 
readily form intercellular electric connectivity.377-379 In cultures 
and biofilms, therefore, cells that are away from the oxidizing 
minerals or the organic nutrients can still receive holes or 
electrons, respectively, vital for their survival. Intercellular 
electric connectivity, for example, is vital for symbiotic co-
existence of “rock breathers” and anoxygenic photosynthetic 
organisms. This symbiosis provides: (1) the “rock breathers” 
with access to solar energy, and (2) the photosynthetic cells 
with access to respiration oxidants.380     

In addition to maintaining cellular respiration, the long CT 
pili play an important defence role. Sulphur-reducing Geobacter 
and Desulfovibrio organisms readily convert uranium (VI) 
compounds into less soluble uranium (IV) ones. Keeping the 
remote contact with the oxidant, prevents the internalization 
and accumulation of this radioactive element in the cells.381-383 
The pili not only ensure efficient CT for this conversion, but also 
keep the site of reduction away from the cell wall preventing 
cell-damaging periplasmic mineralization.381 Indeed, this 
unique ability of such “rock breathers” offers key paradigms for 
biological remediation of nuclear waste.

Despite the extensive amount of work on these 
microorganisms for the last 30 years, the questions about the 
mechanism for the pilus-mediated long-range CT still remain 
open. The electrical conductivity of the extracellular extensions 
of S. oneidensis, for example, strongly depends on the presence 
of c-type multi-haem cytochromes along them, showing CT 
behaviour consistent with long-range hopping.376,384,385 
Reduced expression of the haem-rich cytochromes results in 
the formation of “wires” with the same morphology but 
compromised electric conductivity.376 Along with the other 
evidence, the reported p-conductance for such organisms 
suggest that hole hopping along the haems likely accounts for 
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the observed incoherent long-range CT377 It is consistent not 
only with “wires” comprising haems predominantly in their 
reduced state of oxidation, Fe (II), but also with tryptophan 
hole-hopping channels within the proteins.386 

The CT and CTr mechanisms mediated in S. oneidensis 
colonies, however, are more complex than a model resembling 
charge transduction in p-conducting polymers. Unlike G. 
sulfurreducens, the “wires” maintaining the electrical 
conductivity of S. oneidensis do not have pilus-type structures. 
Instead, they are extensions of the cell membrane, i.e., outer-
membrane vesicles387 connected with tether structures.388-390 
These vesicles with a network of tubular channels provide a 
means for diffusive transport of charges by non-bound 
cytochromes, i.e., a CTr mechanism that functions in parallel 
with the hopping between the immobilized heme proteins.388 In 
addition, secretion of flavin and the presence of flavin-binding 
sites on the cytochromes further enhances the extracellular 
electron transport in S. oneidensis colonies.391-393 

Conversely, the “wires” G. sulfurreducens have pilus 
structures and studies manifest the importance of the presence 
of aromatic amino acids in these pili for their ability to mediate 
long-range CT.375,394-397 While evidence show that outer-
membrane cytochromes have a contribution to the CT 
properties of G. sulfurreducens,378,394,398 pili enriched with 
aromatic residues define the electrical characteristics of these 
species. Mutations substituting the aromatic residues in the pili 
with alanines compromise the electrical conductivity.399 In 
addition, pilus-deficient mutants still attach to mineral surfaces 
but cannot reduce them.394 The induction of charge 
propagation upon application of positive potentials, rather than 
negative,375 is consistent with prevalent hole-transfer 
mechanisms. Studies on pili of G. sulfurreducens reveal that 
their electric conductivity resemble that of metallic carbon 
nanotubes, rather than of conductive polymers.375,395 Neither 
purely coherent mechanism, nor purely incoherent CT, 
involving hole hopping between the individual aromatic side 
chains of the residues comprising the pili, can account for rates 
that are representative of the measured conductivities.397 On 
the other hand, an intermediate CT mechanism, involving holes 
delocalized over a range of residues, can quantify the 
experimental findings.397,400 It is a mechanism that also 
accounts for the immensely long-range CT along double 
stranded DNA.305,401  

The archaella of Methanospirillum hungatei mediate long-
range CTr more efficiently than the filaments of G. 
sulfurreducens.402 The known high-resolution structural details 
of the M. hungatei archaella403 underlines the importance of 
this finding. Specifically, arrays of the aromatic side chains of 
phenylalanines define the structure of the archaella of M. 
hungatei.402,403 The importance of establishing the relationships 
between atomistic-level structures and CT functionality cannot 
be overstated. 

The drastic differences between the bacterial “wires” 
illustrate evolutionary convergence important for the 
adaptation of these organisms. Different structures, i.e., pili 
enriched with aromatic amino acids and membrane tethers 

loaded with cytochrome cites for charge hopping, evolved to 
have the same CT functionalities. 

Employing the paradigms of biological “wires” to the design 
and development of synthetic structures provides the platforms 
for important tests of the understanding of the features that 
govern their electronic properties. Biomimetic fibers, 
composed of phenylalanine-rich synthetic polypeptide helices, 
manifest CTr properties similar to those of the filaments of 
“rock breathing” microorganisms.404,405 

Biology offers a myriad of paradigm for structures that 
efficiently mediate CT. Testing these lessons from nature by 
biomimicry and biomimesis sets the foundation of invaluable 
bioinspired drives for advancing science and engineering.1 

Charge transfer and charge transport in medicine
Charge-transfer-induced pathology 

Well synchronized sequential and parallel CT and CTr processes 
in multiple temporal and spatial scales are responsible for 
keeping the human body alive. Even the slightest disturbance of 
this fine balance between the multiscale charge transductions 
can lead to grave pathological outcomes.406 For example, 
disruptions in ETC worsens the effects of neurodegenerative 
diseases, such as Parkinson’s. It affects neurons by shutting 
down NADH:ubiquinone oxidoreductase.407 Concurrently, 
malfunctions in the pentose phosphate pathway (PPP) allows 
an increase in the accumulation of ROS, which in their turn lead 
to oxidative stress and cancer.408-410

The PPP serves two major functions within biological 
systems. (1) It produces a reducing agent, NADPH, acting as an 
electron and proton donor in the catabolism of important 
molecular species, such as fatty acids and various cofactors.411 
(2) The PPP-formed NADPH acts as a reducing agent for ROS 
that are produced naturally as side products from the ETC and 
unnaturally from ultraviolet (UV) radiation. As discussed in the 
previous section, NADPH reduces the oxidized dimer of 
glutathione producing the reduced monomers that act as 
electron donors in the ROS scavenging.411 

G6P-dehydrogenase deficiency is a well-known and 
classified disorder commonly found in people of African, Indian, 
Southeast Asian, or South American decent,412 due to the lack 
of function in the oxidative phase of the PPP.413 This mutation 
is evolutionary linked to these ethnicities due to the high 
outbreak of falciparum malaria in those regions of the world. 
This deficiency leads to high oxidative stress because of the 
increased amount of ROS in the cells, specifically, in the red 
blood cell in this case. An erythrocyte typically has a lifetime of 
120 days, but with this deficiency, the lifetime decreases 
drastically. The malaria parasite requires healthy and long-lived 
erythrocytes to “prosper,” and this disorder lowers the 
individuals’ susceptibility to such an infection.

Fields originating from ion transport open windows to the brain 
and the heart

At a macroscale, monitoring the “electrical circuits” of the body 
is a key component of medical diagnosis and prevention. The 
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collective propagation of all active potentials in the central 
nervous system (CNS) generates alternating electric fields that 
are readily detectable outside of the skull.414 By recording these 
brainwaves with sufficiently sensitive equipment, 
electroencephalography (EEG) provides access to the 
functionality of CNS.415 Indeed, EEG cannot detect every single 
action potential, and it does not have molecular and even 
cellular spatial resolution. The facile and non-invasive nature of 
EEG, however, makes it a promising medical tool for observing 
CNS that complements pricier alternatives, such as MRI, fMRI 
and optogenetics.416-419

Similar to neurons, myocytes have a negative resting 
potential. Their depolarization leads to a rapid positive shift in 
the cell potential due to the influx of Na+ and Ca2+ ions that 
induce the muscle contraction. Opening of the K+ channels leads 
to repolarization, returning the cell to its resting potential. As 
synchronized action of such CTr events in the cardiac muscle, 
the sinoatrial node is the natural pacemaker of the heart. It 
sends electrical signal down the atrioventricular node causing 
the atria and the ventricles to contract and pump the blood 
throughout the body.420,421 These collective back-and-forth 
transport of ions throughout the heart generates alternating 
electric field that propagates outside of the body. The heart-
generated electric field is an order of magnitude stronger than 
the magnitude of the brainwaves. Recording the temporal 
alterations of these relatively strong electric signals outside the 
chest is the foundation of electrocardiography (EKG or ECG) 
(Figure 12). It is an indispensable well-established technique for 
non-invasive monitoring of heart health.416-418 

Figure 12. Principles of electrocardiography, EKG. Ion transport processes, resulting in 
collective charge shifts within the heart, lead to polarization and depolarization, depicted 
by the vector of a cumulative electric dipole moment. Changes in the angle and the 
magnitude of this vector yields measurable signals. 

Electroceuticals: from ancient acupuncture to pacemakers and the 
Brain Revolution

Monitoring techniques, such as EEG and EKG, are indispensable 
diagnostic medical tools. It is logical that application of such 
tools in reverse can have important treatment and healing 
implications. That is, employing electric fields in regulated 
manner for inducing and controlling CT and CTr processes, can 
address a range of serious health disorders.422-426 Advancing 

such ideas has led to the evolution of electroceuticals, which 
complement pharmaceuticals that inherently aim at addressing 
medical problems by changing chemical balances in the 
body.427,428 

The term “electroceuticals” was only recently coined.428,429 
Nevertheless, the idea of using external electric stimulation for 
medical therapy and treatment is not new at all. The ancient art 
of acupuncture,430,431 for example, involves the selective 
application of electric-field concentrators, i.e., metal needles, 
that can affect the CT and CTr process in the human body.432-439 
These effects remain long after the removal of the field 
concentrators. 

While EKG provides an electric means for monitoring the 
cardiac function, the pacemakers regulate it. They exert 
electrical signals to induce heart contractions if heart rate is 
irregular or retarded. Pacemakers comprise small battery-
operated generators of electric pulses that stimulate the 
myocytes to contract when “out of rhythm.”440-442

The vagus nerve (VN) runs across the face and the thorax to 
the abdomen, and plays a key role in the regulation of the 
metabolic homeostasis and the neuroendocrine-immune axis. 
One of the most important functions of the VN encompasses 
transmitting sensory information from the body to the brain.443 
Vagus nerve stimulation (VNS) encompasses electrical or 
manual techniques for its activation. In the past, manual VNS 
provided a means for suppressing seizures.443,444 Electrical VNS 
studies began in the 1930’s and 1940s to further understand the 
autonomic nervous system. These studies show that VNS affects 
the brains electrical activity and prove to have anticonvulsant 
effects.444 FDA-approved implantable VNS devices hit the 
market in 1997.445,446 Similar to heart pacemakers, these 
devices are implantable pulse generators attached to the VN, 
and their functions stimulate its activity.447 By stimulating the 
activity of the VN, the device can treat a variety of conditions 
such as seizures, epilepsy, depression headaches and 
migraines.443,447 

While acupuncture is an ancient technique, 
electroacupuncture (EAP) is a fairly new field of 
electroceuticals. It involves the application of electric potentials 
to the inserted needles inducing currents in the body for nerve 
stimulation and treating inflammatory diseases, for 
example.430,439,448 A recent discovery reveals that the use of EAP 
for reducing inflammation can treat severe cases of sepsis.448 
The nerve stimulation via EAP opens doors for much more 
simpler procedures than VNS. As a minimally invasive 
technique, EAP removes the need for implanting an electrical 
pulse generator in the patient.449 Rather, EAP allows for 
external nerve stimulation through small cutaneous punctures.

Electrical stimulations for wound healing imitate the natural 
mechanism of the endogenous electric fields that aid the skin 
growth. Such stimulation can decrease edema around the 
electrode, lyse necrotic tissue, increase blood flow and 
stimulate production of collagen, all of which are important for 
wound healing.450  

The current focus of electroceuticals is on the brain.451-453 
Emerging electroceuticals such as focal brain stimulation or 
deep brain stimulation (DBS) provide access to improved 
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understanding of the central nervous system.454 Applying 
external potentials and changing the voltage gradients that 
neuron network maintains alters the CT and CTr behaviour of 
the cells.454 In DBS, permanently implanted electrodes can exert 
pulses that results in similar outcomes to that from healthy 
tissues where lesions to the brain are. Similarly, implantable 
electronic chips that process and propagate signals through 
damaged or missing sections of the brain can preserve the 
overall functionality of this delicate organ.455 These 
electroceutical approaches offer improved control, reversible 
effects, and diminished deterioration of brain tissue.451-453,456 

Degradation of neurons relying on dopamine as a 
neurotransmitter in the substantia nigra pars compacta, which 
is responsible for coordinating purposeful motions, causes 
Parkinson’s disease. FDA-approved DBS with implantable 
devices provides an important means for alleviating Parkinson’s 
symptoms.433,448 

Taking the understanding of the neural circuitry (and the CT 
and CTr processes that drive it) to the next level opens countless 
doors for the Brain Revolution. Electronic chips implanted in the 
brains of rats, can provide a means for remote control of the 
outcomes from probabilistic CT and CTr events that have 
deterministic impacts.457-459 Such demonstrations of how to 
remotely control the decision making and the “free will” of an 
animal illustrate the power of electroceuticals and of CT 
science.460 Ethical consideration, indeed, prevents the use of 
such electroceuticals for human subjects, except for 
exceptionally extreme cases.461 

The electroceuticals do not need to be truly invasive and the 
devices do not need to be implanted inside the brain in order to 
control its circuitries. External cutaneous application of electric 
signals can significantly impact the decision making and the 
behaviour of humans.462      

Powering implanted medical devices

Despite the power of all the marvels that bioengineering and 
artificial intelligence may offer in the pursuit of bionic cures and 
“immortality,” they are all less than useless without energy to 
drive them. For all practical purposes, batteries are the principal 
energy source for powering implantable medical devices.463 
Inductive powering of implanted devices, along with recharging 
of implanted batteries from external remote sources, provides 
an alternative.463 

Piezoelectric effects offer access to electrical energy 
harnessed from mechanical displacements, such as body 
movements.464  The charging from such energy sources can be 
sufficient for running low-power devices.465 Systems employing 
such effects can provide sufficient energy to power medical 
devices for electrical-stimulation and other implantable or 
cutaneous ones.466 Flexible bandage-shaped devices comprising 
layers of Cu/PTFE and Cu placed on different sides of 
polyethylene terephthalate sheets can generate electric 
potentials from bending motions. Using rats as animal models 
demonstrates the possibility for building up electrical potentials 
from breathing motion.157,467,468 The alternating amplitudes of 
the generated potentials reflect the breathing patterns. Such 

mechanically produced electric power is sufficient for speeding 
up the healing of wounds. The electric signals enhance skin 
regeneration by promoting fibroblast migration, proliferation 
and trans differentiation. Such advances demonstrate the utility 
and the potential benefits of such CT and CTr technologies.469

Fuel cells present one of the most attractive means for 
powering implantable medical devices.470,471 The bodies of 
multicellular organisms circulate sufficient amounts of high-
energy molecules, such as glucose, that can provide the 
electrons for such power devices, bioinspired from the cellular 
respiration and the functionality of the mitochondria.472-475   

The human body is driven by a complex electric circuit 
comprising finely tuned and intricately synchronized CT 
systems. Understanding how these CT systems function and 
how their individual characteristics lead to the emergence of 
vital properties of the body, along with careful and responsible 
implementation of such knowledge, offers countless 
possibilities to medicine for improving the quality of life. 

Charge transfer in nature outside living systems
While biology offers some of the best examples of life sustaining 
electron tunnelling, electron hopping and ion transport, 
inorganic nature provides a wealth of information about CT and 
CTr processes vital for the environmental balance of 
ecosystems. Iron and manganese are, respectively, the 4th and 
the 12th most abundant elements in the Earth’s crust. The CT 
and CTr properties of their compounds have a principal impact 
on the redox dynamics that shapes formation and dissolution of 
minerals, processing of environmental contaminants, and 
sequestration of trace elements.476-480 The electrochemical 
potentials of the various Fe(III)|Fe(II) redox couples are 
comparable to the potentials induced by the oxidizing 
atmosphere of our planet. Concurrently, manganese is the only 
element that has eight stable states of oxidation, ranging from 
0 to +7. They cover a broad range of reduction potentials, and 
allow facile multielectron redox processes and charge storage. 
The manganese water oxidation complex in photosystem II 
illustrates an important impact from the unique redox 
properties of this element.481-489

Iron and manganese oxides compose a wide range of 
minerals and particulates in soils and sediments that are 
insulators or semiconductors with poor electroconductive 
properties.490,491 Nevertheless, many of them mediate CT and 
CTr, important for maintaining redox processes with key 
environmental impacts.480

Named for its blood-red colour and having a bandgap 
ranging from 1.9 eV to 2.3 eV, hematite, α-Fe2O3, is one of the 
most abundant minerals on Earth and its particles are spread 
throughout the lithosphere and the hydrosphere. It manifests 
anisotropic resistivity ranging from about 10–3 to 107 Ω m, 
defined by weak n-conductance.480,491 For example, the 
presence of Fe2+ in the surrounding aqueous media leads to 
deposition of Fe2O3 on (001) surfaces of hematite due to 
oxidation of the ferrous ions.480 Concurrently, the other (hk0) 
surfaces dissolve due to reduction of Fe3+ of the hematite 
mineral. That is, the (001) surface acts as an anode and the (hk0) 
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surfaces – as a cathode.  As determined indirectly though ion 
exchange and directly though isotope monitoring, redox 
processes occurring on different sides of the particles build 
potential differences driving efficient long-range CT and CTr 
through the Fe2O3 medium.480 These natural bipolar 
electrodes492-494 are essential for mediating a wide range of 
environmentally important redox processes that benefit from 
the catalytic properties of the hematite surfaces.477,495-503

Similar to hematite, a large number of other oxides such as 
pyrolusite (β-MnO2), goethite (FeO(OH)) and birnessite 
(Na0.3Ca0.1K0.1(Mn4+,Mn3+)2O4·1.5H2O) show CT capabilities of 
environmental importance.478,479,504  With resistivity  exceeding 
107 Ω m, birnessite is practically an insulator.490 Nevertheless, it 
plays a key role in detoxification of As(III) by converting it to 
As(V).478,505 Bacteria, such as Shewanella sp. can utilize the 
oxidative strength of As(V) for their metabolic activity. By 
releasing Mn2+, birnessite can serve as a source of holes for 
biooxidation of lactate where As(V)|As(III) redox couple acts as 
an electron shuttle,504 instead of hole-transducing pili that 
many “rock breathing” bacteria develop for direct contact with 
the mineral surfaces (Figure 13).370,379

Figure 13. CT with birnessite minerals drives the anaerobic respiration of Shawanella sp. 
As(III)|As(V) redox couple acts as a shuttle to carry holes from Mn(IV) from the birnessite 
to the bacterial cell respiratory oxidation of lactate, C3H5O3

–. The CO2 produced from the 
respiration forms carbonic acid and leads to the precipitation of the Mn2+ ions released 
in the aqueous media from the reduction of Mn(IV) from the mineral. 

Such bacterial-inorganic interfaces show promising results 
for biotic-abiotic hybrid systems. For example, arrays of TiO2 
nanowires under irradiation can serve as an electron source for 
acetogenic bacteria.506 Such setups allow for CO2 fixation 
producing acetate that can be further used through genetically 
engineered E. coli for synthesizing a variety of chemicals. Such 
interfacing of non-photosynthesizing living prokaryotes with 
inorganic materials of PV devices allows for utilizing cellular 
metabolism for light-driven production of complex organic 
compounds from CO2 and H2O.506 A complementary approach 
employs “rock breathing” species, G. sulfurreducens, in hybrid 
fuel cells. The bacteria drive the transduction of electrons from 
liquid fuels to electrodes, to which the cells are attached.507 
Such biotic-abiotic devices demonstrate an important means 
for benefiting from some key properties of living systems, such 
as damage management and self-repair, for which no viable 
technology is yet available.

Synthetic benefits from charge transfer. What’s 
light got to do with it?
Electrosynthesis 

Much of CT in nature leads to chemical transformations. 
Therefore, it is not surprising that since the advent of 
electrochemistry, its value as a synthetic tool has become quite 
apparent.508,509 Production of high-purity electrolytic copper 
and chloralkali electrolysis, essential for NaOH and HCl 
synthesis, are just a couple of examples for mature technologies 
that implement interfacial CT and are intricate parts of our 
modern industrial lives.      

One of the most attractive features of electrochemistry 
involves the capabilities to drive certain anodic and cathodic 
transformations by selective application of the external voltage. 
That is, the applied potential regulates the Fermi level, EF, of 
an electrode, allowing it to selectively oxidize or reduce 
molecules in the vicinity of its surface, i.e., extract electrons 
from occupied orbitals with energy levels above EF, and push 
electrons into unoccupied orbitals lying below EF. This 
thermodynamic view on interfacial CT, however, is quite 
oversimplified and warrants extreme caution when designing 
electrochemical synthetic procedures. While the 
thermodynamic considerations are crucial for interfacial CT, 
ultimately the kinetic features govern if the chemical 
transformations on electrode surfaces are feasibly fast. 
Interfacial CT is, indeed, heterogeneous in nature. 
Nevertheless, the kinetic considerations developed for 
monomolecular homogeneous reactions can extend to 
describing the CT processes on electrode surfaces.510  

Overpotentials, η, reflect the lack of thermodynamic ideality 
of interfacial CT. Pragmatically, η represents the extra voltage, 
required in addition to the thermodynamic potential, for driving 
interfacial CT and chemical transformations at electrode 
surfaces. CT activation energy, diffusion of redox species to and 
from electrode surfaces, and interfacial energy (i.e., surface 
tension) for the formation of new phases are some of the 
reasons for overpotentials. As bad as overpotentials may sound, 
they can serve as key design features in preparative 
electrochemistry. The overpotential for water oxidation to 
molecular oxygen ensures the anodic production of chlorine 
from NaCl aqueous solution. It is the working principle of 
chloralkali electrolysis that is at the heart of chemical industry. 
On the cathodic side, the water reduction to hydrogen presents 
its own challenges. Similar to chloride oxidation, the formation 
of H2 is a two-electron process. Affinity of the electrode material 
for hydrogen and protons aids the process immensely. The 
proximity between formed hydrogen atoms on the surface is 
key for them to combine into H2. In addition, energetically 
feasible collection of sufficient amounts of hydrogen molecules 
on the cathode is essential for nucleating a bubble to remove 
the product. For example, the atomically flat surface of 
mercury, when employed as a cathode in chloralkali 
electrolysis, prevents the evolution of H2. Instead, mercury 
favours the reduction of Na+ from the aqueous NaCl solution. 
By amalgamating the formed metal sodium, Hg stabilizes it as a 
product. On the other side of the spectrum, the enormous 
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affinity of palladium and platinum for hydrogen has made them 
the preferred catalyst materials for hydrogenation in organic 
chemistry, water reduction in electrochemistry and H2 
oxidation in fuel cells. Cost, however, is a principal challenge for 
large-scale synthesis and energy conversion that use such 
materials as catalysts.         

Despite the maturity of electrochemistry and 
electrosynthesis, the search for catalysts, which improve the 
electronic coupling or lower the energy of the transition states 
of interfacial CT, is still very much ongoing.511-517 Bioinspired and 
rational molecular designs yield promising catalysts for 
chemical transformations. “Wiring” such catalysts to electrodes 
presents additional challenges. The electronic-coupling 
pathways between the electrode substrate and the catalytic 
active sites are essential. It is especially important for non-
conducting macromolecules, such as enzymes, where efficient 
CT with the electrode and access for mass transport to (from) 
the active sites from (to) the bulk solution are paramount. 
Nanoscale assemblies of catalytically active molecules or metal 
clusters, which are arranged in microstructures on electrode 
surfaces with areas of square centimeters and even square 
meters, presents dimensional hierarchies that are essential for 
advancing electrosynthesis.518,519 The pursuit of efficiency for 
CT-driven chemical transformations has boosted the growth of 
this field of metamaterials engineering. Concurrently, the 
emergence of new properties from such hierarchical structures, 
which are not inherent to the individual comprising 
components, provide important feedbacks for advancing the 
frontiers of CT catalysis.  

The importance of the atomistic and multiscale surface 
structures has been acknowledged since the advent of 
nanotechnology and heterogeneous catalysis, as recognized by 
the 1912 Nobel Prize in Chemistry awarded to Paul Sabatier for 
his pioneering work on metal-aided chemical 
transformations.520 He shared it with Victor Grignard for his 
breakthroughs in synthetic chemistry.521 Through the 20th 
century, the needs of the chemical industry fueled the 
development of nanotechnology and heterogeneous catalysis. 
In fact, catalytic conversions are responsible for more than 90% 
of the products from the chemical industry. Nowadays we have 
amazing synthetic tools for advanced materials, which 
complement the improving means for monitoring their 
structures from sub-atomic resolution to mesoscales. These 
resources boost the renaissance in nanotechnology, which we 
have witnessed for the last few decades. 

The benefits from hierarchical catalyst designs goes beyond 
meeting the needs for densely packing surfaces with active 
cites. For multistep oxidative or reductive transformations 
requiring different catalyst, nanoscale arrangements of active 
sites in proximity to one another on electrode surfaces aid 
driving the reactions.522-524 Such electrocatalytic cascades are 
especially invaluable for transformations proceeding through 
unstable intermediates that cannot survive long-range 
diffusion.    

In electrosynthesis, as important as the chemical 
composition of the electrode is, the morphology of its surface 
plays a crucial role. It is a key feature of heterogeneous 

catalysts. Platinum electrodes with rough surfaces perform 
superiorly in comparison to polished Pt. When CT on such rough 
surfaces drives the formation of gaseous products, however, 
the formed bubbles can mechanically damage the nano- and 
microstructures on the electrode, causing an increase in the 
overpotentials. 

This lack of durability of the electrode surfaces illustrates an 
important challenge for heterogeneous catalysis, which sets it 
apart from CT-driven chemical transformations in living 
systems. In biology, most of the important CT-driven chemical 
transformations are at membrane interfaces. This 
heterogeneity closely resembles the settings in 
electrosynthesis. Enzymatic electrocatalysis, employing redox-
active biomolecules attached to electrodes, has led to key 
advances in biomimetic and bioinspired synthesis.525-529 
Nevertheless, living systems evolved with well-regulated 
damage management. That is, damages of biomolecules and 
degradation of self-assemblies during metabolic and catabolic 
processes are an intricate part of life. Instead of preventing 
them, living cells have mechanisms for repairing the damages 
or replacing the whole biomolecular assemblies. Conversely, 
overengineering of manmade systems aims at damage 
prevention. For hierarchical photocatalysts with precisely 
arranged multiscale structural designs, however, such 
overengineering is challenging. Self-repairing, or self-healing, 
paradigms present the ideal alternatives for overengineering. 
Despite the recent advances in self-repairing heterogeneous 
designs,530-534 electrosynthesis still awaits for the breakthroughs 
that will lead to electrodes with self-healing capability close to 
those of living systems.    

Overall, the catalytic activity can be an inherent property of 
materials surfaces. Concurrently, modifying inactive surfaces 
with other materials, synthetic molecules or enzymes can 
activate them and modulate their catalytic properties.535-539      

As important as the electrode surface is for electrocatalytic 
transformations, alternative approaches allow for addressing 
some of the key challenges. Hybridization between 
heterogeneous CT and homogeneous catalysis allows 
“ordinary” electrodes and diverse sets of catalysts to drive a 
wide range of chemical transformation.540-544 At the cathode of 
such mediated electrolysis, a catalyst shuttles electrons from 
the electrode surface to a substrate in the bulk of the solution, 
and diffuses back to get re-reduced again for the next turnover 
cycle. In a similar manner, a catalyst shuttles holes from the 
anode to a substrate in the bulk that needs to be oxidized. Using 
heterogeneous systems with multiple liquid phases provides 
further possibilities. 

Taking this hybrid paradigm of mediated electrode reactions 
a step further, transforms electrosynthesis to photoredox 
catalysis. Electrodes apply the necessary potentials for driving 
the CT steps. A photoredox catalyst can serve the same 
function.136,137 Specifically, selective photoexcitation of a small 
molecule increases its oxidizing or reducing propensity allowing 
it to shuttle electrons from a weak reductant to a weak oxidants 
that do not directly react with each other. 
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Photoredox catalysis

The field of photocatalysis provides incomparable opportunities 
for broadening the potentials of synthetic organic 
chemistry.136,545 The term photocatalyst (PC) refers to a light-
absorbing moiety that, upon photoexcitation, aids to overcome 
large activation-energy barriers of exergonic reactions, i.e., 
“classic” catalysis.546,547 For the last two decades, the definition 
of this term has broaden to encompass photosensitizers for 
endergonic reactions where light drives the transformation to 
products with higher energy than the starting 
materials.117,548,549 

a

b
Figure 14. Photoredox catalysis proceeding via (a) an oxidative quenching cycle, and (b) 
a reductive quenching cycle. The rate constants, kem and knd, depict the photoemission 
(radiative) and non-radiative decays of the excited photocatalyst, PC*: sub represents a 
substrate or a key intermediate; [red] and [ox] represent a sacrificial electron donor and 
acceptor, respectively, if needed.  

Overall photochemical reactions involve electronic states 
that can initiate transformation to organic compounds that are 
inaccessible using thermal activation. Chemists recognized this 
potential of light-driven transformations in the early days of 
organic synthesis. For years, however, synthetic 
photochemistry has remained a somewhat specialized branch 
of physical organic chemistry. The need for UV illumination 
hindered its practicality. Because most organic compounds do 
not absorb in the visible spectral region, ultraviolet A (UVA) or 
ultraviolet B (UVB) illumination is necessary for direct optical 
excitation of their n-π* and π-π* transition, i.e., for direct 
photochemistry. In addition, many organic solvents absorb in 
this spectral region between 280 and 400 nm.

The introduction of coloured photosensitizers, i.e., PCs, 
which absorb visible or NIR light and activate UV-absorbing 
substrates via CT or EnT, drastically improved the possibilities 
for synthetic photochemistry. Similar to CT in electrosynthesis, 
in photoredox catalysis, PCT drives the chemical 
transformations by oxidizing or reducing the substrate. The 
increased internal energy of an excited-state PC influences its 

capability to donate or accept electrons, making it a better 
reductant or oxidant, respectively, than its ground state. 
Although an excited-state PC can use different bimolecular 
mechanisms to activate substrates, such as, EnT and atom 
transfer, PCT triggers a great portion of photocatalytic 
transformations. For nearly fifty years, photoredox catalysis has 
found widespread application in the areas of solar-energy 
science,550 including water splitting,551 and carbon dioxide 
reduction.552 Only recently, these principles have been 
translated to radical generation for chemical synthesis and 
photo-activation of organic molecules, which enables a large 
number of organic transformations including oxidations,553,554 
reductions,555 formation of carbon‐carbon556-558 and 
carbon‐heteroatom bonds,559,560 and functionalization of 
inactivated C‐H bonds.561,562

Having their pros and cons, both, homogeneous and 
heterogeneous PCs can successfully drive CT-induced 
transformations. Commonly used photoredox catalysts under 
homogeneous settings include metal complexes, with Ru, Ir, Cu, 
and Fe chelates among the most popular,137,563 and organic 
dyes.136 The modus operandi for such PCs follows one of the two 
mechanistic pathways: oxidative or reductive catalytic cycle. In 
an oxidative quenching cycle, the excited-state catalyst, PC*, 
undergoes PET to reduce an oxidant in the reaction mixture and 
form PC•+. A reductant donates a hole to PC•+ to reduce it and 
bring it back to its ground state, in order to close the turnover 
cycle. That is, in an oxidative cycle, light drives an electron from 
a reductant to an oxidant, mediated by photoexcitation of a PC, 
followed by a PET and an HT step (Figure 14a). Conversely, in a 
reductive quenching cycle, PC* first undergoes PHT with a 
reductant to form PC•− and then ET with an oxidant to complete 
the turnover cycle (Figure 14b). In a multistep transformation, 
if the substrate is the oxidant, a reaction intermediate can be 
the reductant, and vice versa. If the reaction mechanism does 
not involve a second CT step that can close the turnover cycle, 
adding equimolar amounts of sacrificial donors or acceptors 
ensure the required reduction of PC•+ or oxidation of PC•−, 
respectively.

While favourable thermodynamics is crucial, the successful 
implementation of a reaction design requires the proper 
kinetics for the various CT steps, to ensure that they are 
sufficiently faster than the competing undesired 
processes.138,549 Overall, any closed photoredox catalytic cycle 
involves at least two CT steps: (1) PCT to quench the excited 
state, PC*, and (2) subsequent CT to regenerate the ground-
state catalyst. Estimates of the CT driving forces and rates from 
electrotechnical and optical-spectroscopy analyses provide the 
crucial guidelines in the photoredox reaction designs. The 
bimolecular nature of many of the CT steps in photoredox 
catalysis, however, present formidable challenges. The donor-
acceptor distances strongly affect the driving force (eq. 1c and 
2) and the medium reorganization energy (eq. 5c). In addition 
to the distance, the media between the donor and the acceptor 
govern the electronic coupling between them. This deficiency 
warrants improved understanding of the nature of the 
bimolecular collisional complexes that mediate the various CT 
steps. Such a tasks is not trivial for dynamic mechanisms where 
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an enormous variety of collision geometries is possible. For 
static quenching, where the lifetime of the collision complex is 
much longer than the timescales of the CT processes, 
computational methods developed for biomedical molecular 
engineering to study docking, recognition and binding may 
prove immensely invaluable. 

As biomimetics of some of the most widely spread cofactors 
in living systems, porphyrins have gained enormous popularity 
as photosensitizes and PCs due to their versatility and tunability 
of optical and redox properties.564,565 In fact, some of the 
highest power-conversion efficiencies of dye-sensitized solar 
cells are for devices employing porphyrin sensitizers.566,567

In its various forms, vitamin B12 is another widespread 
catalytic agent with vital importance for living systems.568 
Unlike porphyrins, the chemistry of vitamin B12 presents 
formidable challenges,569,570 which seems to cool down the 
enthusiasm for a wide pursuit of biomimetics based on such 
corrinoid cycles. Furthermore, the short excited-state lifetimes 
of cobalamins renders them unfeasible for photosensitizers. 
Photocleavage of a Co-C bond, leading to structural changes, 
represents some of the limited number of examples for optical 
application of such bioderived compounds.571-573 SN2-type 
reactions largely dominate vitamin B12 catalysis.574 
Nevertheless, in the recent years cobalamin (vitamin B12) has 
proven its utility for catalyzing other nucleophilic reactions such 
as SN2’,575,576 addition/elimination,577 atom-transfer reactions578 
and Giese-type addition.579 While most of the studies for 
electrochemical control of the cobalamin redox reactions 
involve solution-phase settings, electrodes coated with 
derivatives of vitamin B12 have spurred  a recent interest.580 
Cobalt chemistry determines the catalytic properties of vitamin 
B12. Analogues of the cobalamins with other metals, however, 
can broaden their utility for catalytic applications.581 

Metal and semiconductor nanoparticles are an important 
class of heterogeneous catalysts with enormous surface-to-
volume ratios. They can serve as components of hierarchical 
structures, immobilized on electrode surfaces, or as molecular-
type catalysts suspended in liquid solutions. Despite the three-
dimensional quantum confinement that induces molecule-like 
behaviour, these nanomaterials are solids with huge reservoirs 
of charge carriers. This features makes multi-exciton and 
multielectron processes quite readily attainable for quantum 
dots (QDs) and other nanomaterials.582-587 It does not come as 
a surprise, therefore, that for the first demonstration of 
photocatalytic water splitting, Fujishima and Honda used 
particles of a broad-band semiconductor, TiO2.588 In spite of its 
UV absorptivity, TiO2 is among the most popular and reliable 
material for such applications due to its low cost, photostability 
and high activity.589,590 Modifying TiO2 with co-catalysts and 
photosensitizers allows for addressing some of its 
shortcomings.591,592 TiO2 photoanodes with catalytic activity of 
dye- and QD-sensitized solar cells provide key paths toward 
artificial photosynthesis. 

Beyond energy science, the utility of semiconductor QDs as 
redox PCs offer amazing new possibilities for organic 
synthesis.593-595 Broad optical absorption through the visible 
spectrum with impressively high molar extinction coefficients, 

susceptibility to multiexciton formation and multielectron CT, 
and size-induced tunability of electronic properties, are some of 
the unique features that QDs and other nanocrystalline 
materials offer. Despite their notorious lack of stability, 
perovskites with A+B2+X–

3 composition have exerted some of the 
strongest impacts in photovoltaics for the last decade.596 These 
unprecedented rates of development also fueled the 
exploration of the utility of perovskite nanocrystals for 
photocatalysis,597 with significant efforts on addressing their 
inherent instability in polar and humid environments.598  

Metallic clusters and nanoparticles present another set of 
benefits for photocatalysis. In addition to the enormous field 
enhancement in the vicinity of metal nanoparticles, the 
quantum confinement of the free charge carriers in them 
results in emergence of plasmonic features.599 The generated 
hot charge carriers upon photoexcitation of the plasmons with 
visible light are an extremely attractive characteristic that drives 
the ever-growing interests in plasmonic photocatalysts.600-603 CT 
from photoexcited metallic nanoparticles to organic 
substrates,604 or to broad-band semiconductors for enhancing 
their redox activity,601 are some of the promising possibilities 
for plasmonic nanomaterials. The short plasmon lifetimes 
resulting from femtosecond dephasing and picosecond thermal 
relaxation, however, impose high demands on the rates of 
interfacial CT kinetics for indirect ET or HT from the metal. 
Direct CT, involving optical transitions of an electron or a hole 
from the metal to the conduction or the valence band of the 
semiconductor, presents promising possibilities. Conversely, 
the Schottky junction with the semiconductor affects the 
plasmonic characteristics in the metal nanoparticle, which 
raises new fundamental questions in the pursuit of direct CT. 
Overall, the CT efficiencies of about 1% warrant deeper 
understanding of the plasmon-induced charge transduction.601  

Photoredox catalysis vs. electrosynthesis

These two fields are built on the same fundamental principles 
of CT thermodynamics and kinetics. Unfortunately, they appear 
to have grown independently with minimal interfacing. A 
practical consideration that sets apart the electrosynthesis from 
photoredox catalysis is the requirement for electrolyte in the 
former and the frequent need for sacrificial donors or acceptors 
in the latter. 

If the substrate or the solvent does not provide the required 
ionic conductivity, supporting electrolyte is essential for 
electrochemical cells to function properly. In organic solvents, 
the large amounts of supporting electrolyte, i.e., hundreds of 
mM, readily exceed the concentration of the formed products. 
Such solutions with large concentrations of organic-soluble 
electrolytes can pose grave challenges for the isolation and 
purifications of the products. With light illumination, on the 
other hand, less than 0.001 molar equivalents of PCs can drive 
the same redox transformations without the need of supporting 
electrolyte. This feature illustrates a clear practical advantage 
for a wide range of synthetic applications. 

A range of photoredox catalytic transformations require 
equimolar amounts of auxiliary reductants and oxidants. 
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Fortunately, the products from oxidation and reduction of 
commonly used sacrificial donors and acceptors are gasses, 
volatile compounds, or water-soluble salts,605 all of which are 
readily removed from the reaction mixtures by evaporation or 
aqueous washes. For example, single-electron oxidation of 
tertiary amines, commonly used sacrificial donors, induces 
abstraction of an α-proton or a hydrogen-atom, as well as 
carbon-carbon bond cleavage, leading to the formation of 
volatile or other easy-to-separate products.606

An argument against mediated electrosynthesis points to 
the need for the catalyst to diffuse to and from the electrode 
surfaces in order to carry the charges to the substrates in the 
bulk of the solution. Photocatalysis, on the other hand, provides 
the means for optical excitation and initiation of the CT 
processes anywhere in the illuminated solution volume. Scaling 
up, however, invalidates this advantageous notion for 
photocatalysis. Increases in the concentrations of substrates 
and PCs increase the optical density of the reaction mixtures. It 
limits the light penetration to the surface layers of the 
photoreactors. The industrial needs for large reactors with 
increased thickness further aggravates this problem. That is, 
photocatalysis takes a shape of mediated electrosynthesis, 
where the PC has to diffuse to and from the wall layers of the 
reactor to drive the substrate transformations in the solution 
bulk. Fluid-mechanics engineering allows for implementing 
microfluidics and thin reactors for addressing this issue in 
photocatalysis and electrosynthesis.607-617  

Overall, photochemistry and electrochemistry provide 
powerful tools for organic synthesis as reflected by the recent 
renaissance of these research areas. Despite the impressive 
advances achieved so far, both synthetic technologies suffer 
from some shortcomings. Thus, merging electrochemistry and 
photochemistry offers the potential to overcome the distinct 
flaws of one method through the advantages of the other, so 
that novel reaction pathways that are unachievable with either 
of the individual approaches can be envisioned.618,619

How to translate what we have learned about CT 
from nature to materials and devices?
Incorporating molecular and supramolecular species as a bridge 
in a DBA conjugate offer some of the best means for 
experimental characterization of their CT properties. The 
bridges can vary from small molecular moieties to large 
macromolecular and biomolecular assemblies. Placing the same 
bridging molecules and macromolecules in an electrical junction 
allows for characterizing their CTr properties and sets key 
foundations for device engineering.194 

The electrical molecular junctions are DBA systems with 
electrodes acting as a donor and an acceptor. Varying the 
potential difference between the electrodes varies the CTr 
driving forces, and the measured current flowing through it 
reveals the CTr efficiency. Furthermore, flipping the polarity of 
the applied voltage changes the position of the “donor” and the 
“acceptor” and the direction of the current. Therefore, the 
current-voltage (I-V) characteristics of a junction provides 

information about the CTr properties of the molecules 
incorporated in it. Such integration of organic and bioorganic 
conjugates in circuits and exploration of their CTr features has 
spun out the field of molecular electronics that has over 40 
years of history.620-623 

Single-molecule junctions

In the 1970s, the cornerstone report by Aviram and Ratner, 
describing the theoretical design of a molecular rectifier,624 set 
the quest for single-molecule junctions and for deterministic 
effects that emerge from quantum phenomena.625-628 Like all 
single-molecule experiments, such electric junctions unveil the 
stochastic nature of nanoscale phenomena, which makes them 
unique tools for the CT and CTr science. The evolution of 
different experimental designs has allowed to address principal 
challenges with wiring of a molecule to two electrodes 
simultaneously.628-630 

Commonly, a molecule in a junction is orders of magnitude 
smaller than the electrodes to which it is attached,631 making 
the formation of single-molecule junctions quite challenging. In 
break junctions, for example, freshly formed metal surfaces 
slowly recede from each other in a controllable manner while 
immersed in a diluted solution of the examined molecule, which 
is usually bifunctional.632-635 

For imaging, scanning tunnelling microscopy (STM) utilizes 
the horizontal movement of a metal tip over a conducting 
surface with potential applied between them. Mapping the 
measured currents vs. the coordinates of the tip provides 
ångström-resolution images of the surface topology and thus, 
of the molecules adsorbed on it.636 In addition, STM has 
introduced the capabilities for mechanical manipulation of 
surface structures.637 These features of STM provide an 
excellent means for formation of single-molecule junctions 
between the tip and the surface, and for interrogation of their 
I-V characteristics.636

The electrical contacts of a molecule in a junction can have 
deterministic effects on its I-V performance.638 Some of the best 
means for incorporating a bifunctional molecule in a junction 
involves rapid formation of coordinate and covalent bonds with 
the conductive substrates of the two electrodes. Sulphur 
functional groups, such as thiols, thioethers and thioester, 
provides the most popular approach for attaching a molecule to 
gold electrodes in a junction.639 The large affinity of sulphur for 
coinage metals ensure that such covalent bonds not only are 
stable, but also provide strong electronic coupling.640,641 The 
strength of the sulphur-gold bond is about 2 eV.642 

The sulphur chemistry for surface attachment has certain 
drawbacks. The reduced forms of the sulphur in such organic 
compounds is susceptible to oxidation, which not only changes 
the electronic coupling, but also weakens and breaks bond with 
the metal. Concurrently, the high motility of gold atoms in 
strong electric fields can induce the growth of metal spikes, 
leading to shortening of the circuit across the junction. This 
phenomenon places limits on the magnitude of the potentials 
applied across the electrodes. Constructing junctions 
comprising symmetric molecules that are not covalently 
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attached to the electrodes offers a means for addressing some 
of these challenges, especially when the conductive substrates 
are not composed of motile metal atoms.643

In typical metal-molecule-metal junctions (Figure 8), not 
only the electrodes are considerably larger than the wired 
molecules, but also the metal atoms of the electrodes are larger 
than the carbons and the other atoms composing the organic 
conjugates. Conductive carbon nanotubes can serve as 
relatively thin electrodes for junctions, in which the 
incorporation of the molecules employs strong covalent 
bonds.644 Conversely, quantum dots and other nanocrystals 
provide alternative approaches for electrical wiring of 
molecules in junctions.625,645-647    

The advances in the electrode designs and the junction 
setups have opened doors for molecular-level understanding of 
CTr.648,649 Concurrently, they have fuelled the evolution of 
molecular designs in the search for a wide range of CTr 
phenomena. For example, junctions comprising inorganic metal 
clusters, coated with organic ligands, manifest Coulomb-
blockade type of I-V behaviour at room temperature.650 The 
relatively long distance between the electrodes, maintained by 
the ligand-coated clusters, results in minute off-resonance CTr 
currents. Conversely, changes in the charging of the metal 
clusters at increased voltage biases modulates the on-
resonance CTr behaviour.650 

Biomolecular junctions 

Expanding the applications of molecular junctions to biological 
systems provides opportunities not only for characterizing their 
CTr properties, but also for sequencing and structural 
analysis.651-656 While DNA is an insulator, its unique ability to 
mediate long-range HT174,657,658 has allowed it to gain 
considerable traction in molecular electronics.659 Like with 
many organic molecular “wires,” the process of understanding 
CTr through DNA involves anchoring both ends of a strand to 
electrodes to form molecular circuits.653,654 Unlike most organic 
polymers, however, a single DNA molecule and the DNA double 
strands can readily extend over several micrometres, permitting 
the use of facile optical imaging for monitoring the separation 
between the electrodes to which the molecular termini are 
attached.660 Indeed, the thickness of DNA strands is 
considerably below the optical diffraction limits.

The research inquiries on the DNA electrical properties 
began in the early 1990s with the work of Barton and Turro.661-

664 It was not until the advent of the break-junction techniques, 
however, when the demonstrations of CTr through single-
molecule DNA and of the effects of base sequences on the I-V 
behaviour, started making serious advances in the field.653 

The molecular dynamics of DNA has profound effects on its 
CTr properties. The conductance of a single-strand DNA is 
several orders of magnitude lower than that of its counterpart 
double strand.665 The π-stacking of the based in double-
stranded structures provides the electronic coupling essential 
for long-range CT and CTr.664 The lack of such electronic 
coupling in single strands of DNA, due to its flexibility and 
random orientation of the bases, outlines the reason for their 

low electrical conductance.666 Mismatching between base pairs 
also affects the electronic coupling along the DNA double 
strands, altering their conductance by an order of magnitude.667 
The backbone of DNA, however, is a polymeric phosphate salt. 
Therefore, the translational dynamics of the counterions 
coupled with the hole transport along the bases, and the ionic 
conductivity of the polymer microenvironment, can 
overwhelmingly impact the measured electrical characteristics. 
Some of the early experimental findings have led to 
interpretations declaring that DNA acts as a conductor, a 
semiconductor, a superconductor and an insulator.668-672 
Through the years, the synergy between experiment and theory 
has allowed the field to converge away from these 
discrepancies.174 The ionic nature of the DNA backbone brings 
ambiguity to interpretation of experimentally observed CT and 
CTr behaviour. Conversely, PNA structures offer alternative to 
DNA strands without the charged backbones.174  

Globular structures of proteins provide certain advantages 
in the engineering of molecular junctions.673-675 The redox sites 
forming the electronic-coupling pathways for mediating CTr are 
frequently within well-defined microenvironment in the interior 
of the proteins. This cofactor microenvironment is practically 
the same for protein bridges in DBA conjugates and in electrical 
junctions, setting an excellent foundation for comparisons 
between CT kinetics and CTr I-V behaviour. 

Multiple factors, such as protein structure, electronic 
coupling, and alignment of the frontier-molecular-orbital 
energies with the Fermi levels of the electrodes, govern CTr 
through a junction comprising proteins sandwiched between 
two electrodes.676 Connection of a protein to the electrodes can 
be the deciding factor in the capability of a junction to maintain 
electric currents at low biases, which can be a basis for 
bioanalytical methodologies.677 

When it comes to molecular junctions, mutations of surface 
residues (to cysteines, for example) provides the needed 
functionality for wiring the proteins to the electrodes of gold 
and other noble metals.678 Conversely, functionalizing the 
electrode surfaces with peptide ligands, to which the selected 
proteins have a binding affinity, allows for introducing such 
biomolecules into electrical junctions in their native form 
without the need for mutations and extra protein 
engineering.676,677 Alternatively, introducing proteins between 
electrodes without linkers can often yield similar junctions that 
manifest switching between off- and on-resonance CTr 
mechanisms.679

Introducing polypeptides into molecular junctions eases the 
experimental approach for gaining understanding of some of 
the CTr properties governed by specific protein sequences and 
secondary conformations.680,681 The well-established 
automated solid-phase peptide synthesis offers a wealth of 
opportunities for realization of countless biomolecular designs 
for engineering of such electrical junctions.682-685 

A principal challenge for molecular junctions comprising 
proteins is the inherent conformational instability of these 
biomolecules when taken out of their native environment. 
Electrode coatings that prevent denaturation of the proteins 
attached to them is essential.686-692 Such coating layers, 
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however, can add a few nanometres in the CTr pathways and 
significantly decrease the electronic coupling with the 
conductive substrate.693,694

A range of the unique properties of proteins and 
polypeptides define the functionalities of the molecular 
junctions they compose. Macrodipoles of polypeptide α-helices 
induce current rectification to electrical junctions.250 
Introduction of ferritin to molecular junctions induces I-V 
behaviour consistent with negative differential resistance.675,695  

Junctions based on self-assembled monolayers 

Translation from single-molecule setups to molecular 
ensembles illustrates an important path of evolution toward 
applied science and technology development.696 Some of the 
initial work in molecular electronics involved electrical junctions 
comprising self-assembled monolayers (SAMs) sandwiched 
between flat metal electrodes.621,622 Such metal-insulator-metal 
(MIM) junctions have the architecture of capacitors with 
dielectric layers that are nanometre-thick, allowing for efficient 
CTr (Figure 8). These devices bring molecular CTr to the realm 
of organic electronics. 

One way to picture SAM devices is as a superposition of a 
large-number of parallel single-molecule junctions. Conversely, 
the molecules in such SAM junctions are closely packed 
together and the intermolecular electronic coupling provides 
parallel CTr pathways, especially when the SAM molecules 
assume large tilt angles on the conductive surfaces. Such CTr 
involving multiple pathways can lead to emergence of new 
properties of the molecular ensamples that are not inherent to 
the individual molecules. Furthermore, incorporating π-
conjugated CTr molecules in SAMs of alkyl conjugates allows for 
probing specifically the CTr moieties without interference from 
lateral intermolecular CT steps.697,698 Indeed, it is essential to 
prevent phase separation during the SAM formation, i.e., to 
ensure that the π-conjugated molecules do not cluster together 
forming isles in the alkyl SAM.     

Attaining nanometre-thick layers extending throughout the 
large areas of the MIM junctions presents grave challenges for 
the fidelity of the SAMs and the electrode surfaces. While well-
packed SAMs on atomically flat substrates are not too 
demanding to attain, the edges and the tips of the grains of 
many electrode materials are sites for defects in the surface 
coatings. Mercury is a liquid conductor with sufficient surface 
energy to always form atomically flat surfaces over areas of 
square millimetres and larger. Therefore, mercury has been a 
metal of choice for designs of MIM junctions.699-702 

The chemical inertness of gold has made it one of the most 
popular materials for electrodes in molecular electronics. The 
grainy nature of gold surfaces, however, presents inherent 
challenges for SAM MIM junctions. Depositing gold films on 
naturally flat substrates, such as mica, allows for overcoming 
the grainy nature of the metal surfaces. Lifting the mica off, 
exposes gold surfaces that, while composed of packed grains, 
adopt the topology of the flat substrates.703 Such flat metal 
surfaces are superior electrodes for MIM junctions.704 

Any pinhole defect can serve as a point of a short circuit and 
thoroughly compromise the performance of the device. 
Nevertheless, the balance of the interaction forces between the 
self-assembling molecules, the substrate surface and the 
solvent can drive the formation of SAMs with high fidelity. Many 
SAMs of long molecules can even assume two-dimensional 
crystalline structures.705-708 The SAM molecules possesses 
functional group at one of their termini that can quickly form 
bonds with the substrate. In the initial phase, the molecules 
adsorb flat on the surface. Inherently, the intermolecular van 
der Waals interactions are always stronger than the interactions 
between these organic conjugates and the inorganic surfaces or 
the solvent, as the Hamaker constants can readily reveal (after 
all, like prefers like).709,710 In alkyl SAMs, each methylene 
contributes about 0.07 eV to the heat of formation.711 
Therefore, as the surface density of the adsorbed species 
increases this balance between the van der Waals interactions 
drives the molecules to pack against each other (each molecule 
stretching nearly orthogonally to the surface) with their 
functional groups anchored to the substrate. The energetically 
favorable minimization of the contact area of each organic 
moiety with the inorganic surface and the solvent, while 
increasing the intermolecular contact area, drives the formation 
of such SAMs. Heating and occasional sonication during the self-
assembly process aid the improvement of the quality of the 
molecular packing and the removal of the potential defects in 
the formed SAM.712,713    

The ease of self-assembly of organic thiols into tightly 
packed layer on gold and other coinage metals, has made these 
surface structures the most widely used SAMs in chemistry, 
physics, and biology, in the last three decades.641,642,714-717 The 
facile preparation of thiol SAMs has also impacted the field of 
molecular electronics.718-720 Bringing a hanging mercury drop, 
coated with thiol SAM, into contact with another metal surface, 
coated with the same or different SAM, forms a MIM junction 
that allows for characterizing the CTr properties of the 
molecular assemblies sandwiched between the conductive 
interfaces.699-702,721 Instead of using a liquid metal, bringing in 
contact two orthogonally oriented SAM-coated metal wires also 
leads to the formation of a MIM junction.722,723 The curvature of 
the wires, that are usually micrometre thick, determines the 
area of such crossed-wire junctions and even allows attainment 
of single-molecule contacts.724,725 

Despite their immense popularity, however, SAMs of thiols 
on gold possess inherent properties that make them less than 
optimal for electronic applications. The susceptibility to 
oxidation of the sulphurs anchoring the organic molecules to 
the metal makes the SAMs vulnerable to damage and 
desorption. Under ambient conditions (even when immersed in 
protective liquid) their lack of durability sets major limitations. 
Therefore, using only freshly prepared thiol SAMs for the MIM 
junctions is essential for obtaining reliable and reproducible 
results.   

On the other hand, silanization of silicon and metal oxides 
yields SAMs that are pronouncedly stable. SAMs of silanes, 
however, do not have the molecular order that thiol SAMs can 
achieve. Nevertheless, the immense durability of silane SAMs 
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has made silanization a popular approach for introducing 
molecules into electrical junctions.726-728 

Silanization anchors the organic molecules to silicon via C-
Si-O-Si bonding patterns. Hence, the presence of a thin 
insulating layer of SiO2 between the organic moieties and the Si 
semiconducting phase is usually unavoidable.611,614,729-731 
Attaching organic moieties directly to silicon via carbon-silicon 
bonds is the way to address this issue.732,733 The C-Si bonds are 
immensely stable and the use of such organic coatings for 
passivating silicon surfaces is well established.733,734 Similar to 
alkylthiols on coinage metals and mercury, alkyls on silicon can 
form densely packed and ordered SAMs.735-738 Binding organic 
moieties to silicon directly via C-Si bonds is considerably more 
difficult and more involved than attaching thiols to gold. As a 
result, thiol SAMs on metals and chalcogenides have gained 
incomparable popularity for surface design and materials 
engineering. 

Organic electronics offers countless functionalities that are 
easily attainable via established synthetic procedures. 
Electroconductive carbon materials provide excellent platforms 
not only for interfacing organic molecules in devices, but also 
for pursuing unprecedented possibilities for energy storage and 
energy conversion.516,517,739-744 Silicon electronics, on the other 
hand, is mature and responsible for countless technological 
breakthroughs of the 20th and 21st centuries. Silicon electronic, 
therefore, is here to stay. To take advantage of the countless 
functionalities of that organic electronics can offer, it is 
essential to interface it with silicon. Placing efforts and 
resources on developing C-Si interfaces will set the stage for 
unprecedented technological advances driven by the unique 
features of the carbon, organic and biomolecular electronics.   

Junctions with multiscale architectures

In many electrical junctions, it suffices to attach the molecule to 
only one of the electrodes. Liquid solution, which is conductive 
or containing an electron shuttle, establishes a “remote” 
electrical contact with the other electrode. That is, the junction 
comprises molecules sandwiched between a solid electrode and 
a liquid. Such liquid junctions have made enormous impacts on 
energy science and engineering, encompassing devices such as 
dye-sensitized solar cells (DSSCs), and other 
photoelectrochemical cells (PECs), along with various 
architectures for artificial photosynthesis and an “artificial leaf” 
(Figure 15).745-747 In fact, in the 19th century the first 
demonstration of the photovoltaic effect employed a liquid-
junction device.748 

PECs offer promising paths toward artificial photosynthesis 
and solar-fuel technologies. Water splitting has been a principal 
target of this quest (Figure 15).749-751 Photoreduction of water 
to hydrogen or kinetically stable hydrides opens routes not only 
for the production of other (carbon) solar fuels (from CO2 
reduction), but also for new synthetic chemistry, in general. 
Similar to natural photosynthesis, on the anodic side of such 
PEC designs, water serves as a sacrificial electron donor to 
produce O2, while suppressing the formation of H2O2 and ROS 
(Figure 15).752 As an archetypical material for photoanodes, TiO2 

exists in several polymorphs753 with rutile and anatase the most 
common and stable among them. Small-polaron hopping 
governs the electrical conductivity of TiO2, which is typical for 
metal-oxide semiconductors.206 Rutile polymorph readily forms 
localized small polarons regardless if it is pristine or has lattice 
defects. Anatase, on the other hand exhibits small polarons only 
in samples with defects or vacancies.754,755 Strong coupling 
between the sites of e– polarons in TiO2 provides adiabatic 
regime for their hopping. Conversely, the hopping steps for the 
h+ polarons in undoped TiO2 are diabatic, resulting in hole 
mobilities that are substantially smaller than the electron 
ones.206 This feature has made TiO2 nanostructures the popular 
choice for anodes of n-type DSSCs.

DSSCs are PECs where the anodic and cathodic 
electrochemical conversions are coupled in a steady state. That 
is, after oxidation at the anode, a charge shuttle carries holes to 
the cathode where it gets reduced to carry back electrons to the 
anode. This configuration converts the absorbed light into 
electrical energy, rather than into chemical fuels, i.e., DSSCs are 
PV devices. Photoanodes drive the conversion of light to 
electrical energy in n-type DSSCs. Many of the materials of 
choice for photoanodes, however, are UV absorbers, which 
renders them inapplicable for solar-energy conversion. An 
electron-rich strongly absorbing dye, adsorbed on the surface 
of the photoanode material, therefore, acts as a photosensitizer 
driving efficient PET into the CB of the broad-band of the 
semiconductor. Photosensitizers based on ruthenium 
complexes have driven the development of the field. In the 
2010s, porphyrin photosensitizers composed of only earth-
abundant elements led to the development of DSSCs with the 
highest power conversion efficiencies.756,757

Figure 15. Photoelectrochemical cell, PEC, for water splitting. The electrodes are 
semiconductors with different bandgaps and band-edge energies that allow cathodic 
water reduction and anodic oxidation to O2. For broad-band semiconductors, photo 
sensitization with dyes or QDs is paramount to bring the absorption to the visible and 
NIR spectral regions. Auxiliary catalysts on the electrode surfaces can also improve the 
kinetics of O2 and H2 production.    

The liquid-mediated electric contact in such junctions 
permits significant freedoms for the geometry of the 
electrodes. DSSCs comprises an anode with highly porous 
morphology that not only provides a huge surface area for 
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adsorbing monolayers of sensitizer, but also causes significant 
light scattering throughout the electrode active layer.758,759 

The apparent need to utilize the cathode as a photocathode 
has driven development of p-type DSSCs.751 In analogy with the 
n-type devices, metal-oxide semiconductors mediating high 
mobility of h+ polarons, such as NiO,206 are the principal building 
blocks for the photocathodes.751,760 In this case, electron-
deficient dyes are essential for undergoing efficient PHT into the 
VB of the semiconductor.761-763

Transitioning from DSSCs to PECs for production of solar 
fuels (Figure 15) poses another key challenge: the good 
photosensitizers are usually terrible catalysts, and vice versa. In 
addition to sensitizing the broad-band semiconductor materials 
of the electrodes, it is essential to electronically couple to them 
catalysts for multielectron oxidation and reduction. This 
requirement places high demands on the metamaterials 
research for the development of robust multiscale architectures 
for photoelectrodes. Indeed, materials that strongly absorb 
visible and NIR light, and provide the needed potentials for 
driving the chemical conversions on the electrode surfaces, 
eliminate the need for sensitizers (Figure 15).

Avoiding the use of liquids, bulk-heterojunction (BHJ) PV 
devices comprise blends of electron-donor and electron-
acceptor solid materials.764 The intertwining donor and 
acceptor phases in BHJs ensure: (1) a large contact area 
between the two phases, across which the initial photoinduced 
CT occurs; and (2) a decrease in the required distances for 
exciton migration to a CT interface.765-767 The continuity of each 
phase provides electrical contact between the CT interface and 
the electrodes of the device.768 

While PV devises mediate the conversion of light radiation 
into electrical energy, light-emitting diodes (LEDs) convert 
electrical currents into light.769-772 Furthermore, at a molecular 
level, CT strongly impacts the optical properties of the 
systems.52,773 In LEDs, CR produces excited states that 
deactivate radiatively. Nowadays, organic light-emitting diodes 
(OLEDs) are the mainstream in display technologies. Each new 
cell phone touts the latest in display technologies. The 30-year 
development from laboratory research to mass production is 
truly phenomenal.774-776 Some of the latest developments 
encompass a variety of emitters that exhibit phosphorescence 
and thermally activated delayed fluorescence.777 Hierarchical 
ultrastructures found in fireflies offer guidelines for bioinspired 
designs of OLED.778 DNA bases can serve as hole-injection and 
hole-transport media in such devices. Specifically, comparison 
between adenine- and uracil-containing polymers shows that 
OLEDs containing the former exhibit improved thermal and 
redox stability, as well as solvent resistance due to increased 
cross-linking in the organic media.779 Biomimetic brightness-
enhancement layers reduce the reflection at the interfaces 
leading to improvements in the illumination efficiency of 
LEDs.780

The dominating common theme in molecular electronics is 
the focus on two-terminal devices. That is, the molecules serve 
as “wires,” rectifiers, light-energy converters, CT catalysts, and 
light emitters. 

How about three-terminal devices, such as transistors, and 
even molecular integrated circuits? The immense challenges for 
wiring a molecule to two electrodes make the thoughts about 
electricals contact at three different points of a nanometre-size 
objects sound absurd. Nevertheless, the designs of three-
terminal molecular devices is already on the way.781 
Furthermore, a third terminal, such as a transistor gate, does 
not necessarily require a direct electrical contact with the CT 
media, it just needs to be able to modulate its CTr properties by 
applying electrical potentials. This way of thinking has made the 
field-effect transistor (FET) architectures immensely popular in 
molecular and organic electronics.782-786 

Light illumination provides another alternative for affecting 
the CTr properties of molecular and organic devices and it can 
serve as a “third terminal” in a device, which has set the stage 
for development of photosensors and numerous other 
optoelectronic devices.787,788 Another important discovery, 
which is still in the realm of basic science, encompasses the 
utility of infrared radiation for affecting selected vibrational 
modes in the moieties mediating CT, and in this way, 
modulating the CT and CTr properties of the molecular 
systems.789-792

These examples illustrate how the discoveries in molecular and 
biological CT drive technological developments that have global 
impacts on improving our day-today lives. While many 
technologies are already mature, it is truly important to pursue 
novel ideas and paradigms that may appear as “unappealing 
investment” because currently they do not seem to have any 
direct application. Setting new ways of thinking at this point in 
time, however, is important for the technological impacts 
decades from now, and such “long-term investments” are key 
for sustainability of progress.

Conclusions
The multifaceted nature of charge transfer makes it vital for 
sustaining not only life on Earth, but also the modern ways of 
living. While many aspects of this fundamental process are still 
in the realm of basic science, the physical chemistry of charge 
transfer has provided key frameworks for understanding 
biological processes and for advancing medicine, electronics 
and photonics. These advances unequivocally illustrate the 
global socioeconomic impacts of charge-transfer science.
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