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ABSTRACT

 Conjugated carbon nanorings exhibit unique photophysical properties that, combined 
with their tunable sizes and conformations, make them suitable for a variety of practical 
applications. These properties are intimately associated to their strained, bent and 
sterically hindered cyclic structures. Herein we perform a comparative analysis of the 
photoinduced dynamics in carbon nanorings  composed of nine phenyl units([9]CPP) 
and nine naphthyl units ([9]CN) respectively. The sterically demanding naphthyl units 
lead to large dihedral angles between neighboring units. Nevertheless, the ultrafast 
electronic and vibrational energy relaxation and redistribution is found to be similar for 
both systems. We observe that vibronic couplings, introduced by nonadiabatic energy 
transfer between electronic excited states, ensure the intramolecular vibrational energy 
redistribution through specific vibrational modes. The comparative impact of the 
internal conversion process on the exciton spatial localization and intra-ring migration 
indicates that naphthyl units in [9]CN achieve more efficient but less dynamical self-
trapping compared to that of phenyl units in [9]CPP. That is, during the photoinduced 
process, the exciton in [9]CN is more static and localized than the exciton in [9]CPP. 
The internal conversion processes take place through a specific set of middle- to high-
frequency normal modes, which directly influence the spatial exciton redistribution 
during the internal conversion, self-trapping and intra-ring migration.
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I. INTRODUCTION

Carbon nanohoops, such as cycloparaphenylenes ([n]CPPs, see for example, 
Figure 1(a))1 consisting of n phenylene units linked at the para positions, have initially 
attracted the interest of the scientific community as seeds for carbon nanotube 
growth2,3,4,5,6,7. Nevertheless, they quickly became of interest by their own8,9 due to their 
particular combination of bending strains, disorder and sterically hindrances. Altogether 
this significantly diversify and impact their optical absorption and emission properties10. 
The most unique feature of nanohoops is their side-dependent photophysical 
properties11,12. While the potential extent of conjugation increases with n, the associated 
relaxation of the strain leads to higher average torsional angles, decreasing the radial 
planarity of the π-system. Subsequently, in contrast to linear oligophenylenes, CPPs 
absorption maximum wavelengths are approximately independent of the π-conjugation 
length of the chain of phenyl units10. Nevertheless, their florescence is red shifted as 
[n]CPP hoop size decreases with a concomitant decrease of the quantum yield, a trend 
generally opposite to what is observed in their linear counterparts.

In the recent years, the synthesis of new conjugated carbon nanorings8 has been 
providing a wide variety of chemical compounds with new structural and optical 
properties that can be conveniently tuned for specific optoelectronic applications13. 
Their potential scope of applications include solution-state and solid-state 
emitters14,15,16,17, guest-uptake9,18,19, organic field-effect transistors20 and biological 
fluorophores15, among others. The cyclic and curved conjugation allow for unique 
features that can be controlled by introducing changes in the number and chemical 
composition of their chromophore units,21,22,23,24. Besides, their covalent 
functionalization or complexation with guest molecules, such as fullerenes, provide 
them with an additional versatility for organic photovoltaic systems19,25,26,27,28. 
Nowadays, optical properties of nanohoops can easily be manipulated with atomic 
precision thanks to their stepwise organic synthesis. The successful synthesis of a large 
variety of modified CPPs provides us with the possibility to study their size dependent 
optical properties toward formulating rational design principles. Among these classes of 
nanorings, some illustrative examples are as follows: CPPs with acene units29,30,31,2 , 
alkyl chains32,33, tetraphenyl-substituted34, with one phenyl unit linked in the meta-
position35, and so on.  

The relationship between the strain and steric hindrances of bent structures and 
optical properties of nanorings can be altered by changing the arene units that compose 
them. This is the case of the recently synthetized  [9]cyclo-1,4-naphthylene ([9]CN, see 
Figure 1(a)) by Itami et al.36 composed of nine naphthyl units. [9]CN represents the 
first synthetized extended π-conjugated carbon nanoring presenting a number of 
structural and optical features different from those of [9]CPP (Fig. 1 inset). 

The photoinduced electronic energy relaxation and redistribution in CPPs and 
related nanohoops11,29,12,33 have been previously studied in detailed using a variety of 
electronic structure methodologies 37,38,39,40,41,42,43,44 including our Non-adiabatic Excited 
states Molecular Dynamics (NEXMD) approach45,46,47. Within the NEXMD framework, 
the exciton redistribution, self-trapping, and intra-ring migration during the internal 
conversion process can be elucidated through the analysis based on the evolution of the 
electronic transition density matrix.11,29,12,33 This work has shown that the internal 
conversion process induced by vibronic couplings12 is uniquely marked by an 
accompanying vibrational energy redistribution and coherent exciton-vibrational 
dynamics emerges due to non-adiabatic interactions between excited states. Moreover, 
due to the circular symmetry of CPPs, specific antisymmetric vibrational excitations 
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modulate the exciton dynamics48. Upon photoexcitation, the excess of energy funnels 
from electronic degrees of freedom to vibrations in the presence of strong vibronic 
couplings that involve a reduced set of coupled vibrational normal modes. The 
identification of these so-called active modes represents a valuable knowledge that can 
be used to manipulate the efficiency of energy dissipation in novel optical-electronic 
devices49,50,51,52,53. 

Following these earlier studies, the present work explores differences in the 
optoelectronic properties and photoinduced dynamics of [9]CN and [9]CPP. The more 
sterically hindered naphthyl units lead to larger dihedral angles between neighboring 
sites along the backbone. This results in a noticeable modification of photoinduced 
dynamics for [9]CN as compared to that for [9]CPP as shown by the NEXMD 
simulations. The paper is organized as follows. Section II provides a methodology 
overview and computational details. It also includes a description of the analysis of the 
electronic transition density matrices and normal modes. In Section III we present and 
discuss our computational results. Finally, Section IV concludes.

 

II. THEORETICAL METHODOLOGY

A. NEXMD overview

The NEXMD packages47,46 is a software allowing for efficient and sufficiently 
accurate direct Non-adiabatic EXcited state Molecular Dynamics simulations, which 
was specifically developed to simulate photoinduced dynamics of large molecular 
systems involving multiple coupled electronic excited states. It makes use of the fewest 
switches surface hopping (FSSH) algorithm54,55 in combination with “on the fly" 
analytical calculations of excited-state energies 56,57,58, gradients59,60, and non-adiabatic 
coupling terms47,61,62,63, evaluated within the Collective Electron Oscillator (CEO) 
approach64,65,66 at the Configuration Interaction Singles (CIS) level using semiempirical 
model Hamiltonians such as Austin Model 1 (AM1)67. This level of approximation has 
been previously successfully applied to simulate the photoinduced dynamics of the 
family of [n]CPPs and other related nanohoops11,29,12,33. 

Briefly, the non-adiabatic dynamics is defined by derivative coupling vectors 
(NACRαβ), which drive the photoexcited electron-vibrational relaxation. These 
quantities are also calculated analytically68 within the CEO framework and defined as

(1)   )()( tt βααβ RrRr ;;  RNACR

Here r and R(t) are the electronic and nuclear vector coordinates, respectively, and 
 ( ) is the αth (βth) adiabatic electronic excited state. The direction of  )(tα Rr;  )(tβ Rr;

NACRαβ corresponds to the direction of the main nuclei force on the nuclei when non-
adiabatic interactions between αth and βth electronic states takes place50. Further details 
about the NEXMD approach, implementation, advantages and testing parameters can be 
found in our previous work69,46.

B. Transition density matrix: exciton transient (de)localization, coherences, and 
intra-ring migration. 

Page 3 of 21 Physical Chemistry Chemical Physics



During the NEXMD simulations, the intramolecular electronic energy transfer 
and redistribution can take place through tightly bound Frenkel-type excitons70,71,72 with 
electron-hole pairs spatially localized on the same chromophore units or through 
charge-transfer processes, where electron-hole pairs occupy different units. To delineate 
between these two cases, here we use real-space analysis of the transition density matrix 

 tracking the changes due to transition from ground (g) to excited state68,64,65. The gαρ

elements of this quantity (frequently denoted electronic normal mode)66,73  are defined 
as  ≡ . Here represents the creation (annihilation) gα

nmρ    )()( tcct gnmα RrRr ;;    nm cc

electronic operator with indices n and m referring to atomic orbital basis functions. 
The exciton transient localization on each X chromophore unit (i.e. phenyl units 

for [9]CPP and naphthyl units for [9]CN) can be evaluated as

(2)

AA

AA
mn

2
mn ))((ρ t)t(X

gα

Here the index A runs over all atoms localized in the corresponding chromophore unit. 
The application of the Frenkel exciton model for these systems can be evaluated using 
the summation of the diagonal blocks 

                                                                    (3)  
X

)t()t( Xdiagonal

whereas the summation over off-diagonal elements

                                                      (4)


BA

BA
mn

2
mn ))((ρ t)t(diagonaloff

gα

with indexes A and B running over the atoms localized on neighbouring chromophore 
units, is a signature of charge-transfer and electron-hole delocalization between them. 

The analysis of the matrix can be performed by defining two characteristic gαρ

sizes (i.e. the diagonal and off-diagonal sizes) of the extent of electron-hole 
(de)localization among chromophore units. The diagonal size reflects the number of 
units over which the excitation is spread (i.e., excitonic center of mass delocalization) 
and it roughly corresponds to the phenyl/naphtyl-unit participation number, PN(t)74,75, 
defined as 

           (5)    
1n

i
X t
















  2

PN t

Values of indicate a complete localization of the exciton on a single unit, while   1tPN
values of correspond to exciton being fully spread across the n units. The off-  ntPN
diagonal size, LC(t)56, measures the spatial coherence between electrons and holes 
located at different chromophores. 

                                                              (6)    
1n

i
X tC















  2

L t
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According to previous works12, the exciton intra-ring migration is analyzed 
using the following procedure: 

1. is evaluated at t0.  0tPN
2. The n units of the nanoring are sorted by decreasing values of . )t(X



3. A vector v(t0) is constructed, where the elements vi(t0), associated to each unit, 
are  

                    = 1 if si<  0tPN
                    = 0 otherwise
           Here si is the rank of the ith unit according to 2. 

4. Steps 1 to 3 are repeated throughout the simulation at every time-step t.

The resulting ith element of vector v(t), averaged over the entire ensemble of the 
NEXMD simulations, represents the probability of the ith  unit to retain a significant 
contribution to the  matrix throughout the electronic relaxation process. This allows gαρ

us to track the exciton intra-ring migration.

C. Excited-State equilibrium normal mode analysis

Excited-state equilibrium normal modes (ES-ENM(S1))76 are obtained at the 
minimum geometry R0 of the first excited state (S1). ES-ENM(S1) are defined by the set 
of eigenvectors ({ }, (i =1,…3N-6, N=being the number # of atoms in the molecule) 𝐐𝑖
obtained by diagonalyzing the mass-weighted Hessian matrix H. The ES-ENM(S1) can 
be expressed as a linear combination of the set { }, (i =1,…3N) as𝐪𝑖
 

                      i=1,…,3N-6              (7)𝐐𝑖(𝑡) = ∑3𝑁
𝑗 = 1𝑙𝑗𝑖𝐪𝑗(𝑡)

where  are the elements of  the eigenvector matrix L, resulting from the 𝑙𝑗𝑖

diagonalization of H. The corresponding eigenvalues  (i=1, …,3N-6) are associated to i

the normal mode frequencies . Any displacement of molecular geometry,  2/ii

such as vector , can be expanded in ES-ENM(Si) basis:𝐍𝐀𝐂𝐑12 

    (α=1,2)               (8)𝐍𝐀𝐂𝐑12 = ∑3𝑁 ― 6
𝑖 = 1 𝑐𝑖𝐐𝑖

with          (9)𝑐𝑖 = 𝐐𝑖 ∙ 𝐍𝐀𝐂𝐑12

We can further define the participation number PN of these projections as

           (10)𝑃𝑁𝐍𝐀𝐂𝐑 = (∑3𝑁 ― 6
𝑖 = 1 (𝑐𝛼

𝑖 )4) ―1

According to the virial theorem, the total vibrational energy  associated 𝐸𝑖(𝑡)
with a given ES-ENM(S1) can be calculated as twice the kinetic energy  , i.e. 𝐾𝑖(𝑡) 𝐸𝑖(𝑡)

, with = 2𝐾𝑖(𝑡)
                     (11)𝐾𝑖(𝑡) = (𝐐𝑖(𝑡))2

and the ES-ENM(S1) momenta are calculated as
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                      i=1,…,3N-6              (12)𝐐𝑖(𝑡) = ∑3𝑁
𝑗 = 1𝑙𝑗𝑖𝐪𝑗(𝑡)

While NEXMD simulations are performed in the space-fixed Cartesian coordinates, 
linear transformations shown in eq. 8 and 10 express { } on the basis of mass-𝐐𝑖,𝐐𝑖

weighted Cartesian displacements { } defined in the body-fixed Cartesian reference 𝐪𝑖,𝐪𝑖
frame with the origin in its center of mass and its inertial axis coincident with the 
original Cartesian x,y,z axis. Therefore, in order to apply them, coordinates and 
velocities obtained from the NEXMD simulations must be erstwhile translated and 
rotated from the space-fixed to the body-fixed reference frame. More details about the 
calculations of ES-ENM(S1) can be found elsewhere76.

D. Computational details

The NEXMD simulations were conducted on [9]CPP and [9]CN molecules at 
constant energy. The initial positions and momenta of the nuclei were obtained from 
1000 snapshots, equispaced on time, collected from a 4 ns equilibrated ground state (S0) 
molecular dynamics simulation, with the system equilibrated at room (300K) 
temperature using the Langevin thermostat and a friction coefficient of 20 ps−1. For 
each NEXMD simulation, the initial excited state is then selected according to a Frank-
Condon window given by where Elaser, expressed in units of  22 )(exp)( αlaserα E  Tg Rr,

fs-1 as well as , represents the energy of a laser centred at  2.8 eV and 3.1 eV that α

corresponds to the maximum of the calculated absorption spectrum for [9]CN and 
[9]CPP respectively. A Gaussian laser pulse, , with T=42.5 fs, )2exp( 22 T)( /ttf 
corresponding to a FWHM (Full Width at Half Maximum) of 100 fs, has been used. For 
each NEXMD simulation, the relative values of ,weighted by the oscillator )( Rr,αg
strengths of each α state, have been used to select its initial excited state. 

Ten electronic states and their corresponding non-adiabatic couplings were 
included in the simulations. Classical time steps of 0.5 fs and 0.1 fs have been used for 
nuclei propagation in ground-state and NEXMD simulations respectively. Besides, a 
quantum time step of 0.025 fs has been used to propagate the electronic degrees of 
freedom during the NEXMD simulations. In order to identify and deal with trivial 
unavoided crossings, the quantum time step was further reduced by a factor of 40 in the 
vicinity of such crossings77. 

III. RESULTS AND DISCUSSION

We have performed a comparative study of the photoexcitation and subsequent 
energy relaxation and redistribution in extended π-conjugated carbon nanorings 
composed of nine naphthyl units ([9]CN) and nine phenyl units ([9]CPP), shown in 
Figure 1(a)t. [9]CN represents the first synthetized π-extended carbon nanoring36. Here 
our simulations attempt to analyse how the replacement of phenyl with  acene unit 
(while preserving the overall centrosymmetric nature of the system) affects the 
structural, dynamics and optical properties of a carbon nanoring.
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Figure 1.  (a) Schematic representation of [9]CN, and [9]CPP molecules; (b) 
Dihedral angle distributions computed via ground-state dynamics simulations in thermal 
equilibrium at 300 K;  (c) Simulated absorption spectra of molecules along with 
separated contributions of different excited states.

Figure 1(b) shows the distribution of the dihedral angles between the 
neighbouring units for [9]CN, and [9]CPP molecules obtained from the equilibrated 
molecular dynamics simulation at room temperature (see Section II.D). The average 
dihedral angle (50°) between neighboring units for [9]CN is larger than the 
corresponding value of  30° for [9]CPP due to enhanced steric hindrance in the former 
system. Besides, as [9]CN and [9]CPP are odd-numbered nanorings, the lowest-energy 
conformation with all the acene rings alternately staggered is not possible10,8,78. 
Therefore, they are structurally frustrated11. This is observed in Figure 1(b) where the 
shoulder at 10-15° in the distribution of dihedral angles of [9]CPP corresponds to one 
phenyl unit that results aligned perpendicular to the plane of the nanoring. In contrast, 
the corresponding distribution for [9]CN shows a shoulder at 85-90° that indicates one 
naphthyl unit is aligned almost parallel to the nanoring plane. These results confirm that 
the localized frustrated structures, previously observed for the optimized geometry36, 
also persist at room temperature.

The average dihedral angles increase with the size of CPPs due to relaxation of 
the backbone strain. In contrast, the increase of the average dihedral angle observed in 
[9]CN compared to [9]CPP should be associated to the more sterically demanding 
naphthyl units as against phenyl units. The expected blue shift in the absorption spectra 
of [n]CPPs with the increase of the torsions between phenyl units while increasing n, is 
compensated by a red shift caused by a larger -conjugation length. As a result, the 
absorption maxima of [n]CPPs are independent of n. This is not the case for [9]CN for 
which the π-extension of the naphthyl unis leads to a red shift in the absorption spectra 
in comparison with that of [9]CPP. This is shown in Figure 1(c) where the absorption 
spectra of [9]CN and [9]CPP are displayed. In a good agreement with experiment36, the 
absorption spectrum of [9]CN is red shift by 0.3 eV with respect to that of [9]CPP. In 
both cases, the main contribution to the main absorption peak originates from S2 and S3 
excited states that are strongly optically allowed due to the circular structure of the 
molecule. The S1 state is optically forbidden in such geometries due to symmetry11. 
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Nevertheless, the symmetry breaking due to thermal fluctuations results in non-
vanishing oscillator strengths for S1 state in both molecules. 

The simulated ultrafast electronic energy relaxation for [9]CN and [9]CPP is 
displayed in Figure 2 as the evolution in time of the average population of each 
electronic excited state that participate in the process. We can observe that the internal 
conversion process is quite similar in both systems. Here following photoexcitation at 
the maximum of absorption band (see Figure 1c), the initial state is roughly equally 
distributed between S2 and S3 states. After that, an efficient ultrafast sequential 
S3S2S1 and S2S1 processes take place. Only 8% and 2% of all trajectories, for 
[9]CN and [9]CPP, respectively, have experienced a direct S3S1 energy transfer. 
Previous results have shown that, at room temperature, the internal conversion process 
of [n]CPPs barely depends on n, and at about 250 fs the lowest S1 state is becoming 
completely populated. Figure 2 indicates that this process is also weakly affected by 
replacement of phenyl with acene units that compose the nanoring, and the relaxation 
timescales are very similar in [9]CN and [9]CPP.

Figure 2. Average population on each electronic surface as a function of time 
obtained from the time-dependent fraction of trajectories in each state during NEXMD 
simulations of [9]CN (upper panel) and [9]CPP (lower panel). 

The intramolecular electronic energy redistribution that takes place during internal 
conversion has been monitored through variation of , , PN(t), and )t(diagonal

 )t(diagonaloff




LC(t) variables (eqs. 3-5) plotted in Figure 3. The time-evolution of  and,)t(diagonal


, shown in Figures 3(a, b), indicates the pre-dominant the Frenkel exciton )t(diagonaloff




character of the electronic excitation during the internal conversion process for both 
systems. Our definition of (see eq. 4) involves only the summation over )t(diagonaloff




atoms localized on neighbouring chromophore units. Therefore, values of  + )t(diagonal


is approximately equal to 1 throughout the simulations indicate that )t(diagonaloff




electron-hole pairs are mostly spatially localized on the same chromophore unit or 
occupy the neighboring units.  After photoexcitation, and while the internal conversion 
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process evolves in time, decreases and  increases. That is, the non-)t(diagonal
 )t(diagonaloff




adiabatic electronic excited state dynamics leads the molecular system to explore 
regions of the potential energy surface with stronger interactions (and thus electronic 
delocalization) between neighbouring chromophore units.  As intuitively expected, the 
interaction between phenyl units in [9]CPP is larger than that between naphthyl units in 
[9]CN. 

Figure 3. The evolution in time of the diagonal  (a) and off-diagonal diagonal

 (b) sums (eqs. 3 and 4) of the transition density matrix,  phenyl/naphtyl-unit 
 diagonaloff

participation number PN (c), that measures the number of units over which the 
excitation is spread (eq. 5), and LC(d), that measures the degree of separation between 
electrons and holes at different chromophores (eq. 6).

Figure 3(c) shows the evolution of PN (see eq. 5) during the NEXMD 
simulations. PN is always significantly lower than 9 due to structural disorder 
introduced by thermal fluctuations. After an initial ultrafast contraction of , the gαρ

exciton remains dynamically self-trapped within 4-6 units. While the exciton of [9]CN 
remains steadily confined within 4-5 units throughout the rest of our simulations, the 
exciton of [9]CPP experiences a transient delocalization to up to 6 units. In general, 
Figure 3(c and d) shows that the exciton in [9]CPP is more diagonally delocalized with 
larger spatial electron-hole separation between phenyl units (i.e. we observe 
consistently larger PN(t) and LC(t) values) than that in [9]CN. This is also seen in 
Figure 4, which displays the entire two-dimensional plots of the transition density 
matrix  for the current state, on the basis of the atomic orbitals of the chromophore gαρ

units, evaluated at several points in time after photoexcitation for a typical NEXMD 
trajectory obtained for [9]CN and [9]CPP. The amplitudes of the off-diagonal quadrants 
indicating charge-transfer character between units, remain an order of magnitude 
smaller than the amplitudes of the diagonal blocks. Moreover,  means there is gα

nmρ gα
mnρ

no directional charge-transfer. Notably, for all cases, it is noticeable that the exciton 
migrates along the molecular backbone with time.  
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Figure 4. Two-dimensional plots of transition density matrix elements for the 
current state, on the basis of chromophore unit atomic orbitals, at t = 0 fs, t=250fs and 
t=500fs for a representative NEXMD trajectory. The x and y axes denote spatial 
positioning of an electron and a hole in respective atomic orbitals for chromophore units 
ordered along the molecular backbone. The color coding is shown on the right hand 
side.

The transient increase of the exciton delocalization in [9]CPP dynamics shown 
in Figures 3(c) and 4 is concomitant to the transient planarization of the nanoring 
experienced by [9]CPP as depicted in Figure 5. Despite the fact that [9]CN also 
experiences similar planarization, the electronic effect is less evident in this molecule 
compared to  [9]CPP. Excited state planarization have been previously reported in 
multiple experimental and theoretical works and can be considered as a general 
phenomenon of dynamics of π-π* electronic excitations in conjugated 
chromophores79,80,81,82,83,84,12,33. Here we observe that conformational disorder at room 
temperature leads to wider angular distributions reflecting faster phenyl rotations than 
the slower naphthyl ones. That is, relatively rapid rotation of phenyl units leads to a 
pronounced transient planarization and exciton delocalization, as shown by higher PN(t) 
values for [9]CPP compared to that for [9]CN. 
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Figure 5. Time evolution of the probability density of the dihedral angles 
between neighboring phenyl/naphthyl units during NEXMD simulations of [9]CPP 
(upper panel) and [9]CN (lower panel) respectively.

Such enhanced conformational dynamics in [9]CPP leads to a more rapid exciton 
intra-ring migration on sub 100fs timescale compared to that in [9]CN. Figure 6 
displays the probability of each phenyl/naphthyl unit to retain a significant portion of 

(t) that has been calculated following the procedure described in Section 2B. While gα
nmρ

the internal conversion process leads to a similar probability for all units in both 
nanorings at the long timescales, the process saturates faster in [9]CPP compared to that 
in [9]CN. Nevertheless, a transient collective increase of probability for all units is 
observed for [9]CPP at 250 fs. This behavior can be associated with the transient 
exciton delocalization shown in Figure 3(c) and not observed for [9]CN.  Finally, the 
conformational rearrangements of chromophore units lead to a completely random final 
exciton localization for both system with equivalent  0.5 probabilty for all units no 
matter the initial exciton localization.

    

Figure 6. Variation in time of the relative probability of each phenyl/naphthyl unit 
to retain a portion of the total electronic transition density during the NEXMD 
simulations of [9]CPP (upper panel) and [9]CN (lower panel) respectively.

After photoexcitation, electronic energy relaxation and redistribution are controlled  
by vibronic couplings, involving the so-called active vibrational normal modes. This 
reduced set of coupled nuclei motions is commonly identified by their projections along 
the non-adiabatic coupling vector NACRαβ (see eq. 1). The direction of NACRαβ 
represents the direction of the force acting on the nuclei during the SαSβ transition 
(the so-called Pechukas force)50. The excess of energy that funnels from electronic 
degrees of freedom to vibrations takes place in the direction of NACRαβ. This energy 
funneling impacts the efficiency of energy dissipation and final electronic state 
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proceeding the emission event.  Herein, we have performed a further inspection of 
NACR12 by projecting it onto the ES-ENM(S1) basis set according to eqs 8 and 9. 

Following eq. 10,  represents the number of ES-ENMs(S1) that 𝑃𝑁𝐍𝐀𝐂𝐑
contribute to NACR12. Values of   3N-6 indicate that the direction of NACR12 𝑃𝑁𝐍𝐀𝐂𝐑
involves the participation of all ES-ENM(S1) variables, whereas   1 indicates 𝑃𝑁𝐍𝐀𝐂𝐑
that it corresponds to a unique ES-ENM(S1) mode. Figure 7 shows the distribution of 
values of , at the moment of effective S2S1 transition, for each NEXMD 𝑃𝑁𝐍𝐀𝐂𝐑
simulation. While the direction of NACR12 involves only  4 ES-ENMs(S1) for [9]CN 
(modes at 1748.4 cm-1, 1753.9 cm-1, 1576.6 cm-1 and 1578.3 cm-1), it is spread on an 
average of  10 ES-ENMs(S1) for [9]CPP (modes at 1666.8 cm-1, 1666.8 cm-1, 1776.7 
cm-1 and 1776.7 cm-1 being the dominant contributions). That is, the the energy 
dissipation is more efficient in [9]CN.  Despite that, for both molecules, the set of 
modes that overlap the most with NACR12 comprises modes within two ranges of 
frequencies: 1700-1780 cm-1 and  1550-1600 cm-1 for [9]CN and 1750-1800 cm-1 
and  1650-1700 cm-1 for [9]CPP. That is, the range of frequencies for the active modes 
is quite close for both nanorings. This can be seen in Figure 8 that shows the 
distribution of the projection of NACR12 onto each ES-ENM(S1). Two modes for each 
molecule, representing the main contributions to NACR12 direction, are also depicted. 
They correspond to equivalent motions associated to doubly-degenerate in-plane E2g 
vibrations of benzene (1763 cm-1) but involving different phenyl units on the ring. This 
is also the case for modes related to the minor peaks (see Figure S1), that can be 
associated to collective motions in which each phenyl unit displays equivalent motions 
to the doubly degenerate in-plane E1u normal modes of benzene (1658cm-1). That is, the 
circular symmetry of CPPs leads to the excitation of pairs of specific degenerate 
antisymmetric vibrational modes that modulate the exciton dynamics12,48, ultimately 
leading to a final exciton self-trapping with random localizations for both systems.

Figure 7. Distribution of  values, representing the number of ES-𝑃𝑁𝐍𝐀𝐂𝐑
ENMs(S1) that contribute to NACR12 at the moment of effective S2S1 transition for 
NEXMD simulation of [9]CPP and [9]CN.
.
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Figure 8. Distribution of the projection of NACR12 at the moment of effective S2S1 
transition for each NEXMD simulation onto the basis of ES-ENM(S1). Modes that 
represent the main contributions to NACR12 direction are shown.

Vibrations associated to the major and minor peaks of Figure 8 are responsible 
of the fast oscillations in the localization/delocalization of the exciton, with periods of 
roughly 18-22 fs as shown in Figure 3. These fast oscillations, persisting even at room 
temperature, are a consequence of the vibronic couplings induced in the direction of 
these set of normal modes and they suggest the formation of ‘coherent phonons’, a 
phenomena that has been previously reported, for example, in carbon nanotubes85,86,87. 

The intramolecular vibrational energy flow, accompanying the electronic energy 
relaxation, can be monitored by analyzing the average vibrational energy  𝐸𝑖(𝑡)
throughout the NEXMD simulations. Figure 9 shows the time-evolution of the average 

 for different intermediate- and high-frequency ES-ENMs(S1). We observe that a 𝐸𝑖(𝑡)
reduced set of active normal modes experiences a transiently accumulation of  𝐸𝑖(𝑡)
during the first 250 fs of dynamics after photoexcitation. The rest of the modes 
remains with average values of  close to their corresponding thermal equilibrium 𝐸𝑖(𝑡)
value (kT = 0.026 eV). The coupled active modes mostly correspond to those motions 
previously identified as overlapping with NACR12. In fact, these two set of modes 
perfectly match for [9]CPP. Nevertheless, the higher density of vibrational states of 
[9]CN introduces a higher degree of mixing between modes that are close in frequency 
at room temperature, washing out their individual identities defined at the minimum of 
S1 state.
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Figure 9. Time evolution of the total energy of trajectories along (a) active 
normal modes, and (b) other normal modes excluding those plotted in part a for [9]CN, 
(c) active normal modes, and (d) all the normal modes excluding those plotted in part c 
for [9]CPP.

The identification of a reduced subset of active modes that participates of the 
internal conversion process, while the rest of the modes serve as a bath of coupled 
harmonic oscillators into which the excess of energy is dissipated, points to the 
possibility to carry out simulations of the photoinduced non-adiabatic dynamics in 
which only this subset of active modes is considered explicitly. The influence of bath 
modes could be incorporated via a spectral density (e.g., using its connection to the 
memory kernel in the generalized Langevin equation), as it is customary in system-bath 
dynamics simulations. Within this approach, NEXMD simulations can initially 
contribute to identify active normal modes, to compute the spectral density, and to 
check the validity of underlying assumptions such as the linearity of the system-bath 
coupling or the adequacy of using the same spectral density for all the states in the 
populated electronic manifold. Subsequently, accurate simulations of the photoinduced 
dynamics along the active modes could be undertaken. Such a two-step simulation 
procedure is very appealing in situations in which the separation between the system 
and the bath makes quantum mechanical simulations (of the reduced-dimensionality 
system) computationally affordable. Owing to middle- to high-frequency character of 
the normal modes, which participate actively in the internal conversion in 9-phenyl and 
9-naphthyl carbon nanorings, a moderate influence of their zero-point energy on the 
exciton relaxation pathway could be expected. Work in this direction is currently 
underway.

IV. CONCLUSIONS

We have performed a comparative study of the structure, optical properties, non-
adiabatic excited state dynamics and electron-vibrational relaxation of two carbon 
nanorings composed of nine phenyl ([9]CPP) and nine naphthyl ([9]CN) units using the 
NEXMD software. The computational results are analyzed with transition density 
matrices enabling the assessment of time-dependent electronic properties and excited 
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state vibrational normal modes reflecting conformational dynamics. The more sterically 
distorted and slow moving naphthyl units lead to average higher dihedral angles 
between the neighboring units and less efficient structural planarization in the excited 
states that impacts the exciton self-trapping during the internal conversion process. In 
general, the exciton in [9]CPP is more delocalized across several structural repeat units 
compared to that in [9]CN. While the exciton intra-ring migration is faster in [9]CPP 
than that in [9]CN,  structural rearrangements of chromophore units ultimately lead to a 
random final spatial exciton localization for both systems.

After photoexcitation, electronic energy relaxation and redistribution take place 
through specific sets of active normal modes strongly coupled to the electronic degrees 
of freedom. Either for [9]CN or [9]CPP molecule, these active normal modes 
correspond to in-plane vibrations within similar narrow ranges of middle- to high-
frequencies. This common feature of the vibrations associated to the electronic energy 
transfer process, is responsible for overall similar internal conversion processes 
observed in both systems. Our results provide detailed information on how features of 
vibrations such as their frequencies and collective character, have a direct impact on the 
exciton redistribution during the internal conversion, self-trapping, and intra-ring 
migration. Computational predictions on electronic energy dissipation and ability of 
these active modes to absorb an excess of electronic energy after photoexcitation deliver 
a valuable knowledge that can be used in experiment to manipulate the efficiency of 
energy dissipation in emerging optical-electronic devices.
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Electronic energy relaxation takes place through specific sets of active normal modes within 
similar narrow ranges of middle- to high-frequencies.
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