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Abstract
Electron transfer (ET) in donor-bridge-acceptor (DBA) compounds depends strongly on the 

structural and electronic properties of the bridge. Among the bridges that support donor - acceptor 

conjugation, alkyne bridges have attractive and unique properties: they are compact, possess linear 

structure permitting access to high symmetry DBA structures, and allow torsional motion of D and A, 

especially for longer bridges. We report conformation dependent electron transfer dynamics in a set of 

novel DBA compounds featuring butadiyne (C4) bridge, N-isopropyl-1,8-napthalimide (NAP) acceptors, 

and donors that span a range of reduction potentials (trimethyl silane (Si-C4-NAP), phenyl (Ph-C4-NAP), 

and dimethyl aniline (D-C4-NAP)). Transient mid-IR absorption spectra of the CC bridge stretching 

modes, transient spectra in the visible range and TD-DFT calculations were used to decipher the ET 

mechanisms. We found that the electronic excited state energies and, especially, the transition dipoles 

(S0Sn) depend strongly on the dihedral angle () between D and A and the frontier orbital symmetry, 

offering an opportunity to photo-select particular excited states with specific ranges of dihedral angles by 

exciting at chosen wavelengths. For example, excitation of D-C4-NAP at 400 nm predominantly prepares 

an S1 excited state in the planar conformations ( ~ 0) but selects an S2 state with  ~ 90o, indicating the 

dominant role of the molecular symmetry in the photophysics. Moreover, the symmetry of the frontier 

orbitals of such DBA compounds not only defines the photo-selection outcome, but also determines the 

rate of the S2S1 charge separation reaction. Unprecedented variation of the S2-S1 electronic coupling 

with  by over four orders of magnitude results in slow ET at  ca. 0o and 90o but extremely fast ET at  of 

20-60o. The unique features of high-symmetry alkyne bridged DBA structures enable frequency 

dependent ET rate selection and make this family of compounds promising targets for the vibrational 

excitation control of ET kinetics. 

1. Introduction

* To whom correspondence should be addressed.  E-mail: tren@purdue.edu; david.beratan@duke.edu; 
irubtsov@tulane.edu 
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Compounds featuring conjugated bridging motifs attract strong interest because these bridges 

enable significant coupling of the localized electronic states. Compounds of this kind enjoy applications as 

light harvesting chromophores,1-3 nonlinear absorbers and optical limiters,4-6 as well as generators of 

application for photoinduced charge separation (CS).7, 8 

A range of conjugated bridge structures appears in donor-bridge-acceptor (DBA) compounds, 

including alkenes,9-14 phenylenes,15-17 stilbenes,18 and alkynes,19-24 as well as motifs with more extended 

or mixed  structures.25-31 Alkyne bridges are particularly attractive as they offer compact, linear structures 

that supports conjugation. While rather rigid with respect to bending, alkyne bridges feature small barriers 

to torsional rotation of the D and A moieties, producing a wide distribution of dihedral angles in the ground 

state (GS).32 

Compounds with butadiyne bridges that link weakly reducing donor and weakly oxidizing acceptor 

moieties were developed as chromophores and broad-band white-light fluorophores.33 The large emission 

frequency width in these compounds originates from contributions of locally excited and partially charge-

separated states.33-35 The high emission quantum yields in these systems suggests that their extent of 

charge separation is low. 

Here, we explored the excited state and electron transfer properties of compounds where D and 

A are linked by a butadiyne (C4) bridge.  A strong electron acceptor (NAP) was used with donors of 

various oxidation potentials, including a rather strongly reducing electron donor. Compounds of this kind 

have the potential to serve as “smart” chromophores responding to the environment, where photoinduced 

electron transfer (ET) rates may be modulated by external stimuli. 

The torsion angle distribution in butadiyne bridged compounds is expected to depend on the 

nature of the bridging moieties. The Albinsson and Anderson groups measured and computed the 

rotation free energy barriers in butadiyne bridged metal porphyrins,32, 36 finding the rotational barriers to 

be less than kBT and that the planar conformations are favored. They also found that porphyrin-to-

porphyrin coupling produces excited states that are fully delocalized on the porphyrins in the planar 

geometries, while orthogonal conformations of the porphyrins are electronically decoupled.37, 38 The noted 

sensitivity of the electronic coupling to the torsion angle influences the absorption spectra, allowing 

selective excitation of either planar or orthogonal conformation in the Q or Soret band of the porphyrin 

(P).37, 38 Planarization in P-C4-P chromophores was achieved by axial ligation with a specially designed 

ligand that chelates both porphyrins. This butadiyne linked porphyrin dimer was also used as a bridge 

linking a ferrocene donor with a C60 acceptor.37 Both CS and charge recombination (CR) rates were found 

to be significantly slower in the structures with orthogonal porphyrins.37 

A large number of studies has examined the dihedral angle dependence of the electronic 

couplings in poly-phenylene bridged DBA structures.39-43  For example, studies of Harriman and 

coworkers44 used an elegant tethered strap approach to study how the torsion angle between two phenyl 

moieties in C2-Ph-Ph-C2 bridges influences electronic couplings.  Connecting a RuII(tpy)2 / OsII(tpy)2 
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donor-acceptor pair with this bridge, they found a dramatic decrease in the electronic coupling for the 

species with a 90o torsion angle between the two phenyl rings.44 

The ET rate between a donor and acceptor is influenced by the electronic coupling (in the non-

adiabatic or weak coupling regime), the reorganization energy, and the reaction free energy.45 The bridge 

electronic structure and DA separation distance determine the electronic coupling.46-48  The torsion angle 

between the D and A has a particularly strong influence on the bridge-mediated DA coupling, and 

extensive theoretical and experimental studies have characterized the bridge-mediated coupling.38, 49-51 

A particularly useful feature of the alkyne bridges is that they can support DBA conformations with 

a symmetry plane (CS) for the D and A moieties being either coplanar and orthogonal. As a result, the 

interactions among the D and A localized frontier orbitals may be tuned, and the nature of the optical 

excitation, charge separation, and recombination can be controlled.  Here, we demonstrate a unique 

feature of the alkyne bridged DBA compounds where symmetry defines the excited state and ET 

properties, making this class of DBA species attractive targets for ET rate modulation through 

conformational control via external stimuli.52-55 

Alkyne bridges are capable of supporting strong bridge-mediated coupling of D and A electronic 

states. If the CS state in these species is coupled strongly to a D- or A-localized state, the coupling 

produces eigenstates, that are an equal mixture of the two diabatic state wavefunctions.56  This mixing 

can reduce dramatically the CS character of the two eigenstates, limiting it to only 50% (Scheme 1a). To 

increase the CS state character with a fixed coupling strength, the energy gap between the diabatic CS 

and D- or A-localized state(s) has to be increased to become larger than the coupling energy, thus 

eliminating the strong coupling condition (Scheme 1b). This can be achieved, for example, by using a 

more strongly reducing electron donor, thus lowering the diabatic CS state energy (Scheme 1b), or by 

selecting a more polar solvent which will stabilize the radical cation / radical anion charge separated state. 

The dihedral angle between D and A, , is a key determinant of the electron coupling strength and the 

non-adiabatic ET rate. 

Scheme 1. Coupled states for strong (a) and weak (b) coupling regimes, defined by the relation between the diabatic 
state (A, B) interaction energy, V, and their energy gap.57 

The novel butadiyne (C4) bridged DBA structures studied here have an N-isopropyl-1,8-

napthalimide (NAP) acceptor and various donors (Fig. 1). Femtosecond-nanosecond transient absorption 

measurements in the visible and mid-IR regions following 400 nm excitation were performed for Si-C4-
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NAP, Ph-C4-NAP and D-C4-NAP in dichloromethane (DCM) and toluene solvents.  Transient mid-IR 

spectra of the CC bridge stretching modes were found to be critical for understanding the excited state 

electronic dynamics.  Formation of a highly polarized state, namely the charge separated state (CSS), 

was observed in D-C4-NAP.  Vibronic relaxation, charge separation, dihedral angle () equilibration, 

charge recombination, and triplet state formation were tracked in the excited electronic states. TD-DFT 

analysis of the excited electronic states and normal mode analysis enabled the assignment of the 

observed dynamics to specific electronic transitions. We have shown that the torsional barrier to rotation 

in the ground state is less than kBT, providing access to a wide range of dihedral D-A angles. Excited 

state dynamics, including CS, is strongly influenced by the dihedral angle.  The observations are 

rationalized, as well, based on frontier orbital symmetry. Interestingly, the torsional motion, and the 

associated spectroscopic changes, allows interrogation of the ET dynamics associated with molecular 

sub-populations. 

2. Experimental Details 
Synthesis.  All three DBA compounds featuring the butandiyn-diyl bridge moiety (referred to as a 

butadiyne bridge) were prepared using the Cadiot-Chodkiewicz coupling reactions58 between 4-bromo-

ethynyl-N-isopropyl-1,8-naphthalimide (BrC2NAPiPr) and an appropriately substituted ethyne (Scheme 2). 

These compounds were characterized by UV-Vis, FTIR and 1H NMR spectroscopic techniques. The 

details of synthesis and characterization are provided in the Supplementary Materials. 

N
O

O
Br YCu

N
O

O
Y

Y = Me3Si, Ph and C6H4-NMe2

+

Scheme 2. Synthesis of DBA compounds featuring butadiyne bridge.

Time-resolved and linear measurements in the visible and mid-IR regions.  Transient UV/Vis pump – 

Vis/m-IR probe measurements were performed using an in-house built spectrometer.59, 60  A Ti:Sapphire 

fs oscillator (Vitesse, Coherent Inc.) and regenerative amplifier (Spitfire, Spectra Physics) produced 

pulses at 804 nm, with 44 fs duration at 1 kHz repetition rate. A portion of the beam was frequency 

doubled and 402 nm pulses, of 1–1.5 μJ/pulse, were used to electronically excited the compounds. 

Another portion of the 804 nm beam was used to pump an optical parametric amplifier and to generate 

mid-IR pulses tunable from 1000 to 4000 cm-1 with pulse energies of ca. 1 μJ and spectral width of ca. 

200 cm-1. The mid-IR pulses were used to produce vibrationally excited species. The third portion of the 

804 nm beam (ca. 7 μJ/pulse) was used for white light continuum (WLC) generation in a sapphire wafer; 

the WLC served as a probe beam in the visible and near-IR regions. All three beams overlapped in the 

sample, but either a visible/near-IR or mid-IR probe beam was used in the experiments. Transient spectra 

in the visible region were measured with a CCD camera (PIXIS-100, Princeton Instrument) mounted to a 

monochromator (TRIAX-190, Horiba); the mid-IR spectra were measured with a single-channel MCT 
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detector (Infrared Associates). Time resolved and linear measurements were performed in a flow cell with 

2 mm CaF2 windows and of 100 µm optical pathlength at room temperature (22  0.5 oC). 

Computational details.  DFT and TD-DFT calculations for Si-C4-NAP, Ph-C4-NAP and D-C4-NAP were 

performed using the MN15 functional61 and the Def2-SVP basis set62 as implemented in Gaussian 16.63  

The MN15 functional was chosen based on its close agreement with the experimental vibrational 

frequencies and electronic spectra. The CAM-B3LYP functional64 was also tested and showed similar 

results. The polarizable continuum model (PCM)65 was used to simulate the solvent effects of toluene and 

dichloromethane in the DFT and TD-DFT analysis. Torsion angles of 0, 15, 30, 60, 75, and 90° between 

D and A moieties were fixed to evaluate the influence of torsion angle on the vibrational spectra and 

electronic couplings. For cases where torsional conformations do not correspond to energy minima, 

projected frequencies were calculated.66 

Electronic couplings between the S1 and S2 states ( ) were calculated using the generalized 𝐻𝑎𝑏

Mulliken-Hush (GMH) method67 (Eq. 1). 

(1)𝐻𝑎𝑏 =
𝜇12∆𝐸12

(𝜇1 ― 𝜇2)2 + 4𝜇12
2

Here,  is the transition dipole moment between the S1 and S2 state,  is the energy difference 𝜇12 ∆𝐸12

between the S1 and S2 states, is the S1 dipole moment, and  is the S2 dipole moment. The transition 𝜇1 𝜇2

dipole moments between excited states were computed in Dalton 201868 using quadratic response theory 

with the CAM-B3LYP functional, and the same basis set was used as in the TD-DFT analysis. Dipole 

moments and energy differences were obtained from TD-DFT calculations with the MN15 functional. 

3. Results and Discussion
3.1. Steady-state absorption and emission spectra 

The absorption and normalized emission spectra of the three compounds studied are shown in 

Figure 2. A clear mirror image of the emission spectra with preserved vibrational structure is found for the 

Si-C4-NAP and Ph-C4-NAP emission and absorption spectra in both toluene and DCM solutions. The 

Stokes shift is small (~1000 cm-1) and essentially solvent independent for Si-C4-NAP (Fig. 2a), indicating 

that both the ground and relaxed excited states are only weakly polarized. For Ph-C4-NAP, the 

absorption spectrum changes weakly with solvent polarity, indicating small polarization of the ground 

state. However, both the emission spectrum and the Stokes shift for Ph-C4-NAP depend strongly on the 

solvent polarity (Fig. 2b), indicating significant solvent reorganization to accommodate a polarized excited 

state. With an increase of the donor strength in D-C4-NAP (Fig. 1), a new absorption peak appears at 

lower frequencies, red-shifted by ca. 5000 cm-1. The absorption peak width is sensitive to the solvent 

polarity, indicating a larger polarization of the Frank-Condon excited state, compared to that for Ph-C4-

NAP.  The Stokes shift for D-C4-NAP is extremely large and solvent dependent, reaching 7000 cm-1 in 

DCM.  This shift indicates very high polarization of the excited state (Fig. 2c) and suggests that the 
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charge-separated state is observed directly in the linear absorption and emission spectra. The DFT 

calculations confirm that the CSS in D-C4-NAP is indeed a bright state, deriving its oscillator strength 

from a higher-energy electronic state, S3. Interestingly, this electronic state (S3) is similar to the lowest 

energy NAP-based excited state observed for Si-C4-NAP (Figures S1, S2, S9). 

The fluorescence quantum yield (QY) is high among the compounds studied here when they lack 

a strong donor (i.e., Si-C4-NAP and Ph-C4-NAP), especially in toluene solvent (Table 1). The emission 

for D-C4-NAP in toluene is also high (QY~27.2%), and the spectra are significantly red shifted (max = 575 

nm). For D-C4-NAP in DCM, the emission is weak (QY~1.24%) and strongly red shifted (max = 680 nm), 

indicating that the emission originates from a highly polarized state. The extent of charge separation is 

discussed below. 

Ph-C4-NAP

D-C4-NAP

N
O

O

N
O

O
N

Si
N
O

O

Si-C4-NAP

Fig. 1. Structures of 
the compounds 
used.
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Table 1. Emission quantum yields for the indicated compounds in two solvents.& 
In toluene, % In DCM, %

Si-C4-NAP 52.71.4 43.31.8
Ph-C4-NAP 52.11.8 34.20.4
D-C4-NAP 27.20.5 1.240.11

&Excitation wavelength: 340 nm. 

The vibrational absorption spectra (FTIR) of the three compounds studied here feature several 

strong vibrational transitions (Fig. 3), including symmetric and asymmetric carbonyl stretching modes of 

NAP (ss(C=O), as(C=O), see labels in Fig. 3c) and two strong phenyl (donor) and naphthyl (NAP) ring 

deformation modes around 1600 cm-1, involving CC stretching and CH in-plane bending at the two 

moieties. The lower frequency peak of the two (~1589 cm-1) belongs mostly to NAP and is present for all 

three compounds. The higher frequency peak (1604 cm-1) is mostly located at the donor moiety and is 

strong only in D-C4-NAP. Despite large distance between the phenyl and naphthyl moieties of ca. 6.7  Å, 

the DFT calculations revealed a partial (10-20%) mixing of the donor and acceptor vibrational modes, 

suggesting that their conjugation-facilitated coupling is ca. 3 cm-1. 
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The butadiyne (C4) bridge features two strongly delocalized CC stretching normal modes – 

symmetric (CC,ss) and antisymmetric (CC,as).  However, a single vibrational absorption peak dominates 

the spectrum for each compound, typically arising from a symmetric stretching mode. For example, for D-

C4-NAP, the peak at 2198 cm-1 arises from CC,ss, while the CC,as peak is seen at 2136 cm-1 (computed 

at 2118 cm-1) with ca. 20-fold weaker IR intensity (Fig. 3c, thin blue line, Table S1 for DFT). 

For the Ph-C4-NAP species, the peak at ca. 2212 cm-1 arises from a symmetric stretching mode; 

it is much weaker than the corresponding mode for the D-C4-NAP species (Fig. 3b). A similarly weak 

single CC peak is found for Si-C4-NAP at ~2100 cm-1; it arises from an antisymmetric stretching mode 

(Fig. 3a). The IR intensity of CC,ss for Ph-C4-NAP and D-C4-NAP derives from light-induced polarization 

of the molecule across the bridge in the GS. This polarization is indicated from the shift in the CC peak 

frequency for D-C4-NAP in the more polar DCM solvent (Fig. 3c). Transient absorption spectroscopy in 

the mid-IR and visible spectral regions, and DFT calculations, were employed to understand the charge 

distributions in these compounds and the excited state dynamics. 

3.2. Transient absorption spectroscopy in the mid-IR and visible spectral regions 
Figure 4 shows transient absorption spectra of the three compounds in the visible (left) and mid-

IR spectral regions (middle) at selected delay times (see insets) following excitation at 400 nm. The 

spectral changes are measured over a time window ranging from sub-picoseconds to ca. 3.5 ns. The 

spectral changes in the visible range are large in all compounds. Except for D-C4-NAP in DCM, these 

transient features do not decay to zero at large pump - probe delay times, revealing the formation of a 

long-lived state and the absence of the GS recovery.  This long-lived state is assigned to a NAP localized 

triplet state (TNAP), based on the similarity of the transient features in all three compounds, including the 

Si-C4-NAP species that lacks a donor group, the long lifetime of the state that exceeds 10 ns, and the 

characteristic changes of the NAP C=O frequencies that both experience a ca. 50 cm-1 red shift compared 

to the GS frequencies.  These observations are consistent with the DFT-computed C=O changes for the 
TNAP state (Table S3). 

The extent of the GS recovery in these compounds can be judged from the ground state 

bleaching (GSB) signals of the C=O stretching modes of NAP. Except for D-C4-NAP in DCM, where the 

GS recovery is complete within a nanosecond, only a partial GS recovery is observed for other 

compounds, apparent from the presence of the GSB peaks at ca. 1705 and 1665 cm-1 at large delay 

times of 1-3 ns. Therefore, the large changes in the transient visible spectra (Fig. 4a-d) in the ns time 

scale are associated with the formation of the TNAP state. 

Decay-associated spectral analysis and global fitting.  The transient spectral data in the visible region 

were fitted using a decay-associated spectral (DAS) approach; an example of the DAS analysis is shown 

in Figure 5 for D-C4-NAP in DCM. Three principle time components are required to describe the spectral 

dynamics. The fastest component (0.63 ps) produces a strong increase of the excited state absorption 

(ESA) across the spectrum, peaking at 590 nm (red line).  This feature is assigned to relaxation of the 
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excess energy, vide infra. The second component of 4.3 ps is associated with the absorbance decay at 

525 nm and rise at 475 nm.  We assign this feature to a transition between the excited electronic states 

based on the changes in the mid-IR spectrum. The slow decay component of 0.26 ns describes the GS 

recovery. 

Simultaneous fittings of the characteristic kinetics in the visible and mid-IR regions were 

performed for each compound (Fig. 4, right). The characteristic times found in these fits differ slightly from 

the global fits involving either the Vis or mid-IR data, suggesting that the processes that occur are 

complex (not necessarily single exponential) and contribute differently in the visible and in ther mid-IR 

regimes. For example, the process occurring with ca. 50 ps time constant for D-C4-NAP in DCM, 

apparent in the mid-IR spectra, is not seen clearly in the global fit of the visible transient spectral data. 

However, the observed variations, e.g. 4.3 ps vs. 5.5 ps for the second fastest time component for D-C4-

NAP in DCM, are not considered to be essential, indicating larger actual error bars for the presented time 

components. The global fit involving characteristic kinetics across the Vis and mid-IR transient spectra is 

considered to be the most representative of the dynamics, as discussed below. 

Spectral dynamics for Si-C4-NAP and Ph-C4-NAP.  For the Si-C4-NAP species in DCM (Fig. 4a) and 

toluene (Fig. S3), the kinetics measured in the visible and fingerprint regions have essentially the same 

time evolution (Fig. 4a, right); nevertheless, their fitting requires a three-exponential function. The fast 2.4 

ps component in toluene and of 1.7 ps in DCM is assigned to vibrational cooling of the excess energy 

introduced by the 400 nm pump. The slow decay component of 1.6 ns in toluene and 1.2 ns in DCM is 

associated with intersystem crossing (kISC) and formation of TNAP; the middle decay component of ca. 80 

ps is discussed below. The transient absorption of the CC bridge modes (1950-2100 cm-1) is weak in the 

excited state, indicating weak polarization of the molecule across the bridge. 

The transient spectra in the visible and fingerprint regions for Ph-C4-NAP in both solvents are 

similar to those measured for Si-C4-NAP (Fig. 4a-c), indicating formation of the TNAP state at later times. 

The fingerprint (FP) region shows multiple transient absorption peaks, but with a rather simple decay 

kinetics (see Fig. 4b, right, light green and green curves). However, in contrast to the Si-C4-NAP species, 

the CC peak for the Ph-C4-NAP species is greatly enhanced, compared to the CC absorption in the GS 

(Fig. 4b,c, grey line), indicating strong ES bridge polarization, and its frequency is red shifted by ca. 200 

cm-1 in toluene and by ca. 170 cm-1 in DCM, measured at small time delays. In DCM (Fig. 4c) the CC 

ESA peak is narrow and shows no shift with time but grows slightly, whereas in toluene the initially formed 

peak at 2010 cm-1 decays while a blue-shifted peak at 2040 cm-1 grows; an isosbestic point at ca. 2022 

cm-1 is apparent during the first 100 ps, suggesting involvement of just two states. The decay of the peak 

at 2010 cm-1 is partial – both peaks are apparent in the transient spectra at T > 100 ps, and their ratio 

does not change at later times, vide infra. A three-exponential function is required to characterize the 

dynamics of Ph-C4-NAP globally in each solvent, resulting in the characteristic time constants of 1 = 2.8 

 0.4 ps, 2 = 82  15 ps, and 3 = 870  30 ps in toluene and 1 = 1.6  0.2 ps, 2 = 80  5 ps, and 3 = 
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560  30 ps in DCM. Similar to Si-C4-NAP, the characteristic times for Ph-C4-NAP are systematically 

shorter in DCM compared to those in toluene. 

Spectral dynamics for D-C4-NAP.  The dynamics for D-C4-NAP in toluene (Fig. 4d) is similar to that for 

Ph-C4-NAP; formation of the TNAP state is apparent in the visible and FP regions at later times. Note that 

the transient absorption spectrum in the visible region is affected by the stimulated emission at ca. 570 

nm (see emission spectrum in Fig. 2c). The CC ESA peaks show a spectacular transition dipole 

enhancement. At early times the CC absorption is extremely broad with a main peak at 2080 cm-1 and a 

smaller peak at 1985 cm-1.  Assuming that the lower frequency CC peak is found in a state with higher 

polarization extent across the bridge (vide infra), the observed shift to lower frequencies suggests an 

increase of the polarization extent of the ES with time. 

Very different dynamics is found for D-C4-NAP in DCM compared to other compounds and to D-

C4-NAP in toluene. The dynamics shows a dramatic spectral change in the visible range within the first 

10 ps after excitation (Fig. 4e), involving a strong rise at ca. 580 nm and a change in spectral shape. 

Formation of TNAP at later times is not observed; instead the transient spectra decay to zero with the 0.38 

ns time, exhibiting complete recovery of the GS. The transient spectra in the CC region also shows 

strong absorbance enhancement and large red shift of the ESA peaks. The initial CC ESA is found 

predominantly at 2090 cm-1, while a second peak at ca. 2030 cm-1 grows with time and the peak at 2090 

cm-1 decays slightly, suggesting the presence of two electronic states with different bridge polarization 

extent. Global fits to the kinetics for D-C4-NAP in both solvents requires four time components (Fig. 4d,e 

right panel), in contrast to the findings in the two other compounds which require just three components to 

fit. Despite the large number of the fitting components, the time components are well constrained as they 

describe characteristic spectral changes. The obtained time constants for all compounds are shown in the 

right panel inset of Figure 4 and in Table 2; the designated processes are shown in Figure 5. 
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Assignment of the slowest component in all three compounds.  The slowest measured ns 

component reflects either the GS recovery (kCR, D-C4-NAP in DCM) or the TNAP state formation (kR, all 

other cases) (Fig. 5). The second slowest time component, krot, ranges from 50 to 177 ps for the three 

compounds. In contrast to the Si-C4-NAP species, where this component causes just a decrease of the 

transient absorption across the FP region, in Ph-C4-NAP and D-C4-NAP it is manifested in an increase of 

absorbance across the CC and FP absorption peaks (Fig. 4b-e). The characteristic times of 50 – 177 ps 

are too slow to be described by solvation69 or vibrational cooling.70, 71 For the Ph-C4-NAP and D-C4-NAP 

e)

d)
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compounds, we assign this component to the dynamics associated with the changes of the DA dihedral 

angle distribution. Note that this component is not apparent in the visible transient spectra. 

Fig. 6.  Three characteristic energy diagrams involving the states relevant for transient absorption with 400 nm 
excitation. Diagram a) is describes behavior of Si-C4-NAP in both toluene and DCM solvents involving a single 
singlet excited state, S1. Diagram b) is characteristic for Ph-C4-NAP in both solvents and for D-C4-NAP in toluene, 
although the polarization extent for the states S2 and S1 varies for different systems. 400 nm radiation excites S2 and 
vibrationally hot S1 states. The triplet state is the lowest energy excited state for a) and b) panels. Diagram c) 
describes D-C4-NAP in DCM where the S1 state, which is essentially the CSS, is the lowest energy state. The charge 
separation, kCS = (5.5 ps)-1 occurs much faster than charge recombination, kCR = (0.38 ns)-1; accumulation of the 
TNAP state is not observed. All measured rate constants are shown in Table 2.

Assignment of fast components.  Each compound has one or two time components in the ps range; 

their origins differ for different components. For Si-C4-NAP, the fastest component (2.4 ps in toluene and 

1.7 ps in DCM) is associated with vibrational cooling and solvation of the NAP-based excited state, 

manifested in absorbance decays in the FP and Vis regions (Fig. 4a). The fastest component for D-C4-

NAP, observed at 1.5 ps in toluene and 0.5 ps in DCM (Fig. 4d,e), is manifested in a strong rise of the 

visible peak at ca. 600 nm and small changes of the CC band spectral shape. It is assigned 

predominantly to vibrational relaxation in the excited state manifold, but likely also has contributions 

derived from solvation. Note that the energy of the absorbed photon at 400 nm is ca. 5000 cm-1 higher 

than the energy of the lowest bright transition in D-C4-NAP (Fig. 2c). 

For the Ph-C4-NAP and D-C4-NAP compounds, featuring additional electronic states associated 

with charge transfer from the donor to acceptor, there is a component manifested in an increase of one 

CC peak and a decrease of another CC peak in the excited state (Fig. 4b,d,e). For example, for D-C4-

NAP in toluene (Fig. 4d), the 11.4 ps component causes a decay of the blue-shifted peak at 2096 cm-1 

and a rise of the red-shifted peak at 2000 cm-1. For Ph-C4-NAP in toluene, the CC peak, found at early 

delay times at 2010 cm-1, decays and the peak at 2043 cm-1 rises with the same characteristic time of 2.8 

ps. Such spectral changes are assigned to the transition between excited electronic states; depending on 

the molecular system the dynamically formed excited state features either higher or lower polarization 

extent. The blue shift of the peak with time, as for Ph-C4-NAP, suggests formation of a state with a 

smaller contribution of the pure CCS state compared to that into the higher-energy eigenstate. Dynamics 

appearance of the red shifted peak for D-C4-NAP suggests formation of the state with a higher 

polarization extent. Note that the CC transient absorption peak for Ph-C4-NAP in DCM, observed initially 

at 2045 cm-1, does not shift with time, indicating similar polarization extents of the two involved 
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eigenstates. Surprisingly, the modes in the FP region showed much smaller changes, compared to the 

changes of the CC peaks (vide infra). 

Table 2. Rate constants determined for excited state dynamics for Si-C4-NAP, Ph-C4-NAP, and D-C4-NAP in 
toluene and DCM. 

Si-C4-NAP 
in toluene

Si-C4-NAP 
in DCM

Ph-C4-NAP 
in toluene

Ph-C4-NAP 
in DCM

D-C4-NAP 
in toluene

D-C4-NAP 
in DCM

1/kVR, ps 2.4 1.7 -- -- 1.5 0.5
1/k21; 1/kCS, ps -- -- 2.8 1.9 11.4 5.5
1/krot, ps 72 82 82 78 177 50
1/kCR, ns -- -- -- -- -- 0.38
1/kISC, ns 1.6 0.87 0.87 0.64 1.2 --
1/kR >10 ns >10 ns >10 ns >10 ns >10 ns --

The observed transient spectral dynamics for Ph-C4-NAP and D-C4-NAP are consistent with the 

involvement of two singlet excited states featuring different polarization extents: for D-C4-NAP in both 

solvents the polarization extent in the S1 state is much larger than that in the S2 state suggesting that the 

S1 state is essentially the CS state (Fig. 6b,c); the situation is reversed for Ph-C4-NAP in toluene whereas 

for Ph-C4-NAP in DCM the polarization extents of S1 and S2 are similar. 

3.3. TD-DFT computation results
Torsion angle distribution.  DFT and TD-DFT computations were performed to characterize the excited 

states.  The computations showed that in the GS, the planar conformation is the most energetically 

favorable, but the energy barrier to achieve 90o conformation is only ca. 25 meV (~200 cm-1) for D-C4-

NAP (Fig. 7a); a similar barrier of ca. 170 cm-1 was recently measured for torsional motion of butadiyne-

linked porphyrin dimers.72  The low barrier results in a broad distribution of  conformations in the GS. 

Excited state computations showed that the oscillator strength for both S1 and S2 states depends strongly 

on  and that the two dependences are complementary: for small  angles the GSS1 transition is bright 

while the GSS2 transition is dark; opposite is observed for large  angles: the GSS1 transition is dark 

while the GSS2 transition is bright (Fig. 7b). As a result, the 400 nm pulses excite an S1 state in 

compounds with small  angles, producing a hot S1 state with ca. 5000 cm-1 excess of vibrational energy, 

and an S2 state in compounds with large  angles. Note that 400 nm excitation wavelength is at the tail of 

the S1 absorption peak, centered at 460 nm (Fig. 2), so the S2 state excitation at 400 nm is more efficient 

than the S1 excitation. Normal modes were computed for the S1 and S2 states as a function of  (Fig. 7c). 

In the highly polar S1 state, the frequencies of both CC modes decrease with an increase of the dihedral 

angle: the CC,ss changes by ca. 150 cm-1 (Fig. 7c), in agreement with the experimental observations. Very 

high IR intensities, exceeding 20000 km/mol, were found for the CC,ss in the S1 state, shown in Fig. 7c 

with circles having diameters proportional to the IR intensity. The IR intensities of CC,as in S1 and of both 

CC,ss and CC,as in S2 are about ten-fold smaller (Fig. 7c, Table S1). 

The CC absorption spectrum in the excited states was modeled at zero time and at 10 ps 

following excitation using the computed CC frequencies in the S1 and S2 states and their IR intensities, 
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angular Boltzmann () distribution of the ground-state conformations, and oscillator strengths of the S2 

and S1 transitions. The relative population of the S1 and S2 states after 400 nm excitation was the only 

free parameter in the modelling (Fig. 7d, solid lines). The modelling predicts double-peak shapes for both 

early time and 10 ps spectra with the red-shifted peak growing with time. The overall peak shifts are 

larger than those observed in the experiment, but the overall similarity between of the observed and 

simulated transients is impressive. While simple analysis of the experimental transient CC spectra may 

suggest that the two observed peaks originate from different excited states, mostly S2 for the high 

frequency peak and mostly S1 for the low frequency peak, the modeling indicates that both peaks 

originate predominantly from the S1 state, just from different  conformations. 

Modeling of the spectral dynamics in m-IR.  The initial CC peak found at small delays predominantly 

at 2090 cm-1 is mostly due to directly excited S1 states, thus representing compounds with small  angles. 

The CC,ss frequency in S1 for  = 0 – 30o is centered at ca. 2160 cm-1 (Fig. 7c). The compounds featuring 

 > 50o are excited to the S2 state; their relaxation occurs with a characteristic time of ca. 5.5 ps and 

results in formation of the S1 states with the same  angles. The red-shifted CC,ss peak that appears at 

later time delays arises mostly from the CC,ss mode in the S1 state for  > 50o; it is centered at ca. 2055 

cm-1 (Fig. 7c). The calculations confirm that the observed CC peak alternation is caused by S2S1 

relaxation. There is a significant contribution to the blue CC peak from the CC,as in the S2 state with  ~ 

90o (Fig. 7c, gray line and circles). S2  S1 relaxation for such conformations produces a slight decrease 

in the high-frequency CC peak amplitude, as observed in the experiment. 

To evaluate the extent of charge separation in the S1 state, the dipole moment of the compound 

in the S1 state was computed for various  angles (Fig. 7e). The dipole moment increases as  

approaches ca. 39 D, which corresponds to a separation distance of 8.1 Å for a full electron charge. Note 

that the bridge length is about 6.7 Å, indicating that the S1 state for D-C4-NAP manifests complete charge 

separation. Figure 7e confirms that, for the CS state, the CC frequencies report the extent of charge 

separation: larger  angles feature smaller CC,ss frequencies and larger charge separation (Fig. S6). Note 

however, that such correlation is not observed for acceptor-localized excited states featuring a small 

charge separation extent, as apparent for the S2 state where strongly varying CC mode frequencies 

correspond to essentially the same dipole moment of the molecule (Fig. 7c, Table S5). 
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Symmetry origin of the S1 – S2 oscillator strength variations with .  To explore the reasons that the 

S1 and S2 oscillator strength alternates as a function of , we performed natural transition orbitals 

analysis.73  The natural orbitals for S0S1 and S0S2 transitions at  = 0o (left) and  = 90o (right) are 

shown in Figure 8. The symmetry of the natural orbitals with respect to the plane perpendicular to the 

acceptor plane passing through the C4 bridge is indicated for each orbital. For  = 0o, the S0S1 

transition is symmetry allowed involving symmetric orbitals, whereas the S0S2 transition is symmetry 

forbidden, involving antisymmetricsymmetric and symmetricantisymmetric orbitals (Fig. 8) The 

principle is illustrated schematically in Scheme 3. At  = 90o the S0S1 transition is forbidden 

(antisymmetricsymmetric), while the S0S2 transition is allowed (symmetricsymmetric, Fig. 8). This 

analysis points to symmetry as the main reason behind the alternation of the oscillator strength in the S1 

and S2 states (Fig. 7). 

a b

c

d e
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Fig. 8. Leading natural transition orbitals for S0S1 and S0S2 transitions of D-C4-NAP with their contributions in % 
above the arrow. The transition energy (in eV), transition wavelength, and the oscillator strength (f) values are shown. 
The symmetry of the orbitals with respect to the plane shown with dots is indicated. Note that the acceptor as a whole 
is not symmetric with respect to the plane; therefore, only the symmetry of the acceptor motif attached to the bridge is 
considered. 

 
Scheme 3. Cartoon illustrating how symmetry affects the electronic coupling between the ground and S1, S2 excited 
states. 

Interestingly, the S2 energy surface has a minimum at 90o, which is sufficiently deep (~8kBT) to 

alter significantly the torsion angle distribution that existed in the GS (Fig. 7a). If the S2 lifetime is 

comparable or longer than the internal rotational time, dynamic population of DBA conformations with 

larger  angle will occur. Such orthogonalization may change the relaxation rate to S1, depending on the 

angular dependence of the S2 - S1 coupling strength. The calculations, using the GMH approach,67 

revealed that the S2 - S1 coupling is the largest at  ~ 30o and decreases monotonically towards both 0o 

and 90o (Fig. 9). Therefore, the dynamic orthogonalization is capable of dramatically reducing kCS for the 

D-C4-NAP compound. Under the conditions studied, however, the mean S2 lifetime is shorter than the  

rotational time, preventing a clear observation of this effect. 
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S2 – S1 electronic coupling varies with .  The computed electronic S2 – S1 coupling is small at 0 and 

90o, peaking at ca. 30o (Fig. 9). The dependence of the coupling strength on  originates with the orbital 

overlap between the donor and acceptor fragments as a function of angle. The small coupling strength at 

0 and 90o can be understood in the context of the symmetries associated with the S0  S1 and S0  S2 

transitions. At both 0 and 90o, S1 and S2 states feature opposite symmetries (Fig. 7b), which result in near 

zero S2 – S1 couplings at these angles. The maximal coupling is realized at ca. 30o, where the symmetry 

is low and both transitions from the ground state are allowed. As a result, the S2-S1 coupling -

dependence tracks the product of the f1 and f2 oscillator strengths (Fig. 9c, green, normalized). 

Large values of the coupling strength at  = 15-60o suggest that the S1 and S2 states are mixed to 

a significant extent at these angles. A signature of this mixing is seen in the increase of the dipole 

moment of the S2 state (Fig. 7e). Adiabatic ET likely takes place at angles in this range. The ET process 

at smaller coupling strength ( < 10o and >75o) is likely nonadiabatic. The Marcus theory ET rate with Go 

= -0.5 eV and total = 1 eV, (kCS)-1 was computed at 4.6 ps for a coupling strength of 100 cm-1, which 

corresponds to the angle of ca. 88o. It is surprising to see that the experimentally measured CS rates 

correspond to such a narrow window of torsion angles (>83o). 

To test the extent the butadiyne bridge can bend we performed DFT energy calculations at 

different bend angles for two torsion angles, 0o and 60o (Fig. S10). We found that the range of bend 

angles thermally accessible at room temperature is rather narrow (165 – 180o). Moreover, the state 

energies and transition dipole moments are found to be weakly dependent on the bend angle (Fig. S10). 

The results suggest that the analysis performed with the linear bridge structures is robust with respect to 

the bend angle deviations. 

Concluding remarks
In summary, we characterized the excited state dynamics for a set of novel DBA compounds 

featuring a butadiyne bridge using transient absorption spectroscopy in the visible and mid-IR regions and 

electronic structure calculations.  While the bridge, in general, enables strong state coupling and 

conjugation, we found that it is the symmetry of the frontier orbitals that plays the major role in identifying 
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the coupling pattern among the electronic states.  This symmetry is affected greatly by the dihedral angle.  

For the D-C4-NAP species, the symmetry dictates that the S1 state is bright only for conformations with 

small dihedral angles, while the S2 state is bright for conformations with large dihedral angles.  This 

finding offers the opportunity to utilize photo-selection upon excitation, such that while both S1 and S2 

states became excited at specific excitation wavelength, the dihedral angles in the S1 and S2 states are 

very different. For example, with 400 nm excitation of D-C4-NAP the S1 state will possess small dihedral 

angles, while S2 electronic excited states will possess large dihedral angles close to 90o. Note that this 

photoselection is different from an ability of selecting particular geometries by exciting at different 

frequencies. We have shown that the S1 state in D-C4-NAP is predominantly the CSS, characterized by a 

-dependent dipole moment of 32 – 39 D, with the largest value at  = 90o. Moreover, the frontier orbital 

symmetry affects greatly the coupling of the S2 and S1 states; the coupling at  = 90o was computed to be 

ca. 500-fold smaller than that at  = 30o. The S2S1 relaxation, which constitutes a CS reaction, occurs 

with different rates for different dihedral angles. An indication of the rate distribution was observed in 

variations of the CS rates obtained from fitting of kinetics at different observation wavelengths. The mean 

values for kCS were measured at ca. 5.5 and 11.4 ps for D-C4-NAP in DCM and toluene, respectively. An 

additional component of 50 – 180 ps was observed from the global fit of the transient data. This time 

component is assigned to the rotational motion resulting in the changes of the dihedral angle, . Because 

of at least an order of magnitude difference between kCS and krot, the influence of the rotation onto the CS 

process has not been observed clearly. The decay process of CSS (kCR or kISC) is at least several fold 

slower than krot. Therefore, the rotational process may affect the recombination in a significant way, but 

the current measurements did not permit a clear separation of such processes. We found that the 

polarization of the charge separated state correlates with the frequency of the CC stretching modes of 

the bridge, supported by the TD-DFT modeling. 

Interestingly, the S1 (CS) state for D-C4-NAP in DCM became lower in energy than the NAP-

localized triplet state, preventing formation of the latter and resulting in a ca. 0.4 ns lifetime for the charge 

separated state.  For the Ph-C4-NAP species, the diabatic CS state occurs at higher energies where a 

larger number of D- and A-localized diabatic states are found; stronger mixing of these states produces a 

much lower extent of polarization in the eigenstates.  The D-C4-NAP compound offers exciting 

opportunities for ET-rate modulation by exciting vibrational modes on the bridge,53, 74-78 which will be 

reported in a separate manuscript. 
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Supplementary Materials description:  DFT-computed state energies, orbital compositions and normal 

mode frequencies for different electronic states at different torsion angles, transient IR data for Si-C4-

NAP in toluene and synthesis details. 
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