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Tuning the melting point of selected ionic liquids
through adjustment of the cation’s dipole moment.†

Brooks D. Rabideau,∗a Mohammad Soltani,b Rome A. Parker,a, Benjamin Siu,a E. Alan
Salter,b Andrzej Wierzbicki,b Kevin N. West,a and James H. Davis Jr.∗b

In previous work with thermally robust salts [Cassity et al., PCCP, 2017, 19, 31560] it was noted
that an increase in the dipole moment of the cation generally led to a decrease in the melting point.
Molecular dynamics simulations of the liquid state revealed that an increased dipole moment
reduces cation-cation repulsions through dipole-dipole alignment. This was believed to reduce the
liquid phase enthalpy, which would tend to lower the melting point of the IL. In this work we further
test this principle by replacing hydrogen atoms with fluorine atoms at selected positions within the
cation. This allows us to alter the electrostatics of the cation without substantially affecting the
sterics. Furthermore, the strength of the dipole moment can be controlled by choosing different
positions within the cation for replacement. We studied variants of four different parent cations
paired with bistriflimide and determined their melting points, and enthalpies and entropies of fusion
through DSC experiments. The decreases in the melting point were determined to be enthalpically
driven. We found that the dipole moment of the cation, as determined by quantum chemical
calculations, is inversely correlated with the melting point of the given compound. Molecular
dynamics simulations of the crystalline and solid states of two isomers showed differences in their
enthalpies of fusion that closely matched those seen experimentally. Moreover, this reduction
in the enthalpy of fusion was determined to be caused by an increase in the enthalpy of the
crystalline state. We provide evidence that dipole-dipole interactions between cations leads to the
formation of cationic domains in the crystalline state. These cationic associations partially block
favourable cation–anion interactions, which are recovered upon melting. If, however, the dipole-
dipole interactions between cations is too strong they have a tendency to form glasses. This
study provides a design rule for lowering the melting point of structurally similar ILs by altering
their dipole moment.

1 Introduction
The melting point of a compound is one of its most defining prop-
erties, often dictating its suitability for a given application. For
this reason, and likely in an attempt to distinguish research from
that of molten salts, ionic liquids (ILs) somehow came to refer
to salts melting at or below 100 ◦C. Most inorganic salts, how-
ever, melt many hundreds of degrees higher than this relatively
arbitrary definition, leaving an enormous gap between these two
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distinctions. In reality, a spectrum of melting points exists as at-
tested by the many organic salts that melt somewhere in-between.
These mesothermal salts still possess the same tunable nature,
structure, and other desired properties shared by ILs. Therefore,
it makes more sense that we forgo this arbitrary definition and
refer to these compounds as mesothermal ionic liquids.1

These mesothermal ILs have great promise for applications as
heat transfer fluids, lubricants for extreme conditions, solvents for
biomass pretreatments, and as catalysts for high temperature re-
actions. Recently, a series of peraryl phosphonium and sulfonium
salts have been identified as having long-term thermal stability
that significantly increases their suitability for these important
applications.2 Only a few of these compounds fit the traditional
definition of an IL while many were found to have melting points
between 100–200 ◦C. To reduce energy expenditures and extend
the range of applicability of these compounds it is desirable to
drive their melting points down, creating a wider liquidus range.
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Ways to increase the liquidus range of pure compounds through
structural modification generally focus on either maximizing the
compound’s ability to form supercooled liquids and glasses3 or by
directly driving the melting point down. One such study concern-
ing the former showed that small symmetric molecules that form
multiple hydrogen bonds were good glass formers.4 Here, mul-
tiple strong, directional interactions work to thwart crystalliza-
tion. Recently it was shown that IL cations possessing the ability
to form hydrogen bonds could overcome the strong electrostatic
repulsion to form cationic clusters.5 Moreover, the formation of
cationic clusters was shown to affect the properties of ILs, notably
leading to the formation of glasses. Quantum–based calculations
showed that hydrogen bonding can be sufficiently strong to sta-
bilize these cationic clusters, overcoming the strong electrostatic
repulsions.6 In another study, it was shown that, given the struc-
ture of the crystal lattice, one can use first-principle simulations
to reproduce the melting point trends of different IL variants.7

Methods focused on driving the melting point down are chal-
lenging however, because it remains difficult to predict the crys-
talline state of a compound from chemical structure alone. Due
to this difficulty many studies have resorted to large-scale screen-
ing of structurally similar compounds and quantitative structure–
property relationships (QSPR).8 Perhaps the simplest guideline is
Carnelley’s rule stating that asymmetric molecules generally have
lower melting points than symmetric molecules.9 Another well–
known principle is delocalization of charges within the ions.10

This was recently illustrated for a tetralkylphosphonium salt hav-
ing a melting point 60 ◦C lower than the equivalent tetraalkylam-
monium salt despite the two having isomorphous structures.11

In this case, an increase in charge delocalization and polariza-
tion within the cation led to a weakening of the IL network. In a
study looking at lipid–inspired ionic liquids it was found that the
addition of side chain unsaturations could significantly depress
the melting point.12 Furthermore, it was found that this could
be achieved through the incorporation of ether, thioether,13,14 or
cyclopropyl moeities15 to the side chain or even through the ad-
dition of two lipid-like aliphatic tails.16 Additionally, it was found
that the incorporation of both aromatic and aliphatic substituents
at the imidazolium ring, referred to as TAAILS, allows for the
more precise tuning of IL properties.17

Due to the complex interactions present in ILs, similar com-
pounds can have significantly different melting points for reasons
that are not entirely understood. Hydrogen bonds are gener-
ally thought of as having a stabilizing effect on molecular struc-
tures. Surprisingly however, methylation at the C2 position of
1,3-dialkylimidazolium based ionic liquids, which removes the
primary mode for hydrogen bonding leads to an increase in both
melting point and viscosity.18–20 This was hypothesized to be due
to a loss in entropy,21,22 however it was later reasoned that his
alone could not explain this behaviour.23 Additional studies on
imidazolium-based ILs showed that strong, localized, and direc-
tional hydrogen bonds can decrease melting points and viscosi-
ties of these compounds.24,25 This was said to occur due to the
introduction defects into the Coulomb networks of ILs through
these localized interactions. It still remains unclear to what ex-
tent this concept translates to other classes of ionic liquids and

how this affects the molecular driving forces. The lack of more
comprehensive guidelines for the design of new ILs with a larger
liquidus range effectively hinders the discovery of new and im-
portant compounds. If we fully understood how the structure of
an IL is tied to its melting point this would significantly help in the
discovery of new ILs and their integration in industrial processes.

In previous work with perarylphosphonium-based ILs it was
found that the addition of asymmetric moieties, and variations
in the substituent type and position had a large effect on the
melting point.26 Molecular dynamics simulations of the liquid
state showed that those compounds with low melting points had
cations that tended to align. This was attributed to their higher
dipole moments, which was substantiated through correlations
between quantum-based calculations of the dipole moment and
the experimental melting point. It was believed that these cation–
cation alignments in the liquid state lowered the repulsions be-
tween these like charges in the liquid state, lowering the enthalpy
of fusion. In this work, however, we find that cation–cation align-
ments are much stronger in the crystalline state. These align-
ments thwart more favourable interactions, raising the enthalpy
of the solid state, another way of lowering the enthalpy of fusion.

In this work we test the idea of altering the dipole moment
of the cation, effectively introducing strong, directional interac-
tions,24,25 as a means of lowering the melting point by system-
atically replacing hydrogen atoms with fluorine atoms at specific
locations throughout the cation. Fluorine’s use as an isostere for
hydrogen is a well-established practice27 and allows one to alter
the electrostatic charge distribution throughout the cation with-
out significantly affecting the sterics. Thus this provides us with
a way of uniquely adjusting the dipole moment of an IL cation.
This was done with four different cation classes: perarylphospho-
nium and perarylsulfonium, piperidinium, and imidazolium (see
Figure 1) all paired with the anion bistriflimide.

We used differential scanning calorimetry (DSC) to precisely
measure the melting points of these compounds. Independently,
we used quantum–based calculations to determine the dipole mo-
ments of each of the cations. We find that cations with higher
dipole moments generally have lower melting points. Molecular
dynamics (MD) simulations of the solid and liquid states were in
close agreement with the experimentally determined thermody-
namic properties. Furthermore, we find that higher dipole mo-
ments coax the cations to assemble into cationic domains in the
crystalline state. These cation–cation associations raise the free
energy of the crystalline state by blocking some of the favourable
cation–anion interactions. Upon melting, these favourable in-
teractions are recovered resulting in a lower enthalpy of fusion,
which lowers the melting point.

2 Methods

2.1 Materials and Representative Synthesis

Preparation of the ionic liquids in Figure 1 and correspond-
ing Table 1 followed established protocols from earlier stud-
ies.1,2,26,28–31 Further information regarding their synthesis and
characterization as well as the NMR spectra of all of the com-
pounds can be found in the ESI.
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Fig. 1 Structures of the IL cations with variable fluorine position. The
numbering corresponds to the entries in Table 1 and throughout the text.
Numbering of the parent cations are given in parentheses.

The crystalline structure of several of the synthesized com-
pounds that formed crystals were determined via single–crystal
X-Ray diffraction. These details and the crystallographic informa-
tion files of these compounds are given in the ESI.

2.2 Differential Scanning Calorimetry
At the melting point, equilibrium exists between the solid and
liquid phases and the change in Gibbs free energy is zero:

∆G f us = 0 = ∆H f us−Tm∆S f us, (1)

where ∆H f us is the enthalpy of fusion, Tm is the melting point, and
∆S f us is the enthalpy of fusion. Thus the melting point is deter-
mined as a delicate balance between the enthalpy and entropy of
fusion:

Tm =
∆H f us

∆S f us
. (2)

Note that decreases in the ∆H f us and increases in ∆S f us both drive
the melting point down.

Sample melting points, glass transition temperature, and en-
thalpies of fusion were measured on TA Instruments Q2000 Dif-
ferential Scanning Calorimeter (DSC). The entropies of fusion
were calculated as the enthalpy of fusion divided by melting point
in absolute temperature. Melting points are reported as the tran-
sition from the solid (crystalline/ordered) to the isotropic liquid
and glass transitions are reported as the transition from the amor-

phous (disordered) solid to the isotropic liquid, distinguished by
both the magnitude of the enthalpy for the transition and the
shape of the DSC curve. For each experiment, 1-20 mg of the
sample was loaded into an open DSC pan and heated to 110 ◦C
for 10-30 minutes to remove any water absorbed from the envi-
ronment, residual solvent, or volatile contaminants from synthe-
sis. The samples were then cooled to -80 ◦C, equilibrated for 2
minutes and then heated at a ramp rate of 10 ◦C/minute to the
upper temperature of each run, typically 300 ◦C. Melting points
are reported as the melting onset temperature as determined by
the software and glass transitions are reported as the midpoint
of the transition. All measurements were carried out under UHP
nitrogen flowing over the sample cell at 50 mL/minute. Reported
values are the average of at least three measurements and the
standard uncertainty is reported as the standard deviation of the
mean.

2.3 Quantum-Based Calculations

The isolated cations were optimized (gas phase) using the B3LYP
density functional method and the 6-31G* basis set as imple-
mented in Gaussian16 (Gaussian, Inc., Wallingford, USA).32 All
structures were confirmed as stable by computing analytic vibra-
tional frequencies, then reoptimized using the 6-311+G(d,p) ba-
sis set; dipole moments were concurrently computed with the ori-
gin placed at the center of nuclear charge (as is the default). We
note that the gas-phase optimized cations used for the dipole cal-
culations adopted nearly identical conformations as the cations in
the crystal structures. Of the three crystal structures we obtained,
which had conformational flexibility, two had exactly one unique
cation per structure (Z′ = 1) and the other had two unique cations
per structure (Z′ = 2). The only perceptible differences between
the gas-phase optimized cations and the cations in the crystal
structures are limited to phenoxyphenyl torsion angles that vary
by less than 20◦ as well as 180◦ rotations of the terminal fluo-
rophenyl groups caused by disorder. The latter is discussed in the
context of our findings, where it will be shown that this principle
holds true under these rotations. Isodensity electrostatic potential
energy maps (elstats) were generated by Spartan ’08 (Wavefunc-
tion, Inc., Irvine, CA) in follow-up single-point calculations.

2.4 MD Simulations

Ionic liquid cations and anions were modeled using the Gen-
eral AMBER Force Field (GAFF).33 Electrostatic potentials were
derived using the Hartree-Fock model and the 6-31G∗ basis set
in Gaussian09 (v.09, revision E.01, Gaussian, Inc., Wallingford,
USA).32 Point charges for the GAFF models were fit from these
electrostatic potentials using the restrained electrostatic proce-
dure (RESP).34 Additionally, the partial charges were scaled by
80% since it was shown in previous works that doing so with
GAFF, one can accurately predict the thermodynamic and trans-
port properties for ILs.35 This scaling was applied equally to the
partial charges of atoms in each respective ion.

Molecular dynamics (MD) simulations were performed with
LAMMPS36 using periodic boundary conditions and a short-range
cutoff of 12 Å. Long-range electrostatics were included using the
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particle-particle particle-mesh (pppm) method with an accuracy
of 1× 10−4.37 Initial configurations of the solid phase were cre-
ated by replicating the primitive cell into a 3x3x3 supercell con-
taining 216 ion pairs. These configurations were then slowly
heated from 1 K to 400 K over 100 ps in the NPT ensemble at
1 atm using a thermostat of 100 fs and a barostat of 1000 fs. The
production run consisted of a 2 ns long simulation in the NPT en-
semble at 400 K and 1 atm using the same thermostat and baro-
stat. Initial configurations for the liquid phase simulations were
created by placing 210 ion pairs in a 70 Å×70 Å×70 Å simula-
tion box using PACKMOL.38 A 21-step compression and relax-
ation scheme was then used to achieve a stable liquid density.39

Finally, the production run consisted of a 20 ns long simulation in
the NPT ensemble at 400 K and 1 atm using the same thermostat
and barostat as the solid phase simulation. Thermodynamic data
was output every 100 fs and trajectories output every 20 ps.

3 Results and Discussion

3.1 Thermodynamic Analysis

3.1.1 General Trends

In general, appending a fluorine onto a phenyl ring appended to
the cation of an ionic liquid increases the dipole moment of the
cation. This can be seen in Figure 2, which shows the electro-
static potential of one of the homologous series of cations with
variations in the fluorine position. Generally, this increase in the

Fig. 2 From left to right: electrostatic potential energy maps of cations
5 , 6 , 7 , and 8 . These correspond to the parent cation and the cations
with o, m, and p–linked fluorines, respectively. Common elstat range: 64
(red) to 373 (blue) kJ/mol.

dipole moment of the cation decreases the enthalpy of fusion sig-
nificantly and decreases the entropy of fusion modestly, resulting
in a decrease in the melting point. The effects observed upon sub-
stituting the fluorine in the specific ortho, meta or para positions
on the ring are more complex and specific to the homologous se-
ries. A summary of these results is given in Table 1. Note that the
melting points of parent compounds 1, 5, 9, and 10 were taken
from our earlier works.26,29 The dipole moments of compounds
1, 5 were also reported earlier,26 however the structures were re-
optimized using a different basis set and the dipole moments re-
calculated. In the sections that follow, results from quantum and
molecular dynamic calculations provide insights into the trends
observed below.

3.1.2 (Ph)3P-x-F-Ph+ Series 1-4

As a fluorine atom is substituted onto a single phenyl ring of the
cation of tetraphenylphosphonium bistriflimide (1) to give com-
pounds 2-4, the ∆H f us decreases for all three compounds. The
∆H f us decrease is most pronounced (40%) for 2, the ortho substi-
tuted compound, with the ∆H f us of the meta (3) and para (4) sub-
stituted compound decreasing 34% and 27% respectively. Simi-
larly, the ∆S f us also decreases for each compound in the same
pattern: 39% for the ortho substituted, 29% for the meta substi-
tuted and 21% for the para substituted cation. For each species,
the decrease in ∆H f us is subtly larger than the decrease in ∆S f us

resulting in a melting point decrease relative to the unsubstituted
salt. Because the decreases in the ∆H f us and ∆S f us for 2 nearly
offset each other, the melting point of 2 is just slightly lower than
that of 1. Similarly, the substantially larger decreases in ∆H f us

relative to ∆S f us in both 3 and 4 result in larger melting point
decreases for these salts relative to 1. In this simplest case, the
melting point changes inversely with the dipole moment of the
cation.

3.1.3 (x-F-Ph)3P- Ph+ Series 1,14-15

For species 14 and 15, the comparator is again 1. These salts
are similar to 2-4, however, rather than having one of the four
phenyl rings replaced with a meta or para-fluorophenyl, three of
the four rings have been replaced with the same fluorophenyl sub-
stituent, 14 being the tri(m-F-phenyl)phenylphosphonium and 15
being the tri(p-F-phenyl)phenylphosphonium. Note that tri(o-F-
phenyl)phenylphosphonium was not synthesized due to unavail-
ability of starting materials. For these two salts, the melting point
difference from 1 is enthalpically driven, interestingly, in oppo-
site directions. Compared to 1, the ∆H f us of 14 is 25% higher
and the ∆S f us is 19% higher, resulting in a melting point increase
of 18 ◦C. However, when 15 is compared to 1, the ∆H f us of 15 is
51% lower and the ∆S f us is 41% lower, resulting in a significant
melting point decrease of 67 ◦C. Of note is that unlike the previ-
ous species, the dipole moment of 14 is larger than both 1 and
15, even though it has a higher melting point. This is discussed
in further detail in the sections below.

3.1.4 (Ph)3P-p-POP-x-F+ Series 5-8

The next series of salts (5-8) demonstrates the effect of
substituting a fluorine atom on the outer phenyl ring of
the p-phenoxyphenyl (POP) substituent on a triphenyl-p-
phenoxyphenylphosphonium cation (5), again in the ortho (6),
meta (7) and para (8) positions of the ring. For this series, the
effects of the substitution on the ∆H f us and ∆S f us are more subtle,
although the melting point changes are equally significant. When
the fluorine atom is place in the ortho position (6), there is a 1%
increase in ∆H f us and a 3% decrease in ∆S f us (relative to 5). Even
though these effects are small, they both serve to increase the
melting point relative to 5, an increase in Tm of 17 ◦C. Conversely,
when the fluorine atom is place in the meta position (7) the ∆H f us

decreases by 13% and the ∆S f us decreases by 5%, resulting in an
enthalpy difference driven melting point decrease of 34 ◦C. For
this series, the para substituted species (8) was observed to un-
dergo a glass transition at 3 ◦C rather than a melt from an ordered
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crystal to the isotropic liquid, thus its enthalpy and entropy of fu-
sion cannot properly be compared with the other species. How-
ever, such a transition is indicative of the modification disrupting
order and structure frustrating solid phase packing.

Also note that when comparing cation 7 relative to 6 , which
are isomers, there is a 14% drop in ∆H f us and only a 1% drop
in ∆S f us. The net result of this seemingly minor change in flu-
orine position from the ortho to meta position is a 50 ◦C drop in
the melting point that is almost entirely enthalpy driven. In the
following sections we will use these two cations as our base com-
parison for understanding the molecular–level driving forces of
this large drop in melting point.

3.1.5 (Ph)2S-p-POP-x-F+ Series 9-13

This series is similar to the previous one in that it involves sub-
stituting a fluorine atom in the ortho (11), meta (12) or para
(13) position of the outer ring of a POP substituent on a cation,
in this case a sulfonium cation. The comparator for this series
is the unsubstituted diphenyl-p-phenoxyphenylsulfonium cation
(10) and the simplest peraryl species, triphenylsulfonium cation
(9) is shown for context, each of these being examined in a pre-
vious study. In this series both the ortho (12) and para (14) flu-
oro substituted species exhibit glass transitions at similarly low
temperatures, -21 ◦C and -16 ◦C, respectively, again indicative of
frustrating solid phase organization and packing. The meta (13)
substituted species exhibits a 15% decrease in ∆H f us and a 13%
decrease in ∆S f us, resulting in an 8 ◦C decrease in melting point.

3.1.6 1-Me-3-x-F-Benzyl IM Series 16-19

Although this work was prompted by insights developed from
studying the thermally robust phosphonium and sulfonium ana-
logues above, a broader understanding of the effect of polarity
and dipole moments on the thermodynamic properties of ionic
liquids invites investigation of a more diverse set of compounds.
To that end the following methyl benzyl imidazolium bistriflim-
ide salts were also examined. Here the parent salt is 1-methyl-3-
benzylimidazolium bistriflimide (16), with 17-19 being the or-
tho, meta or para fluorobenzyl substituted analogues, respec-
tively. Unfortunately, three of the salts (16-18), exhibit a glass
transition rather than a melting point, making systematic thermo-
dynamic analysis of the thermodynamics of fusion of the species
impossible. However, as noted earlier, several previous studies
have shown that molecules capable of forming strong directional
interactions increases their tendency to form glassy states, effec-
tively interfering with the molecules ability to sample local min-
ima necessary for crystallization. We believe that the protons on
the imidazolium ring are sufficiently strong to interfere with crys-
tallization in a similar manner as described in those earlier stud-
ies.

3.1.7 N,N-Dimethyl-4-(x-F-phenyl)piperidinum Series 20-23

Although analysis of the imidiazolium series above proved in-
tractable due to observation of glass transitions rather than crystal
to isotropic liquid transitions, analysis of the piperidinum series
proved more instructive. Here the parent salt is N,N-dimethyl-
4-phenylpiperidinium bistriflimide (20) and the substituted ana-
logues (21-23) have a fluorine atom in the ortho, meta or para

positions of the phenyl ring, respectively. In this series, the largest
change in melting point is observed for the ortho substituted salt
(21) which, when compared to 20, has a melting point that is
28 ◦C lower driven by a ∆H f us that is 20% lower than that of 20,
overcoming the smaller decrease in ∆S f us of only 15%. Although
23 has a similar melting point decrease relative to 20 (25 ◦C
lower) it is driven by smaller decreases in ∆H f us and ∆S f us, 10%
and 3% respectively. The meta-fluoro substituted species (22) has
a similar decrease in ∆S f us (3% relative to 20) as that of 23, how-
ever, it exhibits a smaller decrease in ∆H f us (8% relative to 20),
resulting in a smaller melting point decrease of only 18 ◦C.

3.2 Effect of the Dipole Moment

All of the cations in Table 1 with a parent cation that did not form
a glass were analyzed and the results given in Figure 3. In this

Fig. 3 The relation between the change in the dipole moments ∆µ of
the cations and the change in the melting point ∆Tm for selected cations
in Table 1. The change is calculated as the value of the selected cation
minus the value of the corresponding parent cation.

figure, the differences indicate the values of the fluorinated com-
pound relative to that of the corresponding parent compound.
In general, the figure shows that increasing the dipole moment
of the cation leads to a drop in the melting point. Eight of the
eleven compounds with data allowing for comparison showed a
significant drop. The exceptions in this figure will addressed in a
later section.

3.3 MD Simulations: A Comparison of Compounds 6 and 7

Cations 6 and 7 showed one of the largest differences in melt-
ing point among all of the isomers; a difference of over 50 ◦C.
Interestingly, this large drop in melting point occurs from a seem-
ingly minor change in the fluorine atom from the ortho to the
meta position. In the next sections we compare these two com-
pounds using insights gained from molecular dynamics simula-
tions.
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Table 1 Melting points, enthalpies and entropies of fusion of the salts. Uncertainties given are the standard
deviation of the mean.

Cation Dipole Tm Tm ±uc ∆H f us ±uc ∆S f us ±uc
# Moment ( ◦C) (K) (kJ mol−1) (J mol−1 K−1)

(D)
1 PPh+

4 0 135.0c 408.2 ±0.1 32.3 ±0.1 79.2 ±0.3
2 P(Ph)3-o-F-Ph+ 1.60 128.5 401.7 ±0.3 19.3 ±0.1 48.1 ±0.2
3 P(Ph)3-m-F-Ph+ 2.79 107.1 380.3 ±0.2 21.4 ±0.9 56.0 ±0.2
4 P(Ph)3-p-F-Ph+ 2.98 108.5 381.7 ±0.1 23.7 ±0.2 62.2 ±0.4

5 P(Ph)3-p-POP+ 5.09 102.1c 375.3 ±0.2 33.8 ±0.3 90.1 ±0.8
6 P(Ph)3-Ph-p-(o-F-POP)+ 5.54 118.7 391.9 ±0.5 34.1 ±0.5 87.0 ±1.5
7 P(Ph)3-Ph-p-(m-F-POP)+ 7.25 68.2 341.3 ±0.2 29.3 ±0.6 85.9 ±1.8
8 P(Ph)3-Ph-p-(p-F-POP)+ 7.90 3.0∗ 276.1 ±0.5 – – – –

9 SPh+
3 0.27 92.4d 365.7 ±0.1 34.3 ±0.1 93.5 ±0.4

10 SPh2-p-POP+ 6.00 62.7d 335.9 ±0.5 18.1 ±0.2 53.8 ±0.6
11 Ph2S-p-(o-F-POP)+ 6.30 -21.4∗ 251.7 ±1.3 – – – –
12 Ph2S-p-(m-F-POP)+ 8.38 54.6 327.7 ±0.8 15.4 ±0.9 47 ±3
13 Ph2S-p-(p-F-POP)+ 9.23 -16.3∗ 256.9 ±0.2 – – – –

14 P(m-F-Ph)3Ph+ 3.57 152.8 426.0 ±0.2 40.3 ±0.3 94.5 ±0.8
15 P(p-F-Ph)3Ph+ 2.88 67.7 340.8 ±1.0 15.9 ±0.6 47 ±2

16 MBzIM+ 6.14 -55.2∗ 218.0 ±0.1 – – – –
17 M-o-F-BzIM+ 6.58 -58.8∗ 214.3 ±0.1 – – – –
18 M-m-F-BzIM+ 8.56 -60.8∗ 212.3 ±0.2 – – – –
19 M-p-F-BzIM+ 9.31 47.7 320.8 ±0.1 31.1 ±0.1 96.8 ±0.3

20 DM-4-Ph-PIP+ 10.06 137.1 410.2 ±0.1 31.3 ±0.1 76.2 ±0.1
21 DM-4-(o-F-Ph)-PIP+ 9.40 109.3 382.4 ±0.2 24.9 ±0.1 65.0 ±0.3
22 DM-4-(m-F-Ph)-PIP+ 12.27 118.8 392.0 ±1.0 28.9 ±0.5 73.7 ±1.2
23 DM-4-(p-F-Ph)-PIP+ 13.73 112.0 385.2 ±0.1 28.4 ±0.2 73.6 ±0.5
* glass transition from amorphous solid to the isotropic liquid.
c taken from earlier work. 26

d taken from earlier work. 29
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3.3.1 Thermodynamics

Simulations were performed for both the crystalline and liquid
states of 6 and 7 at 400 K and 1 atm. The calculated enthalpies
of fusion are given in Table 2 along with the thermodynamic
properties obtained from DSC experiments. The bottom row of
Table 2 shows the difference in each quantity between 6 and 7 .
The calculated difference in the enthalpies of fusion (∆∆H f us) is -
4.9 kJ/mol, which nearly matches the experimentally determined
value of -4.8 kJ/mol. As noted earlier, the DSC measurements
that corresponded to a 50 ◦C drop in melting point between these
two compounds was almost entirely driven by changes in ∆H f us.
Since this effect is accurately captured by the simulations, we now
focus on understanding what changes in the molecular behaviour
underly this drop in enthalpy.

The change in enthalpy ∆H can be further broken down into
changes in energy ∆U and changes in the pressure-volume term
p∆V . The changes in the energy can be further broken down into
changes in pairwise interaction energies ∆Upair and changes in
molecular energies ∆Umol (e.g. bonds, angles, dihedrals, improp-
ers). The primary contribution to ∆H however, are the changes in
the former, ∆Upair. ∆Upair can be further broken down into con-
tributions between the cation-cation, cation-anion, anion-anion,
and even between specified groups of atoms within these ions.
This breakdown is given in Table 3. At the far right of Table 3, the
overall drop in the enthalpy (-4.9 kJ/mol) is shown to roughly
match the change in pairwise interaction energy of -6.7 kJ/mol.
Moving left, the primary cause of this drop is shown to be a drop
of -9.6 kJ/mol in the anion–cation (ANI–CAT) interaction energy.
Continuing left, this drop in anion–cation energy is mostly a result
of a drop in the anion-triphenylphosphonium (ANI-TRI) energy as
opposed to the anion-phenoxyfluorophenyl (ANI-POP) energy. In
a recent study it was shown that substitution of phenyl groups for
hexyl groups in quaternary phosphonium cations significantly de-
creases hydrogen bonding through a reduction in conformational
flexibility.40 Thus, it seems reasonable to expect that in our case
the primary drop in anion–cation energy comes from the more nu-
merous and exposed phenyl groups of the phosphonium core as
opposed to the phenoxyfluorophenyl appendage. At the far left,
the anion-triphenylphosphonium energy is further broken down
at the atomic scale and found to be mostly a result of changes in
the anion’s interaction with the meta and para hydrogens of the
triphenylphosphonium core, ANI–H3 and ANI–H4, respectively.
Thus the primary cause of the drop in enthalpy, and hence the
drop in melting point, is a change in the interaction energy be-
tween the anions and the distal hydrogens of the triphenylphos-
phonium core. Note that these interactions, on their own, are
largely favourable. In the next section we examine the change in
structure that accompanies these energetic changes.

3.3.2 IL Structure

Site–site radial distribution functions, g(r), were constructed be-
tween the oxygen atoms of bistriflimide and the para –oriented
hydrogen atoms of the triphenylphosphonium core (see Figure
4). These functions give the probability of finding the two atoms
a distance r from one another, relative to that of a completely ran-
dom distribution at an equivalent density. Figure 4 shows g(r) of

(a)

(b)

Fig. 4 Site-Site distribution functions between the para –linked hydro-
gens, H4, of the triphenylphosphonium core and the oxygen atoms of
bistriflimide for (a) 6 and (b) 7 .
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Table 2 Calculated enthalpies of fusion obtained from MD alongside thermodynamic properties obtained from DSC.

Compound HS HL ∆H f us ∆Hexp
f us ∆Sexp

f us T exp
m

(kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) (J/mol-K) (K)
6 736.4 942.8 206.4 34.1 87.0 391.9
7 530.1 731.6 201.5 29.3 85.9 341.3

6 −→ 7 -206.3 -211.2 -4.9 -4.8 -1.1 -50.6

Table 3 Breakdown of the calculated changes in the thermodynamic properties, given in kJ/mol, between 6 and 7 . Abbreviations refer to the (ANI)
anion, (CAT) cation, (TRI) triphenylphosphonium core, (POP) the phenoxyphenyl appendage, and (TOT) the total. Numbering of the atoms in the
triphenylphonium core are given in the insets of Figure 4.

Finest Very-Fine Fine Coarse Coarsest
Type ∆∆Upair Type ∆∆Upair Type ∆∆Upair Type ∆∆Upair Type ∆∆H f us

CAT-CAT -2.5 CAT-CAT -2.5 CAT-CAT -2.5

TOT -6.7 TOT -4.9

ANI-P -1.3

ANI-TRI -15.1
ANI-CAT -9.6

ANI-C1 -2.1
ANI-C2 0.0
ANI-H2 2.1
ANI-C3 4.6
ANI-H3 -9.2
ANI-C4 -0.4
ANI-H4 -8.8

ANI-POP 5.4 ANI-POP 5.4
ANI-ANI 5.4 ANI-ANI 5.4 ANI-ANI 5.4

both the crystalline and liquid states for (top) 6 and (bottom) 7 .
Each function has a first peak at 2.5 Å corresponding to the near
contact of the oxygens with the para –oriented hydrogens. The
g(r) of the liquid state for both compounds (solid red lines) are
nearly indistinguishable. Interestingly, the major difference be-
tween these two compounds lies in the crystalline state. IL 6 has
a crystal structure that is remarkably similar to its liquid state. On
melting, there is a slight weakening of the first two peaks as ex-
pected. The g(r) of the crystal state for compound 7 , conversely,
has a very weak first peak, indicating a lack of oxygen near the
para –oriented hydrogens in this state. Upon melting, there is a
substantial strengthening of the peak, indicating increased con-
tacts between these two atom types. Since these interactions are
strong and favourable this would significantly decrease ∆Upair,
which would lower ∆H f us, and ultimately lower the melting point.

From Figure 4 it is apparent that the major difference between
6 and 7 lies in their crystal structures and specifically, the lack of
oxygen to para –oriented hydrogen contacts in the latter. In the
next section we take a closer look at these structures to determine
how this relates to the significant difference in ∆H f us between
these two compounds.

3.3.3 Crystal Structure

The (001) face of the orthorhombic 6 crystal is shown in Figure
5(a). All of the cations and anions in this figure are shown as blue
and red lines, respectively. Since it was determined in the above
sections that the most influential change in the system occurs
between the anions and the distal hydrogen atoms of the triph-
enylphosphonium core, the figure also highlights one of the cen-
tral cations along with all of the anions coordinated with the core.

Figure 5(c) displays a closeup of these highlighted molecules and
has a total of seven anions that are in coordination.

The (001) face of the monoclinic 7 crystal is shown in Figure
5(c). The cations and anions in this figure are colored as in
the previous figure. Here it is evident that the anions form into
distinct linear domains perpendicular to the (001) face. Again,
one of the cations within the lattice has been highlighted along
with anions and one of the neighbouring cations that are coordi-
nated with the triphenylphosphonium core. Figure 5(d) displays
a closeup of these highlighted molecules and shows only six co-
ordinated anions, as opposed to the seven seen for the other salt.
Furthermore, one of the core phenyl groups is obstructed by a
neighbouring cation, preventing anion coordination at that site.
This difference in the numbers of cations is also reflected in the
pair distribution functions of the solid states, dashed lines in Fig-
ure 4. Cation 6 , which has one more coordinated anion than 7 in
the crystalline state, has a significantly higher first peak around
3 Å. This strongly suggests that the partial blocking of one of the
phenyl groups in the core of the 7 by a neighbouring cation in
the cationic domain raises the free energy of the crystalline state.
Upon melting, the phenyl group becomes unobstructed, provid-
ing access to an additional anion for coordination This leads to
a favourable energetic change and a lower ∆H f us for 7 compared
with 6 , which would drive down the melting point. Cation 6 ,
conversely, already has seven coordinated anions and upon melt-
ing it gains no additional anions for coordination with the phenyl
groups of the cation core.

Figure 5(e) shows selected molecules in the cationic domain of
the 7 crystal. Some of the cations associate into chains directed
perpendicular to the face of Figure 5(c). Specifically the fluo-
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(a) (b)

(c) (d)

(e)

Fig. 5 Crystalline structures of (a) 6 and (c) 7 highlighting a single cation
with anions near the triphenylphosphonium base. Cations are shown as
blue lines and anions as red lines. Closeup views of (b) the highlighted
cation in (a) with seven anions in proximity to the triphenylphosphonium
core and (d) the highlighted cation in (c) with only six anions and an-
other cation in proximity to the triphenylphosphonium core. (e) A chain of
phenoxyfluorophenyl present in the crystal of 7 .

rine atoms of each cation, representing the most negative site of
the cation, are in near contact with the phosphonium atoms, rep-
resenting the most positive site of the cation, of a neighbouring
cation. The line between these two atoms in the same cation
roughly corresponds to the dipole moment of the cation, and Fig-
ure 5(e) shows near alignment end–on–end of these neighbour-
ing cations. This provides visual evidence that a strong dipole
moment can lead directly to cationic clustering in the crystalline
structure.

3.4 Additional Crystal Structures
Two additional crystal structures, those of cation 4 and 5 were
obtained from single crystal X-ray diffraction. Unfortunately, we
were unsuccessful in growing crystals of additional isomers of
these compounds, which would have been useful for a direct en-
ergetic comparison. Nonetheless, we now analyze the arrange-
ments of the cations and anions in these structures to provide any
base of similarity with the compounds described in detail above.

The crystal structure of cation 4 had a fixed position of the
backbone atoms but with a four–fold disorder of fluorine among
each of the phenyl rings. One of these possibilities is displayed
in Figure 6. Similar to cation 7 there is a crystallographic plane

(a) (b)

(c)

Fig. 6 The crystalline structure of 4 highlighting a single cation with an-
ions near the triphenylphosphonium base. Cations are shown as blue
lines and anions as red lines. (b) Closeup view of the highlighted cation
with anions and another cation in proximity to the triphenylphosphonium
core. (c) A chain of phenoxyphenyl present in the crystal of 4 .

that shows a clear separation of the cations and anions, blue
and red in Figure 6(a), respectively. Notice the linear domains
of each, visible horizontally in the figure, but also present per-
pendicular to the plane of the page. Naturally, this means that
the cations are in close contact with other anions. Figure 6(b)
shows a closeup of one such cation with the neighbouring cations
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and anions highlighted. As with compound 7 shown earlier, this
structure also has sides of the triphenylphosphonium core that are
obstructed by neighbouring cations. Figure 6(c) shows a chain
of neighbouring cations that extends throughout the crystalline
structures. Here, the fluorophenyl group of each cation is nes-
tled in the triphenylphosphonium core of a neighbouring cation.
Thus the dipole moment created by the position of the fluorine
atom on the phenyl group induces a dipole orientation between
neighbouring cations. We again note that the single crystal x-
ray structure showed four–fold disorder in the directionality of
the fluorine atom however, two of those possible directions leave
the fluorine nestled in the triphenylphosphonium core of a neigh-
bouring cation. We presume that beyond the formation of these
linear domains, this compound is likely to form zig–zag patterns
throughout the structure that preserve the cation–cation direc-
tionality of the dipole moments.

The crystal structure of cation 5 is displayed in Figure 7(a).
This crystal also has a crystallographic plane providing an un-

(a) (b)

(c)

Fig. 7 The crystalline structure of 5 highlighting a single cation with an-
ions near the triphenylphosphonium base. Cations are shown as blue
lines and anions as red lines. (b) Closeup view of the highlighted cation
with anions and another cation in proximity to the triphenylphosphonium
core. (c) A chain of phenoxyphenyl present in the crystal of 5 . Suc-
cessive cations have been given a different color scheme to distinguish
individual cations.

obstructed view of the clear separation of anion and cation do-
mains, similar to that of Figures 5(c) and 6(a). Figure 7(b,c)
shows that this cation forms extended domains of cations, having
the phenoxyphenyl group nestled in the triphenylphosphonium
core of neighbouring cations. In doing so, anions are partially
blocked from favourable interactions with the triphenylphospho-
nium core. It is presumed that, like 7 discussed above, the melting
of this crystal allows for recovery of these favourable interactions,
leading to a larger overall drop in ∆H f us. Together, this would
serve to lower the melting point.

3.5 Exceptions to the Rule
The plot of the change in the dipole moment versus the change
in the melting point (Figure 3) showed that there is a general de-
crease in the melting point with increased dipole moment. There
are however, three exceptions to this rule: cations 6 , 21 , and
14 , which are now discussed in more detail. The behaviour of
cation 6 was discussed above, however we note again that al-
though the dipole moment of this cation is greater than that of
the parent cation, 5 , the fluorine atom at the ortho position of
the phenoxyphenyl group is tucked away. Thus cation 6 cannot
form extended dipole-dipole oriented chains as readily as cations
4 and 7 discussed in detail above. Therefore, it is believed that the
dipole-dipole interaction is not sufficient for 6 to induce crystal-
lization in a cation/anion separated state, like many of the others
shown above. It is presumed to crystallize in a similar state as the
parent compound.

Similar to cation 6 , cation 21 also has a tucked electronega-
tive atom at the ortho position, however without the bulky triph-
enylphosphonium core, this position is significantly more ex-
posed. Cation 21 , in fact, has a lower melting point than its
parent compound, however its dipole moment is lower than this
comparator. The electronegative fluorine’s positioning near the
positive imidazolium ring causes a slight reduction in the overall
dipole moment.

Cation 14 is also an exception to the general trend of decreased
melting point with increased dipole moment. This cation is quite
different from the others in that each of its three fluorophenyl are
free to rotate. Because the fluorine atoms are at the meta position
a concerted rotation of the phenyl groups will either draw the
electronegative atoms closer to or further from the core. Since
these three groups are free to rotate independently and there is
little to no correlation between their orientations, the net effect
is a fluctuating dipole moment. These fluctuations are likely to
preclude the formation of cation chains like those shown earlier.
We presume that the quantum–based calculations, which finds
relevant configurations of the cation in a conductor–like environ-
ment, may overestimate this compound’s dipole moment. Note
that this does not occur for cation 15 , which shows a near 70 ◦C
drop in melting point relative to the parent compound. With flu-
orines in the para position, a rotation of the fluorophenyl group
will not move the electronegative atoms relative to the phospho-
nium core. Thus this cation has a fixed dipole moment, one that
could potentially align with neighbouring cations, producing a
drop in the melting point as discussed above.

4 Conclusions
We performed a systematic study examining the effect on the ther-
modynamic properties of a modified distribution of the electro-
static potential in a set of ionic liquid cations. ILs based on four
different cation classes paired with bistriflimide were synthesized.
In each case either a single or multiple hydrogens at specific loca-
tions in the parent compound were replaced with fluorine atoms.
This changes the distribution of the electrostatic potential of the
cation, and the cation’s dipole moment as shown by quantum
calculations, while minimally affecting the cation sterics. DSC
measurements of these compounds showed that, in general, an

10 | 1–12Journal Name, [year], [vol.],

Page 10 of 12Physical Chemistry Chemical Physics



increase in the dipole moment of the cation lowers the melting
point of these compounds when compared with that of the par-
ent compound.

Collectively, the foregoing data show that the addition of
strong, directional interactions in IL cations can drive down
the melting point, in agreement with earlier observations for
imidazolium-based ILs. We show that this primarily occurs by
increasing the free energy of the crystalline state. Strong direc-
tional interactions force the cations and anions to arrange into
separate domains in the crystal state, a finding that we believe to
be of fundamental importance in understanding the relationship
between salt melting points and cations structures in ionic liquids
in particular, and likely molecular salts in general. If, however,
the directional interactions are too strong the compounds were
found to form glasses. Finally, we note that the ability of the
cation to obstruct favourable cation–anion contacts through the
formation of cation chains appears crucial to this behaviour. Fu-
ture studies will explore the limits of this principle when applied
to different classes of IL anions.
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