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Introducing Randomization Tests via an Evaluation of Peer-Led 
Team Learning in Undergraduate Chemistry Courses
Vanessa R. Ralph and Scott E. Lewis*
Department of Chemistry, University of South Florida

The methodological limitations education researchers face in the evaluation of reformed 
instruction have led to debates as to the evidence advancing evidence-based practices. To 
conduct more effective research, methodological pluralism in the evaluation of educational 
reforms can be used to complement the strengths and limitations of a corpus of literature 
informing the impact of an evidence-based practice. This study seeks to introduce randomization 
tests, a nonparametric statistical analysis incorporating a random-assignment component that can 
be applied to a single-subject (N = 1) research design, as a methodology to be counted amongst 
evaluations of instructional reforms. To demonstrate the utility of this approach, an evaluation of 
peer-led team learning (PLTL) for classes of second-semester general chemistry spanning 7 
semesters was conducted using randomization tests. The design contributes novel understandings 
of PLTL including differences in effectiveness across instructors, trends in effectiveness over 
time, and a perspective as to the appropriateness of assumptions concerning statistical 
independence when applied to educational settings. At the research setting, four instructors (each 
constituting an individual case) alternated implementing lecture-based instruction and PLTL by 
term. Across these four instructors, the treatment effects of peer-led team learning when 
compared to lecture-based instruction ranged in impact (from d = 0.233 to 2.09). For two 
instructors, PLTL provided a means by which to significantly reduce the differential 
performances observed of students with variable preparations in mathematics, thereby advancing 
the equitability of their courses. Implications of this work include the incorporation of single-
subject research designs in establishing evidence-based instructional practices, the effectiveness 
of PLTL as interpreted in a methodologically pluralistic context of the research literature, and 
enacting measurements of equity when gauging the success of instructional reforms in science. 
Further, this introduction to randomization tests offers another methodology for the evaluation of 
instructional reforms more widely applicable in educational settings with smaller sample sizes 
(e.g., reforms conducted within a single classroom or upper-level courses with small class sizes).
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Introduction 
Literature concerning attrition in first year science, technology, engineering, and 

mathematics (STEM) courses, call for instructional reforms that progress from the passive 
transmission of knowledge to more active and collaborative classroom environments (Daempfle, 
2003; Seymour, 1995; Watkins and Mazur, 2013). One such reform involves the promotion of 
cooperative learning —any instructional technique wherein small groups of students work to 
achieve a common goal — where evidence supports enhancements in academic achievement 
(Johnson and Johnson, 1999; Springer et al., 1999), and greater equity evidenced by the retention 
of students belonging to underrepresented minority (URM) groups as described by the National 
Science Foundation (Berry, 1991; Springer et al., 1999). As with any reform, however, 
challenges have arisen in evaluating the impact of cooperative learning raising concerns on the 
robustness of the evidence-base (Michael, 2006). As Michael posits, while active learning often 
concerns what students do in these courses, it is the teacher that fosters the environment and 
exploring what teachers do in implementing reforms is woefully underexplored. As the use of 
evidence-based instructional practices has been mandated by federal legislation (Results for 
America, 2018; U.S. Department of Education, 2017), these concerns could hinder the 
convergence of viewpoints among practitioners, researchers, and policy makers.

A Shift in the “Gold Standard”
The original gold standard, randomized control trials, wherein students are randomly 

assigned to one of two instructional conditions for comparison, can be helpful in evaluating 
large-scale efficacy or replication studies of a well-developed intervention (Christ, 2014). 
Random assignment is thought to reduce alternative explanations as to the effect of a reform that 
may be explained by student-level differences in incoming preparation but requires large sample 
sizes spanning multiple sites with similar implementations in the interest of establishing 
generalizability. Random assignment within authentic educational settings is often challenging 
owing to the common practice of self-directed student enrollment in courses (Christ, 2014; 
Torgerson and Torgerson, 2001). 

A recent shift has been made in what is considered “gold standard” educational research, 
replacing randomized control trials with research designs enacting a variety of complementary 
methodologies to identify, measure, and explain treatment effects (Johnson and Onwuegbuzie, 
2004; Phillips, 2006; Lawrenz and Huffman, 2006; Thomas, 2016). In line with this progression 
toward methodological pluralism, quasi-experimental studies have sought to account for student-
level differences in incoming preparation by matching groups of students on a measure thought 
to be explanative of these differences (e.g., precollege math test scores, final exams scores for 
prerequisite courses) or using these measures as covariates in statistical models to control for 
their impact (Torgerson and Torgerson, 2001). These research designs, while more easily 
implemented in an educational setting, are still encumbered with considerable instructor-level 
differences, such as differences in implementation, times of day, classroom resources, attrition 
rates (Ginsburg and Smith, 2016; Torgerson and Torgerson, 2001), Hawthorne effects related to 
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effectiveness over time (Diaper, 1990; Harris, 2002), and contamination effects related to 
students sharing course materials with one another (Donaldson et al., 2009; Sullivan, 2011) 
which could serve as additional explanations for observed outcome differences. 
Beyond instructor-level differences and trends in effectiveness over time, the statistical tests used 
to analyze data collected of these designs adhere to assumptions that may be tenuous in an 
educational setting: 1) data are obtained via random sampling from a well-defined population, 2) 
observations are independent, and 3) measurements of interest have a normal distribution. The 
second assumption becomes even less tenable in STEM courses where advancements in 
instructional reforms often promote cooperative learning and the impact that one student’s 
learning experience has on another is heightened (Dugard, 2014). Further, these tests require 
sufficient sample sizes to detect meaningful differences between student groups that could pose 
additional challenges when applied to educational settings representative of smaller class sizes. 

To demonstrate the utility of randomization tests in complementing works seeking to 
establish evidence-based practices for the instruction of science, the impact of peer-led team 
learning (PLTL) on students’ academic performance will be examined as one form of 
cooperative learning shown to increase student learning and improve retention in STEM majors 
(Amaral and Vala, 2009; Lewis, 2011). PLTL can be described as a learning structure involving 
undergraduate students who 1) were previously successful with the course and 2) are trained to 
facilitate small-group learning for a new cohort of students (Gosser et al., 2005; Streitwieser and 
Light, 2010). PLTL is thought to be effective owing to the student-to-student interactions and 
collaborative environment towards mastering the course material via problem-solving (Pazos et 
al., 2010). Thus, randomization tests will be used to examine the extent PLTL promoted mastery 
of the course material. Previous evaluations of PLTL in science courses posit improvements in 
student performance (Tien et al., 2002; Lyle and Robinson, 2003; Wamser, 2006; Hockings et 
al., 2008; Shields et al., 2012; Snyder et al., 2016), and equity from the perspective of student 
retention (Lewis, 2011; Tien et al., 2002; Lyle and Robinson, 2003; Wamser, 2006; Hockings et 
al., 2008; Snyder et al., 2016; Mitchell et al., 2012). Using a novel methodology, this study seeks 
to advance the methodological pluralism observed in the research literature concerning 
evaluations of PLTL as an instructional reform in comparison to the reference (didactic or 
lecture-based) instructional pedagogy. 

Objectives of this Study
In the interest of advancing this shift toward methodological pluralism as a gold standard for 

evaluating STEM educational reforms, this study seeks to present randomization tests as an 
underutilized, quantitative methodology that 1) complements non- and quasi-experimental 
research designs, 2) is not beholden to parametric statistical assumptions and sample sizes, and 
3) addresses the instructor-level differences that could threaten the internal validity of evidence 
collected in an evaluation of an instructional reform. The work was guided by two research 
objectives:
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1. Introduce the STEM education community to an alternative, experimental and 
randomized methodology that could prove a helpful complement to other research 
designs establishing evidence-based instructional reforms.

2. Enact randomization tests in an evaluation of the impact of peer-led team learning on the 
effectiveness of chemistry instructors toward promoting improved and more equitable 
academic achievements amongst students in second-semester general chemistry courses.

Introducing Randomization Tests
A Shift in Randomization

Applied in an educational setting, randomized control trials involve the random 
assignment of students to a reference (control) or reformed instructional practice and require 
uniform, multisite implementation to promote generalizability (Sullivan, 2011). Alternatively, 
randomization tests investigate the impact of a reform enacted on a single case (e.g., a small 
group of, or individual, instructors/students/schools) serving as its own control and randomly 
assigned to reforms during distinct phases of the study (Dugard, 2014; Ferron and Levin, 2014). 
In the context of educational research, single-case research designs have been used to evaluate 
and establish evidence-based practices in the behavioral sciences (Ferron and Levin, 2014), and 
special education (Horner et al., 2005).

To illustrate the differences in these approaches to randomization, consider a research 
study that evaluates an instructional reform by comparing academic outcomes of students taught 
by two science teachers using either a reference (control) or reformed instructional pedagogy 
(see left tile of Figure 1). 

Figure 1. Illustration of the differences between two methodologies that enact randomization in the assignment of 
students (randomized control trial) versus the assignment of pedagogy over a period of time (randomization tests).

In a randomized control trial, students would be randomly assigned to one of the two 
science teachers, each enacting a different pedagogy. The data compared could consist of 
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students’ academic performance (test scores), attrition rates, differentials observed between 
groups of interest, changes in affect, and observational data concerning students’ participation or 
engagement. Using this approach, differences in student performance attributable to differences 
in incoming preparation are assumed non-existent owing to the random assignment to groups. As 
is the case with any research design, the approach has its limitations. Instructor-level differences, 
trends in effectiveness over time within an instructor (relating to gains in experience 
implementing the reform), and the assumption of statistical independence as applied to an 
educational setting could pose threats to the internal validity of the evidence acquired resulting in 
limited or distorted detections of differences between student groups.

Randomized control trials are also limited by way of sample-size. To enact an 
independent-samples t-test comparing mean academic performances for students participating in 
either the reference or reformed instructional pedagogy, each group would (at minimum) require 
50 students for sufficient statistical power ( ) to detect statistically significant differences 𝜋 =  0.8
( ) of a medium effect size or  (Cohen, 1988). This sample-size requirement 𝛼 = 0.05 𝑑 = 0.5
limits the educational settings where this methodology is applicable, potentially removing 
settings with smaller class sizes — such as smaller institutions, upper-level STEM courses are 
commonly offered as a solitary section each semester attended by fewer than 50 students, or 
specialized courses such as teacher trainings — from consideration in evaluations of instructional 
reform.

Restructuring the study to a randomization tests design, these two science teachers could 
enact either the reference or reformed instructional pedagogy at the beginning of the school year 
and randomly select starting points to toggle to the alternative pedagogy for their respective 
students (see right tile of Figure 1). Using repeated student-level measures related to academic 
performance, differential performances amongst groups of interest, attrition rates, affect, or 
observational data, comparisons of the data collected before and after a change in pedagogy can 
be conducted using randomization tests (see Figure 2).
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Figure 2. Graphical representation of hypothetical data used in randomization tests design for students of two 
instructors.

Differences in student performance can then be compared within each group of students 
and between phases of the instructional pedagogy applied (reference or reformed). For example, 
consider instructor 1 in the randomization tests approach. This instructor implemented the 
reference pedagogy at the start of the semester and toggled to the reformed pedagogy at the 
fourth measure (fourth test, observation, survey collected, etc.). The differences in student 
performance for phase A (measures 1-3) and B (measures 4-7) represents the signal denoting the 
efficacy of the reform pedagogy. To place this signal in context, all possible arrangements of 
when the reform could be implemented are compiled. For example, hypothetically the reform 
could have taken place after the second measure and the data for measures 1 through 2 would be 
compared to 3 through 7. The number of hypothetical arrangements that meet or exceed the 
observed signal informs the probability that the change in student performance is significant 
(details to be discussed). This allows for the performance of each instructor’s students to serve as 
its own control in estimating the impacts of the reference and reformed instructional pedagogies 
and can be enacted in any educational setting regardless of sample size.

In this approach, differences in academic performance are not likely the result of student-
, instructor-, or institutional-level differences (as these variables are held constant) and does not 
rely on a theoretical distribution of data adherent to assumptions tenuous in an educational 
setting (e.g., randomly sampled, independent, normally distributed). Thus, randomization tests 
provide a means to quantify the effect of an instructional reform and address some of the 
challenges in enacting a randomized test control in an educational setting. The design does 
involve a trade-off in generalizability in favor of reliability, as these data are specific to a group 
of students taught by a single instructor at a particular educational setting. Even so, 
randomization tests represent an underutilized methodology in education research that can serve 
as a strong complement to prevalent research designs.
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How Randomization Tests Work
A hypothetical example is detailed to describe how to enact a randomization test. 

Consider a researcher designs a single-subject research study concerning whether the number of 
questions posed to students by a science instructor changes following the enactment of a 
different instructional pedagogy during the course of an academic year. The reform is 
hypothesized to increase the number of questions an instructor poses to students. An observer 
counts the number of content-related questions asked by the instructor in each of 20, randomly 
selected lessons before and after the implementation of the instructional reform (see Table 1).

Table 1. The number of questions posited by an instructor to students, observed over 20 lessons with at least 4 
observations per phase (possible starting points highlighted).

Lesson 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

# Questions 
Asked

5 6 6 5 4 14 12 12 15 14 14 15 17 20 16 17 15 22 18 11

Actual Reference Reform

Potential 13 Potential Starting Points

As upward trends in the baseline can introduce threats to the internal reliability of the data 
collected in a single-case research design, the researcher evaluates trends in the data as it is 
collected. Having observed no upward trends in the data after the 4th lesson, the researcher 
determines the baseline stable. Using this information, the researcher determines each phase of 
the study (Reference and Reform) should have a minimum of 4 lessons to enact a similar 
evaluation of trend and within-phase stability. Given 20 lessons observed and a minimum of 4 
lessons for each phase, 13 potential starting points for the intervention are determined with the 
reform possibly starting anytime from the 5th lesson through the 17th lesson (see the final row in 
Table 1). Randomly selected, the enactment of the reformed instructional pedagogy began with 
the 6th lesson (see the second row in Table 1). 

This design is known as an “AB” design wherein phase A constitutes the reference, and 
phase B the reformed, instructional pedagogy. Reversal designs (e.g., ABA, ABAB, and so on) 
can also be implemented to investigate whether the effect of the intervention can be 
demonstrated multiple times in cases where the reform can be meaningfully removed from the 
setting.

For the 13 lessons in which the intervention could have begun, the absolute value of 
mean differences for each phase (or ) is calculated (see Table 2). |𝑋𝐵 ― 𝑋𝐴|
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Table 2. Absolute values of differences in the mean number of questions asked in each lesson (actual starting point 
in blue).

Starting Point 1𝑋𝐵 2𝑋𝐴 |𝑋𝐵 ― 𝑋𝐴|
Lesson 5 15.06 5.50 9.56
Lesson 6 15.80 5.20 10.60
Lesson 7 15.93 6.67 9.26
Lesson 8 15.85 8.14 7.70
Lesson 9 16.17 8.63 7.54
Lesson 10 16.27 9.33 6.94
Lesson 11 16.50 9.80 6.70
Lesson 12 16.78 10.18 6.60
Lesson 13 17.00 10.58 6.42
Lesson 14 17.00 11.08 5.92
Lesson 15 16.50 11.71 4.79
Lesson 16 16.60 12.00 4.60
Lesson 17 16.50 12.31 4.19

1 Mean number of questions asked in phase B.
2 Mean number of questions asked in phase A.

These values can serve to describe the likelihood that a random starting point generates a 
difference between phases  that is larger than or equal to the difference in the sixth |𝑋𝐵 ― 𝑋𝐴|
lesson, when the intervention was enacted.

This probability that the effect of the intervention is attributable to chance, analogous to 
p, the conventional measure of statistical significance, is equal to the number of values for 

 greater than or equal to the test statistic (10.60, blue row in Table 2), divided by the |𝑋𝐵 ― 𝑋𝐴|
number of possible arrangements for the randomization distribution of the data. To calculate the 
number of possible arrangements (O, see Equation 1 below), the researcher would consider the 
total number of observations (N), the minimum number of observations within each phase that 
would support evaluations of trends in the data (n), the number of changes between the 
instructional pedagogies the instructor will enact (k) in the design (e.g., AB, ABA, ABAB), and 
the number of phase arrangements (c) considered for the design (e.g., AB vs. BA) (Onghena, 
1992).

Equation 1. Permutations formula.

 𝑂 =  
(𝑁 ― 𝑛(𝑘 + 1) + 𝑘)!
(𝑁 ― 𝑛(𝑘 + 1))! 𝑘! ⋅ 𝑐 =

(20 ― 4(1 + 1) + 1)!
(20 ― 4(1 + 1))! 1! ⋅ 2 =

13!
12! 1! ⋅ 2 = 13 ⋅ 2 = 26

In this example, 20 lessons are randomly observed (N = 20), with a minimum of 4 lessons in 
each phase (n = 4), enacted with one change between phases (k = 1), and with either AB or BA 
arrangement possible (c = 2), there are 26 possible arrangements of the data. From Table 2, it is 
found that only one value was equal to or greater than the test statistic of 10.60. Thus, the 
probability of obtaining a test statistic as large or larger than the test statistic for all possible 

Page 8 of 38Chemistry Education Research and Practice

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



9

random assignments is p = 1/26 = 0.0385. Using a statistical significance threshold of 0.05, the 
researcher can conclude the two instructional pedagogies statistically differ in effectiveness for 
promoting the instructor to pose questions to their students.

Methods
Research Setting

The study was conducted at a large, public research institution in the United States 
wherein all sections of first-semester General Chemistry are conducted using PLTL and students 
self-select into sections of second-semester General Chemistry (GCII) that do or do not enact 
PLTL. Whether or not PLTL is conducted in GCII was dependent on a variety of institutional 
factors including funding, instructor availability, and enrollment. Faculty were encouraged to 
participate in implementing this pedagogy in an effort to promote the sustainability of the reform 
via broadening the number of instructors with experience enacting PLTL. The institution offers 
multiple classes of second semester general chemistry during the fall and spring semesters. The 
institution also offers a single class of second semester general chemistry over an accelerated 6-
week summer term. This study analyzes data collected only from the fall and spring semesters.

Data collection occurred across seven terms of on- and off-sequence GCII wherein class 
sizes ranged from 61 to 246 students. Classes were coordinated across instructors with a shared 
textbook, learning objectives, syllabus, grading scheme, and online learning management 
platform. The topics covered in this course are intermolecular forces, colligative properties, 
kinetics, chemical equilibrium, acids, bases and buffers, spontaneity and electrochemistry. 
Students' grades were comprised of three interim exams (45% of total grade, 15% each exam), a 
final exam (25% of final grade), online homework (10%) and participation driven grading 
systems (e.g., clickers, participating in peer-led sessions) for the remaining 20%. Exams were 
common across all classes and written by a committee of the students’ instructors. Interim exams 
consisted of 20 multiple-choice assessment items with four distractors (five answer choices in 
total) and a series of six true-or-false items following the Measure of Linked Concepts format to 
emphasize the links across topics in the course (Ye et al., 2015). Each multiple-choice item on 
the tests was worth seven points, and each true-or-false item was worth three points for a correct 
response or one point for selecting unsure (in an attempt to reduce chance guessing). The final, 
cumulative exam followed a similar format with 45 multiple-choice and ten true-or-false 
assessment items. 

Classes at the setting met twice weekly for 75-minutes each. With PLTL, one meeting per 
week was lecture-based which included didactic instruction and the instructor working problems 
in front of the class. The other meeting per week was a problem-solving session where students 
were assigned a set of ten to fifteen problems to work through and encouraged to work together 
on the assignment. Twelve to sixteen students were assigned a peer leader. Peer leaders served as 
a resource for students when they were stuck and to challenge students to explain their reasoning 
on the problems. When teaching PLTL, instructors assigned 10% of student grades to student 
responses on the classroom response system that were used during both the lectures and the 
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problem-solving sessions. They also assigned 5% to student attendance to the problem-solving 
sessions and 5% to weekly online quizzes due prior to each problem-solving session. More 
information on the enactment of PLTL at the research setting is available in Robert et al. 
(2016).  

In courses not using PLTL, both class sessions per week employed the lecture format 
similar to above with the instructor providing didactic instruction and working problems in front 
of the class. Instructors using traditional instruction also assigned 10% of student grades to 
responses on the classroom response system, which was used throughout the lecture instruction. 
For the first six semesters when data were collected the instructors also used weekly online 
quizzes worth 10% of student grades. For the seventh semester, the instructors using traditional 
instruction eschewed the online quizzes and allotted 20% of student grades to responses to the 
classroom response system. 

Retention (operationalized as the percentage of students enrolled who go on to complete 
the GCII final exam) for students attending classes for which PLTL was enacted had a 
comparable rate (94.6%) to those receiving didactic instruction (90.8%). Consistent with prior 
evaluations of PLTL, success rates (percentage of students receiving an A, B, or C in the course) 
were considerably higher for those students receiving PLTL, 93.5%, than those who did not, 
84.8% (Hockings et al., 2008; Lewis, 2011; Lyle and Robinson, 2003; Mitchell et al., 2012; 
Snyder et al., 2016; Tien et al., 2002; Wamser, 2006).

Instructors and Survey Items
Four instructors each comprise a case used within the study to investigate the impact of 

changes in instructional pedagogy on the academic performances of each instructor’s students. 
While instructors were aware that student performance data were being collected for general 
research purposes, the methodology and goals of this research study were not made known until 
after data collection was complete. Pseudonyms are used to communicate findings relevant to 
each case (Parker, Davis, Morales, and Stacy) and are not intended to communicate instructors’ 
gender, race, or ethnicity. 

In an effort to better understand emerging trends in the data concerning the impacts (or 
lack thereof) following enactments of reformed instructional pedagogies, an exploratory, 
qualitative study was facilitated by the administration of open-ended survey prompts to the four 
instructors whose cases were evaluated. A case study approach was a natural, qualitative 
complement to the quantitative single-subject research design enacted and has been used to 
successfully navigate instructor perspectives under the lens of the pedagogical content 
knowledge (PCK) framework (Counts, 1999; Fraser, 2016; Jang et al., 2013). These insights 
were intended to support descriptions of the instructor’s experience, comfort with, and perceived 
benefits or challenges in enacting the reference (didactic, or lecture-based) and reformed (PLTL) 
instructional pedagogies. 

Prompts were modeled after Loughran’s CoRes approach (Lawrie et al., 2019; Loughran 
et al., 2004), to identify factors that may influence instructor’s practices in implementing these 
instructional reforms (see Box 1).
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Box 1. Survey items administered to instructors. 

1. For how many semesters were you the primary instructor (at any institution) of second-semester 
general chemistry?

2. What past experiences inform your teaching?
3. On a scale from 0 (ineffective) to 10 (exceptionally effective), how effective are you at delivering 

lecture-based instruction? Please explain.
4. On a scale from 0 (ineffective) to 10 (exceptionally effective), how effective are you at enacting peer-

led team learning? Please explain.
5. How has participating in peer-led team learning affected your delivery of lecture-based teaching?
6. Describe any challenges you have had in directing instructional time toward students participating in 

peer-led problem-solving?
7. Why did you want to teach using peer-led team learning?

These data were collected with the informed consent of the participating instructors and the 
approval of an Institutional Review Board to better understand the impact of pedagogical reform 
in gateway courses in chemistry on students’ academic performance and persistence in STEM 
disciplines. 

Effectiveness and Equity as Outcome Measures

Mean Standardized Residual (MSR). To model the use of randomization tests in evaluations of 
instructional reforms, this study defines cases on the instructor-level so that each instructor 
serves as their own control. As mentioned, multiple classes of second-semester General 
Chemistry (GCII) were given the same exams concurrently at the research setting. During the 
course of one semester, four different exams are given. To compare data across different tests 
and different semesters, with tests varying in content covered and difficulty, each exam was 
standardized. This way, a positive standardized score indicates that the class outperformed the 
cohort of classes that took the same exam. There was also a concern that across semesters each 
class may have student-level differences in incoming preparation. At the setting, first-semester 
General Chemistry (GCI) also enacts common exams. To control for differences in incoming 
preparation, GCI final exams were standardized each semester and a regression was conducted 
where students’ most recent standardized GCI final exam scores predicted each standardized 
GCII exam and the residuals were saved. For each exam and each class, the mean standardized 
residual (MSR) was calculated. Finally, to protect instructor confidentiality and prevent 
comparisons of instructors, the set of MSRs for each instructor was centered making the average 
MSR for each instructor equal to zero.

Authentic to the research setting, changes from didactic instruction to PLTL within a 
semester are drastic enough to limit the practicality of enacting this shift mid-semester. Rather 
than interpreting the effects of the reform on the same group of students within a semester, these 
data reflect whether students’ performance for multiple groups exceeded or fell short of 
predictions made using their performances in first-semester General Chemistry. This, of course, 
is dependent on the assumption that students’ performance on their final exams in GCI predict 
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their performance in GCII, an assumption that seems reasonable given the results of simple 
linear regressions calculated to predict student performance on each of their assessments in GCII 
(see Table 3).

Table 3. Students’ GCI Final exam scores regressed onto each of their GCII exams.

Regressions 𝑼𝒏𝒔𝒕𝒂𝒏𝒅𝒂𝒓𝒅𝒊𝒛𝒆𝒅 (𝒃) 𝒑 ― 𝒗𝒂𝒍𝒖𝒆 𝑨𝒅𝒋𝒖𝒔𝒕𝒆𝒅 𝑹𝟐

(Constant) -.117
GCII TEST 1

GCI Final .694
< .001 .433

(Constant) -.126
GCII TEST 2

GCI Final .702
< .001 .432

(Constant) -.124
GCII TEST 3

GCI Final .660
< .001 .390

(Constant) -.150
GCII FINAL

GCI Final .757
< .001 .513

Students’ GCI final exam performance was a significant predictor of their performances 
on each of the four GCII assessments accounting for 39.0% to 51.3% of the variances observed 
between students. To demonstrate how mean standardized residuals were used as a measure of 
students’ academic outcomes, consider a hypothetical student with average performance on the 
GCI final exam would have a standardized score of 0. Applying the GCII Final regression 
equation, the student would be predicted to score 0.150 of a standard deviation below the mean. 
Should the student’s actual standardized score on the final exam have been 0.712, their 
standardized residual for the final would be 0.862 indicating their performance was 0.862 of a 
standard deviation better than predicted. As a measure of whether a class performed above or 
below what was predicted via their incoming preparation (GCI score) on each test, the mean of 
standardized residuals for each semester and on each test constitute the outcome data used for 
this single-subject research design. Thus, the mean standardized residual (MSR) for the 
performance of each instructor’s students was operationalized as an outcome measure of 
effectiveness.

Problematizing Equity: Differential Standardized Residual (DSR). In addition to 
effectiveness measuring improvements in student performance, equity was also considered as an 
outcome measure in this evaluation of PLTL as an instructional reform. The National Research 
Council (NRC), reviewed changes in instructional reform and took note that while impacts to 
student learning were identified, the differential impact to students across groups of interest were 
rarely addressed stating (NRC, 2012, p. 136): “Most of the studies the committee reviewed were 
not designed to examine differences in terms of gender, ethnicity, socioeconomic status, or other 
student characteristics.” 

In chemistry, a strong relationship has been identified between students’ precollege math 
test scores (e.g., SAT and ACT) and their academic performance in the course (Hailikari and 
Nevgi, 2010; Mason and Verdel, 2001; Pickering, 1975). So strong is this relationship that the 
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majority of studies evaluating PLTL use student performance on the SAT as a means to control 
for differences in incoming preparation (Tien et al., 2002; Lyle and Robinson, 2003; Hockings et 
al., 2008; Akinyele, 2010; Aldridge, 2011; Lewis, 2011; Shields et al., 2012; Mitchell et al., 
2012), but do not examine differences in the effectiveness of PLTL on students with variable 
performances on the SAT. This predictive relationship between precollege math test scores and 
chemistry performance has been used to identify students scoring in the bottom-quartile of a 
cohort’s math test scores as inequitably at-risk for achieving unfavorable outcomes in chemistry 
courses (Lewis and Lewis, 2007; Ralph and Lewis, 2019, 2018; Ye et al., 2015), for which 
students belonging to underrepresented minority groups (as described by the National Science 
Foundation) were overly represented (Ralph and Lewis, 2018). As was suggested by the NRC, 
this study was designed to investigate the impact of PLTL as a pedagogical reform on equity 
amongst college chemistry students differing in precollege math test scores.

In past research concerning equity in scientific reform, equality (relating to fairness in 
that all students receive the same resources with the expectation that all students will then 
perform similarly) and equity (a system of trade-offs that provides students with a fair chance to 
succeed) have been differentiated (Lynch, 2000). Much as methodological pluralism has been 
advanced as the gold standard of educational research given the variety of perspectives and 
insight that can be achieved, so too have advancements in equity research called for the 
problematization of the measurement of equity to occur along multiple measures for greater 
insight as to the impact of scientific reform on differences between students of interest (Lynch, 
2000; Gutiérrez and Dixon-Román, 2011; Rodriguez et al., 2012; Van Dusen and Nissen, 2019). 
The need for explicit operationalization when discussing equity was demonstrated by Rodriguez 
et al. when data purported to reflect gender equity were reevaluated revealing the persistence of 
inequity that went undetected as a result of its operationalization (Rodriguez et al., 2012). This 
study seeks to advance the use of multiple, competing operationalizations of equity described as 
follows.

1. Equity of Individuality – relating to advancements in performance amongst students of 
the group of interest following the reform (Gutiérrez and Dixon-Román, 2011; Rodriguez 
et al., 2012; Van Dusen and Nissen, 2019).

2. Equity of Parity – relating to a social justice perspective wherein the differences between 
majority and marginalized groups are reduced thereby benefiting the “less prepared” 
students more than the “well prepared” students (Lynch, 2000; Rodriguez et al., 2012).

The equity of individuality model is measured by the success for marginalized groups and does 
not consider differentials that may exist among groups, potentially perpetuating differential 
performance (Rodriguez et al., 2012). While the equity of individuality model neglects 
differential performance, equity of parity (also referred to as equal outputs as described by 
Lynch) measures differential performance in an effort to seek meaningful ways to address the 
inequalities observed in student outcomes (Lynch, 2000). The exclusive focus on differential 
gaps, however, potentially overlooks the extent each group has achieved success. For example, 
groups may perform equally however the overall success rate remains below expectations. 
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Ideally, all students would advance following the enactment of an instructional reform (equity of 
individuality) to a degree in which there is no need for explorations of difference in student 
performance (equity of parity) as these differences would be non-existent. Adopting both 
perspectives of equity allows for investigations as to how close a reform is to achieving this 
ideal.

In the current study, student performance in GCII (as described for the MSR outcome 
variable) was controlled for differences in incoming preparation by their performance in GCI. In 
the context of equity of individuality, the MSR of at-risk students (those scoring in the bottom-
quartile of the cohort’s precollege math test scores) belonging to instructors implementing 
didactic-instruction and PLTL will be compared. Should PLTL improve equity of individuality 
via improving performance amongst those at-risk for unfavorable academic outcomes, the MSR 
of at-risk students would be positive when PLTL is enacted.

To quantify equity of parity, differences in MSR between students at-risk and their peers 
in the not-at-risk group (those scoring in the top-three quartiles of precollege math test scores) is 
operationalized as DSR or differential standardized residuals. DSR is thus a measure of 
differences in student performance attributed to precollege mathematics preparation. It is worth 
noting that the differences are not thought to reflect differences in incoming chemistry 
preparation given these differences were controlled using students’ performance on their first-
semester General Chemistry (GCI) exams. Should students of the not-at-risk and at-risk groups 
perform more equitably following the implementation of PLTL, DSR would be negative, 
indicating a reduction in the gap, when PLTL is enacted.

Interpreting effect sizes
Cohen’s d reflects the magnitude of change expressed in units of standard deviation and 

can be interpreted as small, medium, and large effects derived from parametric independent 
sample t-tests (see Equation 2; Cohen, 1988).

Equation 2. Cohen’s d formula where MD is the difference in mean outcome measures in the B (reformed) and A 
(reference) phases and SD is the pooled standard deviation across phases.

𝑑 =  
XB ― XA

𝑆𝐷

The same measure can be used to quantify the effect of these differences indirectly within 
a single-subject research design. However, single-subject research designs generally produce 
considerably larger effect sizes, owed to the relatively small within-case standard deviations 
observed (Ferron and Levin, 2014; Parker et al., 2011). While Cohen’s d can provide an indirect 
estimate of effect, the measure should be interpreted tentatively for single-subject research 
designs and always in the context of the data under investigation. While these values are 
presented throughout the results, non-overlap indices were used to more directly measure the 
substantive impact observed between phases.
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Non-Overlap Indices
For a more direct estimate of effect, non-overlap indices can be used to index effect size. 

A stable index for use where trends in the data could influence effect is the nonoverlap of all 
pairs (NAP). To calculate the NAP index the following are first determined: the total number of 
pairs (N) of data points and the number of overlapping pairs (nO) where the outcome metric of a 
data point is within the range of the other phase. The NAP index (see Equation 3) is calculated as 
the proportion of nonoverlapping pairs (N - nO) from the total number of pairs (N), scaled from 0 
to 1.

Equation 3. Nonoverlap of all pairs formula where the number of pairs (N) and number of overlapping pairs (nO) are 
used to calculate the index.

𝑁𝐴𝑃 =  
𝑁 ― 𝑛𝑂

𝑁

A NAP closer to 1 indicates fewer datapoints between phases that overlap and would support an 
inference of a substantive impact of the intervention. For example, consider the data shown in 
Figure 3.

Figure 3. Example case for calculating nonoverlap of all pairs (NAP) – numbers over data points in phase A indicate 
overlap with phase B.

Given 16 data points in phase B (blue circles) and 4 in phase (red squares), the total number of 
pairs is 64 ( ). Of these pairs, 5 overlap between phases (wherein the data values in 𝑁 = 𝑛𝐴 ∗ 𝑛𝐵

phase B are less than or equal to data values in phase A). This results in a NAP of 0.922 which 
can be interpreted as 92.2% of phase B has no overlap with phase A indicating a considerable 
difference in the outcome metric for students receiving the experimental pedagogy.

When compared to Cohen’s d, NAP subsumes comparisons throughout the full extent of 
the data provided (each pair of observations) rather than averages of observations within each 
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phase (Parker and Vannest, 2009). Field tests of 200 published AB comparisons commonly 
found in medical studies and tentative interpretations of NAP ranges (see Table 4) were provided 
by Parker and Vannest in 2009 (Parker and Vannest, 2009).

Table 4. Interpreting NAP effects.
NAP EFFECT

0 - 0.65 Small
0.66 - 0.92 Medium
0.93 - 1.0 Large

Thus, the data shown in Figure 3 present a NAP that can be interpreted as a medium-large effect 
size. 

This index is helpful, particularly where the number of randomization distribution 
outcomes is less than 20 (where statistical significance cannot be detected) and comparisons 
between pedagogies can be evaluated only using visual analysis. Visual analysis (or descriptions 
concerning the overall pattern of the data) is common practice in single-subject research designs 
and involves an evaluation of baseline stability, variations within and between phases, trend or 
slope, level and overlap between adjacent phases (as described above), and comparisons of data 
across similar phases to determine if there are reasonable demonstrations of the effect. Resources 
describing the best-practices for enacting visual analyses (Borckardt et al., 2004; Ferron and 
Jones, 2006; Horner and Swoboda, 2014), randomization tests (Dugard, 2014; Ferron and Levin, 
2014; Gafurov, 2014; Kratochwill and Levin, 2014), and evaluating the results of single-subject 
research designs (Hitchcock et al., 2014; Kratochwill et al., 2013; Kratochwill and Levin, 2014) 
are referenced for the reader.

Results
Instructor-Level Differences in the Impact of PLTL on Overall Student Performance

The results of each instructor’s responses to the survey items in Box 1 and their 
performance feedback will be presented for each case (instructor) in order of increasing design 
complexity (e.g., AB/BA, ABA/BAB, and ABAB/BABA).
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Professor Parker (BA). In response to the faculty survey, Professor Parker indicates teaching 
second-semester General Chemistry (GCII) for over 10 semesters. Parker’s teaching is informed 
by workshops in alternative pedagogies (e.g., process oriented guided inquiry learning or POGIL 
and PLTL), reading literature on learning cycles and enacting PLTL, and reflecting on past 
teaching experiences. Parker indicates general effectiveness when using either didactic or PLTL 
instruction, but also describes a belief of improved effectiveness when implementing PLTL. 
Parker supports this improvement in effectiveness by stating reservations as to whether lectures 
“promote the skills necessary for students to succeed in the class” and values the trainings peer 
leaders receive. Parker communicates the influence of PLTL experience on instruction within 
didactic courses. 

“My lectures, in particular working problems but also bringing up conceptual 
explanations, have become a lot more segmented. By that, I mean I stop and explain each 
decision rationale at more frequent intervals. I also have looked for more opportunities to 
engage students during lecture via clickers.”

Parker wanted to teach using PLTL given the effectiveness demonstrated in other studies and 
finds challenges in enacting PLTL around selecting the most pertinent content for students to 
engage with during problem-solving.

During the study, Prof. Parker taught five semesters of GCII and enacted a BA design 
wherein PLTL instruction was conducted first, establishing a baseline, followed by the 
enactment of didactic instruction in semester 7 (see Figure 4).

Figure 4. Graphic display of Professor Parker’s performance feedback from semester 1 to 7.

Parker’s baseline was comprised of students’ performance under PLTL instruction wherein 
students, on average, were observed to perform 0.043 standard deviations above what was 
predicted based on final exam scores from GCI. In semester 7, Parker enacted didactic 
instruction for which student performance was markedly lower (M = -0.174). For Parker, 
students with PLTL did 0.217 MSR (difference between 0.043 and −0.174) better than students 
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with didactic instruction. The difference in student performance was considerable, with little 
overlap in the data between phases (NAP = 0.922, a medium to large effect).

To evaluate the significance of these differences using randomization tests, the number of 
randomization distribution outcomes had to be determined. Given the 20 observations collected 
(5 semesters, each with 4 observations) and one phase change (B to A), 13 potential starting 
points for the permutation were identified with 2 possible arrangements (AB or BA). Thus, the 
probability of obtaining a test statistic as large or larger than  for Parker’s |𝑋𝑒𝑥𝑝 ― 𝑋𝑟𝑒𝑓|
observational data was p = x/26. One case met this criterion, and that case was the test statistic 
itself, resulting in significant differences detected between instructional pedagogies favoring 
PLTL (p = 0.038, d = 2.09). Thus, for Parker, the enactment of PLTL resulted in a favorable and 
significant impact on student outcomes contributing to performances that exceeded what was 
predicted based on their GCI final exam scores.

Professor Davis (AB). Having taught 6 semesters of GCII, Professor Davis’s teaching was 
informed by past experiences as a student, teaching assistant, mentor and professor. Davis 
reports experiences with metacognitive learning strategies as pivotal in graduate coursework and 
self-identifies as an effective instructor regardless of pedagogy but more effective so when 
implementing PLTL. In lecture-based instruction, Davis works hard to engage students 
“including real-life examples, working problems out step-by-step, engaging the audience by 
asking questions and answering questions, and incorporating technology”.

Davis describes challenges in implementing PLTL related to engaging students who 
prefer to work individually and balancing time among the different groups of students during 
peer-leading sessions. PLTL has influenced Davis’s teaching in lecture-based pedagogical 
implementations as follows.

“Participating in peer-led team learning has given me insight into the ineffective 
approaches I used in the past. I can see now that increasing the amount of examples that 
are worked out step-by-step during lecture doesn't necessarily increase students' 
understanding of the material. It is better for them to work examples themselves instead 
of watching me work them multiple times.”

Davis wanted to teach using PLTL to get involved with an approach that others described as 
beneficial. Having participated in the implementation of PLTL, Davis valued interacting with 
students and guiding the learning process.

Prof. Davis enacted an AB design across 4 semesters of assessment performance data 
(see Figure 5).
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Figure 5. Graphic display of Professor Davis’ performance feedback from semester 3 to 7.

On average, Davis’s students with PLTL did 0.157 MSR better than students with 
didactic instruction. Performance outcomes of students improved from semester 5 (M = -0.182) 
to semester 6 (M = 0.164), both semesters under didactic instruction, suggesting a potential trend 
in improvement unrelated to changes in instructional pedagogy. A NAP of 0.771 was calculated 
(medium effect) suggesting the change in pedagogy substantively improved student 
performance. Given one phase change from A to B and 16 observations, the number of 
randomization distribution outcomes was less than 20 and could not reach the critical value of 
0.05. Thus, statistical significance could not be tested with the data available.

In summary, both cases of AB or BA design suggest students (on average) performed 
more favorably when either instructor implemented a PLTL pedagogy. Two medium effects 
were demonstrated favoring the enactment of PLTL for these two instructors. However, the 
interpretations of these data could be limited by potential competing explanations owed to the 
AB design enacted such as the upward trend over time identified in Davis’s results. 
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Professor Morales (AB and ABA). Professor Morales’s response to the faculty survey indicates 
experience in teaching GCII that exceeds 10 semesters. Further, Morales’s teaching is informed 
by past academic work and training in science education and communication. Morales identifies 
as an effective instructor and perceives an increase in effectiveness when enacting PLTL 
describing these improvements as driven by an improvement in student understanding of 
concepts. A challenge Morales communicates regardless of instructional pedagogy is the need to 
adapt teaching to changes in student background and their unique learning and communication 
styles. Morales describes the challenges of adopting PLTL as adjusting to the reduction in the 
time available for exposition, students’ carelessness concerning attendance and overcoming a 
few students’ preference for receiving instruction more passively. Morales motivation to teach 
using peer learning was described as:

“I like talking with students about chemistry and showing them that it is not so hard as 
many believe to comprehend. I like showing them how it applies to their lives and 
making the connections to what they already know.”

The influence of PLTL on didactic instruction was described by Morales as allowing for the 
removal of superfluous material and an increased understanding of “what students actually 
understand vs. what I think they understand because they smiled and nodded at me during 
lecture”.

Professor Morales had a unique case wherein the instructor enacted both pedagogies 
within the same semester in differing classes of the same course. This facilitated comparisons of 
both an AB design and a reversal design (ABA) within the same case (see Figure 6).
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Figure 6. Graphic display of Professor Morales’s performance feedback from semester 2 to 7 for an AB (upper 
section) and ABA (lower section) design. 

The baseline was conducted using didactic instruction where students were observed to perform 
0.132 standard deviations below predicted. For the AB design (didactic in semester 3 followed 
by semesters of PLTL shown at the top of Figure 6), improvements in student performance were 
detected (MB = +0.033) with a NAP of 0.906 (medium effect). 

Given 13 potential starting points for the intervention, the probability of obtaining a test 
statistic as large or larger than  for Morales’ observational data was p = x/26. One |𝑋𝑒𝑥𝑝 ― 𝑋𝑟𝑒𝑓|
case met this criterion and statistically significant differences between phases were detected (p = 
0.038, d = 1.77). However, there may be a trend in student improvement as semester 3 (baseline) 
progresses.

Whether these improvements are the result of experience of the pedagogy enacted can be 
better argued via the consideration of the data comprising the reversal design (ABA shown at the 
bottom of Figure 6). Here the trend over time may be inconsequential as student performance 
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returned back to baseline following the removal of PLTL. Within 20 observations, 4 
observations at minimum per phase (three tests and a final exam), and 2 changes in phase (from 
A1 to B and B to A2), the number of randomization distribution outcomes was 45. Given two 
possible arrangements (ABA or BAB), the probability is equal to x/90. One case (the test 
statistic) met these criteria and a statistically significant difference (p = 0.011, d = 1.17) was 
detected. This suggests that, for Prof. Morales, significant differences in student outcomes were 
detected upon the enactment of PLTL.

Professor Stacy (ABAB or BABA). Professor Stacy, whose teaching is informed by past 
experiences as a teaching assistant, has 7 semesters of experience in teaching GCII. Stacy 
identifies as an effective instructor regardless of instructional pedagogy as supported by students’ 
performance on assessments but is more effective when implementing PLTL. When comparing 
effectiveness between pedagogies, Stacy describes an increase in the use of clicker questions to 
allow students receiving didactic instruction to practice and a concern that “some of them might 
skip processing the questions and just choose A, B, C, D, or E”. Stacy describes PLTL’s benefits 
as: 

“It gives students an opportunity to practice step-by-step during class time with the 
guidance of well-trained peer leaders. Gen Chem 2 has a lot of math and concepts. 
Students really need to understand the concept and then process the problem. Practicing 
in groups with students while the leaders are present really helps them digest the 
materials. Also, the best way to learn is to teach! While explaining to each other, they 
also digest the materials.”

Stacy shares the perspectives of Profs. Parker and Morales in that PLTL has influenced 
enactment of didactic instruction by elucidating the topics on which students need more time and 
the mistakes students may commonly make when engaging with these topics. When asked of the 
challenges experienced enacting PLTL, Stacy describes concern over the students who may 
prefer to work by themselves rather than within groups.

In a final case, Prof. Stacy demonstrates that, for some instructors, which instructional 
pedagogy is selected may not play an instrumental role in students’ performance. Stacy enacts 
the experimental instructional pedagogy first using an alternating treatment (BABA) design (see 
Figure 7). 

Page 22 of 38Chemistry Education Research and Practice

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



23

Figure 7. Graphic display of Professor Stacy’s performance feedback from semester 1 to 7. 

Phase averages indicate that Stacy’s students performed similarly under didactic instruction (Ma 
= -0.030) and with PLTL (M = +0.015); NAP was calculated across all three changes in phase 
and indicate no detectable effects for the change in instructional pedagogy. Given 24 
observations, a minimum of 4 observations per phase, 3 changes in phase (A1 to B1, B1 to A2, 
and A2 to B2), and 2 possible arrangements (ABAB or BABA), the number of outcomes (O) was 
equal to 330. Many cases (77) met these criteria resulting in no detectible significant differences 
in student performance given either pedagogy (p = 0.233, d = 0.397).

Summary of PLTL Impact on Student Outcomes. In summary, student performance (on 
average) improved for all cases, significantly so for the students of Prof. Parker, Davis, and 
Morales (see Table 5).

Table 5. A summary of overall student performance as an outcome measure used to evaluate the reformed (PLTL) 
instructional pedagogy and its impact relative to the reference (didactic) approach.

MSR
CASE

M PLTL M Didactic p d NAP
PARKER (BA) 0.043 -0.174 0.038 2.09 0.922

DAVIS (AB) 0.118 -0.039 * 1.30 0.771
MORALES (AB) 0.033 -0.132 0.038 1.77 0.906

MORALES (ABA) 0.040 -0.060 0.011 1.17 0.875 | 0.771

STACY (BABA) 0.015 -0.030 0.233 0.233 0.292 | 0.125 | 0.750
*Insufficient data were available to calculate statistical significance. 

The effect of PLTL on overall student performance ranged from no detectable difference (NAP = 
0.125) to substantively significant differences of medium effect (NAP = 0.922). For Prof. Stacy, 
either instructional pedagogy resulted in comparable student outcomes. However, for Prof. 
Parker, the difference in student performance was clearly meaningful. This spectrum in the 
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effectiveness of PLTL indicates instructor-level differences had an impact on the effectiveness of 
either instructional pedagogy, with PLTL’s effectiveness ranging from a meaningful positive 
effect to no measurable effect.

Instructor-Level Differences also Moderate the Impact of PLTL on Equity

Equity of Individuality. The impact on equity of individuality following the enactment of an 
instructional reform was operationalized as improvements to the performance of students scoring 
in the bottom-quartile of math test scores and at-risk (AR) for achieving unfavorable outcomes in 
the course. In all cases except one (Morales with the ABA design), at-risk students in second-
semester General Chemistry performed above what was predicted by their scores on their first-
semester General Chemistry exams following the enactment of PLTL (see Figure 8).

Figure 8. Bar graphs depicting the average MSRs (mean-centered by each case or instructor) for students of the not-
at-risk (NAR) and at-risk (AR) group receiving didactic-instruction and peer-led team learning (PLTL).

For those students at-risk, regardless of instructor, performance was less favorable following the 
receipt of didactic instruction. While improvement was observed across all cases, the degree to 
which improvements in at-risk student performance were observed (calculated as the difference 
between at-risk students receiving PLTL and didactic) ranged from +0.079 to +0.269 indicating a 
considerable range between instructors. The positive values of these differences are indicative 
that at-risk students with PLTL enacted performed better versus at-risk students with didactic 
instruction enacted. Changes in not-at-risk student (NAR) performance ranged from -0.020 to 
0.225 reflecting the impact of instructor-level differences on both student performance and 
equity as defined by individuality.

Equity of Parity. To quantify changes in the performance gaps observed between at-risk 
students and their peers, DSR (of differences in MSR between student groups) were calculated, 
mean-centered by instructor, and evaluated using randomization tests. As DSRs were centered 
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for each instructor, a positive DSR represents a larger differential (inequity) in student 
performance with the pedagogy in place whereas a negative DSR indicates a reduction in 
differential (greater equity) in student outcomes. For all but one case (Davis), DSRs for PLTL 
were lower (more equity) than that of didactic (see Table 6).
Table 6. A summary of differential student performance (DSR) as an outcome measure used to evaluate the 
reformed (PLTL) instructional pedagogy and its impact relative to the reference (didactic) approach.

DSR
CASE

DSR with PLTL DSR with Didactic p-value Cohen’s d NAP
PARKER (BA) -0.004 0.017 0.462 -0.116 0.469

DAVIS (AB) 0.007 -0.002 * 0.054 0.458
MORALES (AB) -0.040 0.161 0.038 -0.969 0.656

MORALES 
(ABA) -0.031 0.046 0.322 -0.278 0.313 | 0.521

STACY (BABA) -0.069 0.138 0.009 -1.173 0.813 | 0.938 | 0.875
*Insufficient data were available to calculate statistical significance. 

This suggests that, at best, the pedagogy could support reductions in the differential 
performances observed of students as a result of differences in precollege math test scores and, at 
worst, no deleterious effects are observed following the enactment of PLTL.

As calculated using randomization tests, significant reductions of differential 
performance between students of the not-at-risk and at-risk student groups following the 
enactment of PLTL were detected in 2 of the 5 cases evaluated (Stacy and Morales’s AB design), 
each at medium effect sizes. For Morales’s AB case, student performance increased, and 
differential performance decreased significantly. For Parker, Davis, and Morales’s ABA case, 
PLTL significantly improved student performance and showed a reduction in the differential 
performance, though not significantly. For Stacy, the lone case where no difference in student 
performance was detected, a significant decrease in differential performance was observed.

The Impact of PLTL on Equity. Informing equity from both perspectives (individuality and 
parity), changes in student performance for both the NAR and AR student groups following the 
enactment of PLTL were positive (indicating improvement) but were also similar enough across 
the cases of Parker, Davis, and Morales’s ABA design) to have no significant impact on the 
differential between groups. However, differentials were reduced significantly amongst students 
of Morales AB design (wherein AR student performance nearly doubled in MSR) and Stacy 
(wherein AR student performance increased considerably with a slight decrease in the 
performance of NAR students). Overall, PLTL could be described as a more equitable 
instructional practice than didactic instruction wherein further understanding as to why this 
change in pedagogy positively impacts the performance of at-risk students could drive the 
advancement of equity in chemistry courses.
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Discussion
The intent of the work was to introduce randomization tests and to demonstrate how this 

experimental, randomized design could advance efforts to evaluate PLTL from a perspective of 
methodological pluralism considered the gold standard of STEM education evaluation (Lawrenz 
and Huffman, 2006). In 2006, Lawrenz and Huffman unpacked this shift in the gold standard of 
STEM education evaluation as follows (p. 31).

“Appreciation and use of a variety of techniques is a reflection of the STEM disciplines 
themselves and permits comprehensive insight into STEM education evaluation.” 

The introduction of randomization tests also serves to offer an alternative mechanism for 
conducting evaluation work that is particularly well suited for research designs that focus on 
smaller sample sizes or when a comparison group is not readily available, which are particularly 
common among upper-level STEM courses.

The results of this study indicate a spectrum of differences among instructors in the 
effectiveness of PLTL toward improving student performance and ameliorating performance 
gaps between chemistry students of variable preparations in mathematics (see Tables 5 and 6). 
As such, differences in effect of an instructional reform on the instructor-level are meaningful for 
evaluations of PLTL and demonstrate a contribution to which single-case subject designs add to 
the knowledge base from past works evaluating the instructional reform.

An Evaluation of Peer-Led Team Learning in the Context of Prior Literature
In the context of prior literature, measures of student performance and instructor-level 

differences have been considered using a variety of methods (Table 7).
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Table 7. A summary of the methods used in studies evaluating the impact of PLTL in science courses.

Authors Sub- or discipline Instructor-Level 
Considerations Findings

Bramaje and 
Espinosa, 2013

High School 
Chemistry

Common Instructor
Relative to didactic instruction, student 

performance on a concept inventory 
improved by d = 0.45 (medium effect)

Lewis, 2011 General Chemistry
Each Class an Observation,

Common Instructors
Similar Time-on-Task

10% increase in success rates (% ABC), 
comparable outcomes on ACS final exams

Shields et al., 
2012 General Chemistry Common Instructors

Significant improvement with PLTL 
amongst students diagnosed as 

underprepared (d = 1.22, a large effect) 

Hockings et al., 
2008 General Chemistry Not Addressed

9% increase in success rate, improvement in 
student performance by ⅓ of a grade point

Mitchell et al., 
2012 General Chemistry Each Class an Observation

13% increase in success rate, comparable 
outcomes on ACS, treatment effects lost 

after return to didactic instruction

Chan and Bauer, 
2015 General Chemistry

Common Instructor,
Similar Time-on-Task

Comparable outcomes on exams

Tien et al. 2002; 
Lyle and 

Robinson 2003
Organic Chemistry Common Instructor

11% increase in success rate, significant 
improvement in student performance (d = 
0.64), significant gains in success rates for 
females (15%) and students who identify as 

an URM (11%)

Wamser, 2006 Organic Chemistry Common Instructors
16% increase in success rate, 6% increase in 

student performance on ACS exams

Snyder et al., 
2016 Biology Not Addressed

25% increase in success rate, reduction in 
differential success rates between students 
who identify as an URM and their peers

Aldridge, 2011 Biology Common Instructors
Statistically significant improvement in final 

exam performance (d = 0.73, large effect) 
amongst students in PLTL

Akinyele, 2010 General, Organic, and 
Biological Chemistry

Common Instructor,
Similar Time-on-Task

15% increase in success rate, significant 
improvement in students’ overall course 

performance (dAVG = 0.71, over 6 semesters)
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Performance and Equity as Measures of Success in Evaluations of Instructional Reforms. 
The majority of the studies in Table 7 used success rates (the percent of students receiving 
passing grades in the course) to measures differences in student outcomes and evaluate the 
success of PLTL as an instructional reform (Hockings et al., 2008; Lewis, 2011; Lyle and 
Robinson, 2003; Mitchell et al., 2012; Snyder et al., 2016; Tien et al., 2002; Wamser, 2006). 
While each define a variety of grading schemes, all present an increase in the percentage of 
students who passed the course following the implementation of PLTL ranging from 9-25%. 
Exam performance was also used to measure student success following the enactment of PLTL 
(Chan and Bauer, 2015; Lewis, 2011; Mitchell et al., 2012; Wamser, 2006). Of these four works, 
no statistically significant differences in student performance on exams were detected. This 
suggests that improvements in student outcomes following PLTL are either attributable to marks 
unrelated to exams or were not detectable on students’ final exams.

The current study is distinct from these prior works as the impact of PLTL is considered 
for each instructor only within the context of past student performance with didactic instruction 
from the same instructor. The collected data indicate increases in student performance (on 
average) across all four instructors where three cases show practical impact with medium effect 
sizes (as measured by NAP) and two cases that were statistically significant.

Few studies in the past considered the impact of PLTL on equity (Snyder et al., 2016; 
Tien et al., 2002). These works operationalized equity as either improvements in success rates 
for underrepresented minorities or URMs (Tien et al., 2002), or a reduction in the differences in 
success rates (Snyder et al., 2016), between students who identify as URMs and their peers. 
Given that at-risk chemistry students (or those scoring in the bottom-quartile of precollege math 
test scores) are disproportionately comprised of students who identify as an URM (Ralph and 
Lewis, 2018), and the reduction in differential performance (on average) observed across four of 
the five cases evaluated (see Table 6), the findings of the current study suggest that PLTL may 
effectively reduce the differential performances observed in these past works. The current study 
distinguishes itself from these past works by measuring equity on exams administered 
throughout the semester rather than students’ success rates as communicated in prior works. This 
approach to measuring equity supports that these improvements in equity are not along a single 
measure but can be observed throughout the semester and across cohorts of students. Future 
research should consider including a measure of reductions in differential performance as a 
means for evaluating the success of instructional reforms.
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Methods Addressing Instructor-Level Differences. While measures of student outcomes and 
equity are valuable to the body of work seeking evaluations of instructional reform, so too is the 
contribution of the current work suggesting instructor-level differences have a meaningful 
impact on the effect of changes in pedagogy. The selected studies address instructor-level 
differences using a variety of designs including those that are naturalistic, collectivistic, and 
individualistic (see Figure 9).

Figure 9. An illustration representative of the various methodological approaches toward addressing instructor-level 
differences.

Naturalistic designs posit the data is representative of a naturalistic educational setting wherein 
differences between instructors are inherent and thereby are not directly considered. For 
example, the study by Mitchell et al. (2012) investigates differences in student retention from 
GCI through GCII amongst students who received either PLTL or didactic instruction. Among 
instructors the methods of instruction, in-class exams, and assignments were not controlled. As 
such, the data of this and other works that were not designed to account for instructor-level 
differences are reflective of a naturalistic implementation of PLTL across instructors who have a 
variety of teaching styles and experience with the pedagogical reform (Hockings et al., 2008; 
Mitchell et al., 2012; Snyder et al., 2016).

Collectivistic designs feature instructors who toggle back and forth between PLTL and 
didactic instruction. For example, Wamser in 2006 used a collectivistic design to evaluate PLTL 
wherein two different instructors, differing in experience with enacting the reference and 
reformed instructional pedagogy at the research setting, alternated between teaching sections 
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with and without PLTL over five years. As instructors toggled between teaching the course using 
PLTL and not, there were no common years wherein both instructors taught the same group of 
students using the same pedagogy. Thus, the results emphasize collective differences between 
students who self-selected to participate in PLTL and those who did not with either instructor 
rather than comparing for differences between instructor. In Lewis’s 2011 study, instructor-level 
differences were treated as both naturalistic and collectivistic. Pass rates were compared for 
student groups receiving either the referenced or reformed instructional pedagogy from a 
common set of instructors (collectivistic) and across instructors overall (naturalistic). When 
implementing PLTL, this common set of instructors observed a 10% increase in retention. 
Overall, improvements in success rate were 15%. Although both changes in pass rate (when 
compared to didactic instruction) were significantly different with large effect sizes, these 
findings suggest instructor-level differences may have had an impact on retention. This impact 
on retention is explained by Lewis as potentially relating to instruction decisions (e.g., awarding 
extra credit, accepting late work, and curving of test scores) but was not reflective of differences 
in time-on-task which, distinctive from the previous studies, were controlled.27

Individualistic designs were also observed wherein the data compares student groups 
receiving either the reference or reformed instructional pedagogy from a single instructor. This 
design reflects a trade-off by eliminating between-instructor differences (via the consideration of 
a single educator) at the cost of broader generalizability. Chan and Bauer’s study (2015), reflects 
data collected amongst students of an experienced instructor enacting both pedagogies at a 
setting wherein PLTL has been incorporated continuously and students’ time-on-task were 
measurably comparable. Sharing a common dataset, Lyle and Robinson (2003) and Tien et al. 
(2002) also review data collected from a single instructor who was described as consistent, well-
trained, and involved in the training and facilitation of PLTL. Similarly, the current study 
involves examinations of student performance on the instructor-level (individualistic) and across 
multiple instructors (collectivistic).

The current study complements other designs in that instructor-level data were explicitly 
evaluated and different effects were observed among instructors. In doing so, the results suggest 
how effective a pedagogy can be for a group of students is strongly swayed by these instructor-
level differences. Amongst the cases presented effect sizes favoring the implementation of PLTL 
for Profs. Parker, Morales, Davis, and Stacy varied widely (2.09, 1.77, 1.30 and 0.233 
respectively). This reflects the variability observed in Lewis’s evaluation of PLTL (Lewis, 
2011), when comparing the data naturalistically and collectively and could offer a potential 
explanation as to why no differences in student performance or retention were observed for the 
study by Chan and Bauer (Chan and Bauer, 2015). 

Further, these data present a novel contribution in the evaluations of within-instructor 
trends across semesters. Both Davis and Morales present cases wherein a trend was suspected 
given increases in student performance over time. For Davis, student achievement improved 
along two semesters of didactic instruction prior to the semester PLTL was implemented. In 
Morales’s case, there was a positive trajectory for student achievement observed during the 
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semester wherein didactic instruction was administered. In both cases, familiarity with students, 
the topics, the teaching sequence, and the pedagogy could have contributed to increases in 
student achievement over time. Further, cases wherein reversals were enacted (Morales, ABA; 
Stacy, BABA) present trends that suggest positive impacts of PLTL can linger into follow-on 
semesters taught using didactic instruction. These trends in effectiveness over time within 
instructors add nuance to the interpretations of data and speak towards evaluations of consistency 
that do not assume instructors remain constant in their effectiveness across a semester or as their 
experiences with an instructional pedagogy increase. 

Limitations
As an introduction to the methodology of randomization tests within single-subject 

research designs, the data presented herein presents some considerations worth further 
exploration. For example, students’ incoming preparation was assumed mitigated by their first-
semester General Chemistry performance, a variable that may not encapsulate other factors that 
contribute to differences amongst students such as motivation, problem-solving ability, and 
language comprehension. While controlling for first-semester General Chemistry performance is 
meant to address differences in incoming preparation, it may not account for all differences 
among the historical groups of students represented in the data. 

While naturalistic, the assignment of PLTL and didactic instruction was not truly random 
as the intent for the pedagogical reform was to foster multiple faculty gaining experience with 
the reform to promote the sustainability of the reform. Additionally, assessments were not 
common across semesters and may have other differences in measure that cannot be accounted 
for via standardization. Finally, baselines for the instructors were markedly unstable (or 
presented with considerable reference phase instability) and may suggest that instructor 
experience at the setting or the differential benefits of PLTL by topics (e.g., PLTL may aid more 
with a sub-set of topics) could inform these differences in student performance. Given the 
demonstration that positive changes in student achievement in three of the four cases presented, 
and a marginal positive impact for the fourth case, coincided with the enactment of PLTL, it is 
arguably less plausible that differences in incoming student characteristics coincided with the 
enactment of PLTL, and more plausible that the enactment of PLTL was responsible for the 
differences observed. Owing to this judgment, the authors’ interpretation of the data generated in 
this evaluation remains endorsing the use of PLTL as an effective instructional pedagogy.

Implications for Research and Practice
Ultimately, instructor-level differences are a meaningful consideration in the evaluation 

and generalizability of effects following instructional reforms. As institutions and communities 
of education researchers continue in the evaluation of instructional reform, these instructor-level 
differences warrant attention as do the nuances amongst instructors implementations of reforms 
that could positively or negatively contribute to student success, retention, and equity. 
Randomization tests could be a methodology by which instructors evaluate the pedagogical value 
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of changes in their classrooms without limitations concerning sample size. Further, these 
findings suggest the value in evaluating instructional reforms over periods of time capable of 
measuring change with their familiarity in enacting the instructional reform and cautions against 
assumptions made that one reform could serve as a cure-all when applied to educational settings. 

As posited by Michael, faculty development is a critical component of evaluating 
instructional reforms (pg. 164): “one of the critical issues is faculty development, helping 
teachers to become familiar with new approaches to teaching and helping them gain experience 
actually implementing them.” Faculty development and differences between instructors could 
provide other explanations for observed student differences when evaluating instructional 
reforms. Observed differences in student outcomes could also be related to differences in the 
instructors’ implementation of or experience with the reformed pedagogy, differences in 
retention rates, or more practical differences such as the times of day courses are administered, 
classroom resources, and differences in time-on-task. As such, a variety of research designs can 
be used to assess the weight of these differences and paint a more complete picture of a reform’s 
effectiveness. 

Future Works
Randomization tests offer value to a wide range of inquiries within discipline-based 

education research. The use of randomization tests can be applied to evaluating other 
pedagogical innovations, contributing to the methodological pluralism and a more robust claim 
for pedagogical effectiveness. Further, a consideration of equity resulting from other pedagogical 
innovations is warranted in considering the evaluation of educational reforms. Additionally, 
randomization tests could be used to examine the impact of interventions with observations 
collected over time, as proposed in the earlier example of teacher questions (see Tables 1 and 2). 
Alternatively, instructors could employ randomization tests to evaluate self-directed changes to 
their presentation of content or pedagogy used. At the student level, randomization tests could be 
used to investigate student progress over time. In this scenario, student answers to a series of 
assessments would be evaluated for a common feature, before and after instruction or an 
educational innovation takes place. This technique would provide the unique benefit that a 
common group of students serve as their own control. At the institutional-level, researchers 
could evaluate the effect of curricular changes such as the introduction of a new course or pre-
requisite assignments by measuring student matriculation information before and after the 
curricular change takes place. 

Conclusion
Randomization tests, a quantitative method for evaluating changes in an outcome 

measure following the random assignment of an intervention, were used to measure student 
achievement across four instructors at the research setting when enacting PLTL. The trends 
across the cases demonstrated a positive impact on overall student performance and reductions in 
the differential performances of not-at-risk and at-risk chemistry students. For three of the four 
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cases for which statistical significance could be calculated, the enactment of PLTL had a 
significant impact on student outcomes. PLTL also positively improved at-risk student 
performance in all cases with varying degrees of success wherein two of the four cases presented 
a statistically significant reduction in the differential performance observed of chemistry students 
with variable preparation in mathematics. In addition to trends and lingering effects of reversals 
on follow-on data, these findings suggest instructor-level differences could meaningfully impact 
student performance and the equity (both via individuality and parity) of a course. Further 
advances in methodological pluralism, such as the inclusion of single-subject research designs 
and other novel designs for evaluations of education reforms, could prove effective complements 
towards works that seek to establish evidence-based practices.
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