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6 Intermediate Temperature Water-Gas Shift Kinetics for Hydrogen 
7 Production

8 Ross Houston,a Nicole Labbé,b Douglas Hayes,a Charles Daw,c,d and Nourredine 
9 Abdoulmoumine*a,b

10 The water-gas shift (WGS) reaction is an attractive process for producing hydrogen gas from lignocellulosic biomass 
11 conversion applications. The goal of this study was to investigate hydrogen production via the WGS reaction using carbon 
12 monoxide (CO), one of the significant non-condensable gases formed during biomass fast pyrolysis, as reactant over the 
13 range of the intermediate-temperature shift (ITS). WGS reaction is typically carried out as a low-temperature shift (LTS;150-
14 300 °C) or a high-temperature shift (HTS; 300-500 °C) with each shift using a different catalyst. In this study, the WGS was 
15 conducted at an intermediate temperature range (200-400 °C) relevant to lignocellulosic biomass fast pyrolysis 
16 hydrodeoxygenation over a copper (Cu) based catalyst in a CO-lean environment (70 vol. % steam, 20 vol. % He, and 10 vol. 
17 % CO). The experimental temperatures were tested over three different weight hourly space velocities (WHSV =1220, 2040, 
18 and 6110 cm3/g-min). CO conversion increased with increasing temperature and catalyst weight, with a maximum CO 
19 conversion of 94% achieved for temperatures greater than 300 °C. We evaluated four models including two mechanistic 
20 Langmuir-Hinshelwood (LH) models, one redox mechanistic model, and one reduced order model (ROM). The first (LH1) and 
21 second (LH2) Langmuir-Hinshelwood models differ by the intermediate formed on the catalyst surface. LH1 forms product 
22 complexes while LH2 produces a formate complex intermediate. LH2 best described our experimental kinetic data, based 
23 on statistical and regression analysis, and provided apparent activation energies between 60 and 80 kJ/mol at different 
24 space velocities. Furthermore, the ROM fit the experimental data well and, due to its simplicity, has potential for 
25 incorporation into computationally expensive simulations for similar experimental conditions.

26

27 Introduction
28 The water–gas shift reaction (WGS) has been an important 
29 reaction in chemical industrial processes for decades, 
30 especially in the production of hydrogen gas1. Today, 
31 concerns over the environmental impact of fossil fuels and 
32 the increasing energy demand have encouraged the 
33 development of cleaner and sustainable energy sources, 
34 which makes the production of hydrogen (H2) even more 
35 relevant. Hydrogen can be either directly used as an energy 
36 source or as an upgrading agent to produce high-quality 
37 biofuels2, 3. In the WGS reaction, as shown below, carbon 
38 monoxide (CO) reacts with steam (H2O) in the presence of a 
39 catalyst to produce carbon dioxide (CO2) and hydrogen (H2), 

40 the highest energy carrier of renewable energy 
41 intermediates4.
42
43 𝐶𝑂 + 𝐻2𝑂↔𝐻2 + 𝐶𝑂2

44
45 For industrial processes using a reactant stream with high 
46 CO concentration, e.g.,>50 vol. %5, the WGS reaction is 
47 usually separated into two stages for increased conversion: 
48 high-temperature shift (HTS) and low-temperature shift 
49 (LTS)6, characterized by specific reaction temperatures as 
50 well as catalyst types. HTS takes place above 300 °C and 
51 commonly uses iron/chromium oxide catalysts7, 8, while LTS 
52 occurs in the range of 150 to 300 °C and typically utilizes a 
53 copper-based catalyst9.
54 The kinetics of HTS and LTS have been well studied given 
55 the industrial significance of these processes. Indeed, 
56 previous mechanistic studies have shown that Langmuir-
57 Hinshelwood kinetics best fitted experimental LTS data over 
58 a copper-based catalysts10-12. Conversely, there is no clear 
59 consensus as to which mechanism best describes the HTS13, 

60 14. The HTS has generally been seen to proceed via a 
61 reduction-oxidation mechanism over iron-based catalysts15-

62 17. However, other studies have found HTS data best fit with 
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63 Langmuir-Hinshelwood and empirical power law models10, 

64 18, 19.
65 While the HTS and LTS staging is feasible in applications 
66 solely focused on producing H2, a two-stage WGS system is 
67 not always practical for applications that occur at 
68 temperatures at the edge of both the LTS and HTS ranges. 
69 This is the case, for example, in the hydrodeoxygenation of 
70 bio-oil produced from biomass pyrolysis. 
71 Hydrodeoxygenation occurs at intermediate temperature 
72 shift (ITS) between 200 and 400°C20, 21. Yet, there is limited 
73 research on WGS kinetics available at ITS conditions that 
74 cover both LTS and HTS domains. Furthermore, while 
75 multiple rate law models have been used to derive the 
76 kinetics of WGS10, no clear consensus has yet emerged22, 23. 
77 The lack of an agreed upon kinetic model for WGS, 
78 especially for ITS, makes advanced modeling of these 
79 processes almost impossible. These gaps justify the present 
80 study which aims to identify the appropriate rate law and 
81 to derive the WGS kinetics at intermediate temperatures 
82 (200-400 °C). 
83

84 Experimental
85 Catalyst preparation and characterization

86 A commercial copper-based, low-temperature WGS 
87 catalyst (HiFUEL® W220) was obtained from Alfa Aesar 
88 (Haverhill, MA, USA) and used for this study. This catalyst 
89 was chosen to investigate the ITS because copper-based 
90 catalyst has reached a consensus for the WGS mechanism 
91 in LTS than iron-based catalysts. Therefore, the copper-
92 based catalyst provided a good starting point for potential 
93 mechanisms. The catalyst was first size reduced by a mortar 
94 and pestle and sieved to particle sizes between 0.425 and 
95 0.595 mm (30-40 mesh). The catalyst was then 
96 characterized by physisorption for surface area and pore 
97 volume. A Beckman Coulter surface area analyzer was used 
98 to determine the catalyst’s Brunauer-Emmett-Teller (BET) 
99 surface area and total pore volume using N2 as an 

100 adsorbate. The catalyst samples were outgassed for 60 min 
101 at 120 °C24. Additionally, the catalyst was tested for the 
102 optimal reduction temperature using temperature program 
103 reduction (TPR) by a thermogravimetric analyzer (TGA) 
104 (Perkin Elmer, Pyris 1, Waltham, MA, USA)25-27. 
105 Approximately 30 mg of catalyst were placed on the sample 
106 pan to undergo TPR. The sample was then outgassed by 
107 heating to 105 °C at 25 °C/min, under a flow of helium, and 
108 maintained for 45 min to remove any adsorbate present in 
109 and on the catalyst. The outgassed sample was then heated 
110 from 105 to 400 °C at a rate of 2 °C/min under a constant 
111 reducing gas (90% N2, 10% H2) flow. Upon completion, the 
112 sample’s differential thermogravimetric curve was 
113 generated, using fityk software28, and the peak minima, 
114 indicative of the maximum mass loss, was taken at the 
115 reduction temperature. All experiments were conducted in 
116 triplicate.

117
118 Kinetic measurements

119 WGS experiments were carried in a plug flow reactor (PFR) 
120 system outfitted with a feed water delivery and steam 
121 generation system, as illustrated in Figure 1. The system 
122 consists of He and CO supply lines, each equipped with a 
123 mass flow controller, a syringe pump for delivering water 
124 (Chemyx Inc., 10060, Stafford, TX, USA), an evaporator for 
125 generating steam, a ½ inch (12.7 mm) tube plug flow 
126 reactor (PFR) housed in a split tubular furnace (Applied Test 
127 Systems, 3210, PA, USA), a set of condensers in series, and 
128 gas scrubbing tubes with activated carbon and drierite 
129 (W.A. Hammond Drierite Co., Xenia, OH, USA). The catalytic 
130 experiments were carried out at reactor temperatures of 
131 200 to 400 °C in 50 °C temperature intervals. The 
132 temperature of the bed was monitored by a K-type 
133 thermocouple, which fed back to a proportional integral 
134 derivative (PID) controller that controls the furnace. In 
135 addition to the temperature, the space velocity (SV), 
136 reported as weight hourly space velocity (WHSV, cm3/(min-
137 g)), varied from 6110 (WHSV #1), 2040(WHSV #2), and 
138 1220(WHSV #3). These WHSVs were calculated using the 
139 run conditions for 200 °C at 0.1 g, 0.3 g, and 0.5 g of active 
140 catalyst, respectively. An increase in the active catalyst 
141 weight at a given temperature reduces the WHSV. The 
142 reactor bed consisted of the copper-based catalyst diluted 
143 with alumina (γ-Al2O3), of the same particle size, for catalyst 
144 quantities under 0.5 g to provide the desired space velocity 
145 and avoid channeling in the reactor. Before every 
146 experiment, the catalyst is reduced in-situ using a gas 
147 mixture containing 10 vol. % H2 and 90% N2 for two hours 
148 at the appropriate reduction temperature. Afterward, the 
149 CO and carrier gas (He) streams were controlled by two 
150 mass flow controllers before combining with a stream of 
151 water pumped into the evaporator by the syringe pump. 
152 The evaporator served to convert the water to steam as 
153 well as preheat the gases before reaching the reactor. Upon 
154 entering the reactor, CO and steam underwent the WGS 
155 reaction. The product gases were sent to a condenser to 
156 remove any excess steam from the product stream. WGS 
157 experiments were carried out in a CO-lean environment (70 
158 vol. % water, 20 vol. % He, and 10 vol. % CO) with a steam 
159 to carbon monoxide ratio (S/C) ranging from 5 to 7, thereby 
160 favoring higher CO conversion due to CO serving as the 
161 limiting reactant.
162
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164 Figure 1. Experimental catalytic reactor setup. 1. Carbon monoxide delivery lines; 
165 2. Inert gas (He) delivery line; 3. High-pressure syringe water pump; 4. Onboard 
166 steam generator with PID controlled heaters; 5. Packed bed reactor with PID 
167 controller furnace heater; 6. Shell and tube heat exchanger; 7. Liquid collection 
168 reservoir with bottom drain valve; 8. Overflow reservoir with a bottom drain valve.

169
170 At the PFR outlet, a slipstream of the effluent gas was 
171 continuously delivered to a 6 port actuating valve with a 1 
172 ml sampling loop connected to a SRI TCD/FID/FPD gas 
173 chromatograph (GC) equipped with a thermal conductivity 
174 detector (TCD) (SRI Instruments Inc., 8610C CA, USA) where 
175 the gas composition was analyzed continuously while the 
176 remainder of the outlet stream was vented to the fume 
177 hood. Helium served as the eluent for a two-column series 
178 system. The first column, a 6’ molecular sieve 13x column, 
179 analyzes a majority of the products, mainly H2 and CO, while 
180 the second column, 6’ Hayesep-N column, is used to detect 
181 the CO2. The temperature program was set with an initial 
182 temperature of 40 °C and is held for 10 minutes before 
183 ramping to 80 °C with a rate of 20 °C/min. The peak of 
184 interest was the CO peak. Before each experiment, the GC 
185 was calibrated for peak area vs. concentration by using a 
186 calibration gas cylinder with the following concentrations: 5 
187 vol. % CO, 5 vol. % CO2, 5 vol. % N2, 4 vol. % oxygen (O2), 4 
188 vol. % methane (CH4), 4 vol. % H2, and balance helium. The 
189 GC sampling loop was flushed with the calibration gas, and 
190 the analysis was repeated at least three times. At the 
191 beginning of each experiment, streams of CO and He were 
192 sent to the GC to determine the initial amount of the CO 
193 entering the reactor. The product stream was analyzed in 
194 the GC, and the amount of CO and conversion at the outlet 
195 was determined for each experimental condition.
196

197 Kinetic analysis and modeling
198 Kinetic data analysis

199 Using well-documented WGS reaction mechanisms and 
200 data obtained from the laboratory scale experiments, 
201 kinetic parameters, such as the reaction order, rate 
202 constant, and activation energy, were derived29. 
203 Preliminary screening was carried out to test for external 
204 mass transfer and diffusion limitations for the proposed 
205 operating conditions. The mass transfer coefficient is 

206 inversely proportional to the boundary layer thickness. At 
207 lower velocities, the boundary layer is thick, and the mass 
208 transfer rate limits the overall reaction rate while at higher 
209 velocities, reactants and products rapidly diffuse across the 
210 boundary layer quickly and mass transfer no longer limits 
211 the reaction29. If there are external mass transfer 
212 limitations, the higher gas velocities will lead to a higher 
213 conversion of CO.
214 External mass transfer limitations were assessed using the 
215 Carberry number (Ca)30. Ca is a ratio of the observed 
216 reaction rate to the maximum external mass transfer rate, 
217 shown below
218

219 𝐶𝑎 =  
( ―𝑟𝑜𝑏𝑠

𝐶𝑂 )𝜌𝑐

𝑎′𝑘𝑓𝐶𝑏
𝐶𝑂

< 0.05

220
221 where   is the observed reaction rate,  is the density ―𝑟𝑜𝑏𝑠

𝐶𝑂 𝜌𝑐

222 of the catalyst particle,  is the specific external surface 𝑎′

223 area of the catalyst particle,  is the mass transfer 𝑘𝑓

224 coefficient, and  is the CO concentration in the bulk 𝐶𝑏
𝐶𝑂

225 phase31. The observed reaction rate was calculated via the 
226 postulated reaction rate in Matlab and further confirmed by 
227 calculating the area under the curve of a plot of W/Fco vs 
228 conversion where W is weight of active catalyst and Fco is 
229 the molar flow rate of CO. Furthermore, internal diffusion 
230 limitations tests were carried out using the Weisz-Prater 
231 criterion.
232

233
( ―𝑟𝑜𝑏𝑠

𝐶𝑂 𝜌𝑐𝑅2
𝑝)

(𝐷𝑒𝐶𝐴𝑠) ≪ 1

234
235 where  is the mean radius of the catalyst particle (m),  𝑅𝑝 𝐷𝑒

236 is the effective diffusivity of CO in the catalyst (m2/s), and 
237  is the CO concentration on the catalyst surface. The 𝐶𝐴𝑠

238 effective diffusivity is calculated value using properties of 
239 the catalyst
240

241 𝐷𝑒 =
D𝜑𝑝𝜎

𝜏
242
243 where  is the diffusion coefficient of CO in steam,  is the D 𝜑𝑝

244 porosity of the catalyst particle (product of the pore volume 
245 and the effective particle density having a typical value of 
246 0.4 for a catalyst pellet).  is the constriction factor with a 𝜎
247 typical value of 0.8, and  is the tortuosity with a typical 𝜏
248 value of 3.032, 33. If the criteria are satisfied, there is no 
249 external or internal diffusion limitation.
250
251 Thermodynamic analysis

252 The WGS reaction is a reversible, exothermic reaction and 
253 thermal equilibrium is more rapidly achieved at higher 
254 temperatures8. Due to the exothermic nature of the 
255 reaction, the equilibrium constant as well as the carbon 
256 monoxide tend to decrease as temperature increases15.
257
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258 𝐾𝑒𝑞 =  
[𝐻2]𝑒𝑞[𝐶𝑂2]𝑒𝑞

[𝐶𝑂]𝑒𝑞[𝐻2𝑂]𝑒𝑞

259
260 The equilibrium conversion of CO depends on the molar 
261 ratio of steam to CO supplied to the system, S/C (>1). 
262 Therefore, the equilibrium constant can be rewritten
263

264 𝐾𝑒𝑞 =  
𝑋2

(1 ― 𝑋)(
𝑆
𝐶 ― 𝑋)

265
266 where X is the equilibrium conversion of CO, the limiting 
267 reactant. The theoretical equilibrium constant was 
268 calculated using the Gibbs energy of reaction ( ), which ∆𝐺𝑟𝑥𝑛

269 was then used to calculate the theoretical equilibrium 
270 conversion.

271 𝐾𝑒𝑞 =  exp (
―∆𝐺𝑟𝑥𝑛

𝑅𝑇 )

272
273 Kinetic models

274 Multiple kinetic models have been explored to determine 
275 the reaction kinetics and rate of reaction for the WGS 
276 reaction10. The mechanism of the WGS is primarily believed 
277 to proceed via one of two pathways: an associative 
278 mechanism or a redox mechanism. The associative 
279 mechanism is accepted as prevalent for LTS; however, the 
280 prevalent mechanism for HTS is still up for debate13, 34. In 
281 the case of ITS, there are no proposed mechanisms 
282 specifically for the temperature range between LTS and 
283 HTS. Therefore, the kinetic mechanisms investigated were 
284 the ones that have shown to fit either the LTS or HTS. Three 
285 mechanistic models and one empirical model were 
286 proposed to fit the experimental results. In all models, the 
287 Arrhenius equation was used to model the temperature 
288 dependence of rate constant, k, 
289

290 𝑘 = 𝐴0𝑒
―𝐸𝐴

𝑅𝑇

291 where  is the pre-exponential factor,  is the activation 𝐴0  𝐸𝐴
292 energy, R is the gas constant and T is temperature.
293
294 Langmuir-Hinshelwood mechanism and model

295 Armstrong and Hilditch proposed a model based on the 
296 associative form of the Langmuir-Hinshelwood (LH) 
297 mechanism in 192035 where CO and H2O undergo 
298 adsorption onto the catalyst surface to produce 
299 intermediates that desorb from the catalyst into the 
300 products of CO2 and H2

36. Researchers have tried to prove 
301 the exact form of the intermediates on the catalyst surface, 
302 such as formates15, 37. Ayastuy et al. performed an extensive 
303 test that included eight possible LH mechanisms with 
304 different active sites and intermediate formation steps to 
305 investigate WGS kinetics of the LTS and two associative 
306 mechanisms were shown to give the best fit11. Each LH 
307 mechanism was derived through the proposed elementary 
308 reactions of the WGS. These associative mechanisms were 

309 further investigated by Mendes et al. and found agreeable 
310 results12. Our catalyst is similar to the one used by previous 
311 authors, therefore we investigated these mechanisms in 
312 our study. The first LH mechanism (LH1) is described by the 
313 following general reactions, where S represents a vacant 
314 adsorbing site on the catalyst and S∙, for example CO∙S, is 
315 indicative of an adsorbed species, in this case, CO (note: the 
316 S∙ bonds are not true covalent bonds. Therefore, the octet 
317 rule is not violated)11, 36.
318
319 𝐶𝑂 +  𝑆 ↔𝐶𝑂 ∙ 𝑆
320 𝐻2𝑂 +  𝑆 ↔𝐻2O ∙ S
321 𝐶𝑂 ∙ 𝑆 + 𝐻2O ∙ S↔𝐶𝑂2 ∙ S + 𝐻2 ∙ S
322 𝐻2 ∙ S↔𝐻2 +  𝑆
323 𝐶𝑂2 ∙ S ↔𝐶𝑂2 +  S
324
325 For the LH1, the rate-limiting step (RLS) is the surface 
326 reaction between adsorbed species. The second LH 
327 mechanism (LH2) undergoes the same initial reactions of 
328 CO and H2O adsorbing onto an active site. The differences 
329 between the two mechanisms occur from the adsorbed 
330 species reacting to form an absorbed intermediate species 
331 instead of adsorbed product species. The adsorbed 
332 intermediates then react to produce CO2 and H2. 
333
334 𝐶𝑂 +  𝑆 ↔𝐶𝑂 ∙ 𝑆
335 𝐻2𝑂 +  𝑆 ↔𝐻2O ∙ S
336 𝐶𝑂 ∙ 𝑆 + 𝐻2O ∙ S↔𝐶𝑂𝑂𝐻 ∙ S + 𝐻 ∙ S 
337 𝐶𝑂𝑂𝐻 ∙ S↔𝐶𝑂2 + 𝐻 ∙ S
338 2𝐻 ∙ S ↔𝐻2 + 2𝑆
339
340 The RLS for the second mechanism is also the surface 
341 reaction between the two adsorbed reactant species; 
342 however, this time to produce a formate intermediate and 
343 adsorbed hydrogen.
344
345 Redox mechanism and model

346 In 1949, Kulkova and Temkin hypothesized that the WGS 
347 proceeded through a series of reduction and oxidation 
348 reactions where water disassociated onto the catalyst 
349 surface to produce hydrogen, and then CO reduced the 
350 catalyst surface to produce CO2 according to the 
351 mechanism below.
352
353 𝐻2𝑂 + S ↔𝐻2 +  𝑂 ∙ S
354 𝐶𝑂 + 𝑂 ∙ S ↔𝐶𝑂2 +  S
355
356 where * represents a vacant active site analogous to the 
357 one introduced earlier in the associate mechanism38. The 
358 RLS for the proposed reduction mechanism consists of 
359 water adsorbing on an active site and releasing hydrogen 
360 while oxidizing the vacant site12. The regenerative, or 
361 reduction, mechanism provides a better fit to the HTS 
362 experiments rather than to the LTS39. While the LH 
363 mechanisms have a consensus for being the most 
364 representative mechanism for the LTS, the predominant 
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365 mechanism is still up for debate. The HTS is typically 
366 thought to proceed through either a redox mechanism or 
367 an LH mechanism19, 40.
368
369 Reduced order model

370 In addition to the mechanistic models, the experimental 
371 data were fit to a reduced order model (ROM) to facilitate 
372 incorporating the WGS kinetics into computationally 
373 expensive process models, e.g., vapor phase upgrading, 
374 where simpler ROM models can significantly reduce 
375 computational resources. Unlike mechanistic models, 
376 ROMs are not dependent on specific reaction mechanism 
377 and are limited to specific operating conditions23, 36. 
378 Consequently, the resultant rate expression is empirical and 
379 provides a simpler expression that is computationally 
380 lighter than the mechanistic expressions41. The rate 
381 expression for the empirical power law is represented by
382
383 ―𝑟𝐶𝑂 = 𝑘𝑃𝑎

𝐶𝑂𝑃𝑏
𝐻2𝑂𝑃𝑐

𝐻2𝑃
𝑑
𝐶𝑂2(𝛽)

384
385 where , , , and  are the reaction orders for CO, H2O, H2, 𝑎 𝑏 𝑐 𝑑
386 and CO2, respectively.  is the partial pressure of each 𝑃𝑖

387 species. The WGS reaction is reversible, therefore the 
388 backwards reaction must be accounted for. The  term  𝛽
389 simulates the reaction’s approach to chemical equilibrium 
390 and is described below. 
391

392 𝛽 = 1 ―
𝑃𝐻2𝑃𝐶𝑂2

𝑃𝐶𝑂𝑃𝐻2𝑂

1
𝐾𝑒𝑞

393
394 Parameter estimation and model discrimination

395 A numerical optimization method was adopted for 
396 estimating the parameters of both the mechanistic models 
397 and the ROM. A Matlab code was developed that utilizes an 
398 ordinary differential equation (ODE) subroutine and non-
399 linear regression analysis, using the non-linear least squares 
400 solver function (lsqcurvefit), which has been used 
401 previously for kinetic studies42. Initial guesses for 
402 parameters were taken from existing kinetic studies on 
403 WGS11, 12, 36 and multiple statistical tests, such as the root 
404 mean squared error (RMSE), mean absolute error (MAE), a 
405 goodness of fit (FIT), and the Akaike Information Criterion 
406 (AIC) were applied for each data set. 
407

408 𝑅𝑀𝑆𝐸 =  
1
𝑁

𝑁

∑
𝑖 = 1

(𝑦𝑖 ― 𝐹(𝑘,𝑥𝑖))2

409 𝑀𝐴𝐸 =  
1
𝑁

𝑁

∑
𝑖 = 1

|𝑦𝑖 ― 𝐹(𝑘,𝑥𝑖)|

410 𝐹𝐼𝑇 = 100

∑𝑁
𝑖 = 1

(𝑦𝑖 ― 𝐹(𝑘,𝑥𝑖))2

𝑁2

𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙𝑚𝑎𝑥

411 𝐴𝐼𝐶 = 𝑁 ∗ 𝑙𝑜𝑔 (∑(𝑦𝑖 ― 𝐹(𝑘,𝑥𝑖))2

𝑁 ) + 2𝑘

412

413 where  are the values calculated by the model, k is 𝐹(𝑘,𝑥𝑖)
414 the number of parameters being optimized, N is the 
415 number of observations, and  is the experiental data, and 𝑦𝑖

416 experimentalmax is the maximum observed value43, 44. Since 
417 kinetic data are only collected every 13 minutes, a 
418 piecewise cubic Hermite interpolating polynomial (PCHIP) 
419 function45 was used to generate additional interpolated 
420 points between two experimental data points. In the end, a 
421 dataset of 100 individual points was used for each 
422 parameter estimation.
423 Model discrimination was carried out through comparison 
424 of the results of all the statistical tests. The AIC46 takes the 
425 number of parameters, the sample size and the residual 
426 sum of squares into account. The AIC allows for 
427 discrimination of different models with varying numbers of 
428 parameters. The model with the lowest AIC was determined 
429 to fit the data best.
430

431 Results and Discussion
432 Catalyst characterization

433 The composition of the catalyst used in this study is shown 
434 in Table 1. It is composed of copper (II) oxide, zinc oxide, 
435 aluminum oxide, and carbon in a weight percent ratio of 
436 52:30:17:1, respectively. Cu-based catalysts have been 
437 studied extensively for low-temperature WGS reactions; 
438 however, the chemical composition of the oxide 
439 components can differ greatly, from 8 wt. % CuO47 to 50 wt. 
440 % CuO12. Previous studies have used similar catalysts 
441 containing CuO/ZnO/Al2O3

11, 12, 15, 23, 47, 48 and others 
442 impregnated copper onto a supported metal oxide with a 
443 maximum loading of 20 wt. %9, 49, 50. This study utilizes a 
444 commercial catalyst with a larger CuO content (52 wt. %) 
445 compared to most other CuO/ZnO/Al2O3 catalysts used for 
446 WGS kinetics studies11, 12, 47, 48. The results of the BET surface 
447 area analysis are shown in Table 2. Gines et al. studied the 
448 effect of Al2O3 support on catalytic activity51. In addition to 
449 the activity of the catalyst, the support also plays a role by 
450 increasing the overall surface area of a catalyst. Ayastuy et 
451 al. reported a BET surface area of 92 m2/g (24.9/43.7/31.4 
452 wt. % CuO/ZnO/Al2O3)11 while Shen et al. used a 
453 CuO/ZnO/Al2O3 catalyst with a BET surface area of 77 m2/g, 
454 (30.7/45.3/23.91 wt. % CuO/ZnO/Al2O3)52. When plotting 
455 these surface areas as well as the one used in this study as 
456 a function of Al2O3 content, a positive linear relationship is 
457 discovered. Therefore, the surface area is in agreement 
458 with previous reported literature values.
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459460 Figure 2. Results from the TPR of the commercial Cu-based catalyst showing 
461 derivate of mass as a function of temperature for each run and the average peak 
462 temperature.

463 Additionally, the catalyst was tested for the optimal 
464 reduction temperature using temperature program 
465 reduction (TPR). TPR produced a thermogravimetric (TG) 
466 curve mapping the mass loss of the sample as a result of the 
467 catalyst deoxygenation by hydrogen versus temperature. 
468 The TG data were then converted to a differential 
469 thermogravimetric (DTG) curve, which showed the rate of 
470 mass loss versus temperature, and fit to a curve using fityk 
471 software. A peak for the derivative of mass loss vs. 
472 temperature is indicative of reduction because the catalyst 
473 is initially oxidized. As hydrogen is transported over the 
474 catalyst at increasing temperatures, the oxygen present in 
475 the oxide is removed, resulting in a loss of mass. The TPR 
476 results are shown in Figure 2 with an optimal reduction 
477 temperature of 256 ± 8 °C. This value was similar to the 
478 catalyst supplier’s recommended maximum reduction 
479 temperature of 270 °C.

480 Table 1. Composition of the commercial Cu-based catalyst as reported by the 
481 manufacturer.

Species Percent (wt. %)
Copper Oxide (CuO) 52.0

Zinc Oxide (ZnO) 30.0
Aluminum Oxide (Al2O3) 17.0

Graphite (C) 1.0
482
483 Table 2. Catalyst characterization results.

Property Value *

Total Pore Volume (ml/g) 0.22±0.01

BET Surface Area (m2/g) 62.2±0.95

* ± indicates standard deviation for triplicate runs

484
485 Mass transfer and diffusion limitations

486 The reaction setup was tested for external mass transfer 
487 and internal diffusion limitations. External mass transfer 

488 limitations were tested for using the Carberry number 
489 (Ca)53, 54. The values for Ca were found to be significantly 
490 lower than 0.05; therefore, we can assume external mass 
491 transfer limitations were not present53. The diffusion 
492 transfer limitations were tested for using the Wheeler-
493 Weisz criterion. This Wheeler-Weisz criterion yielded values 
494 significantly less than 0.10. Therefore, diffusion limitations 
495 were not present in the WGS experiments.
496
497 Effect of temperature and catalyst weight on carbon 
498 monoxide conversion

499 The bench-scale WGS reaction was carried out for five 
500 temperatures at three different WHSVs for a total of 15 
501 experimental conditions. A comparison of CO conversion 
502 over time for WHSV #1 at each temperature is shown in 
503 Figure 3. The overall CO conversion increased and the time 
504 required to reach steady-state decreased as the 
505 temperature was increased. The latter trend reflects a 
506 limitation in the experimental design. Very few kinetic 
507 measurements in this study were collected before steady-
508 state was reached due to limitations in the sampling 
509 frequency achievable via gas chromatography. Figure 4 
510 displays CO conversion at steady-state as a function of 
511 temperature for each WHSV. The conversion of CO 
512 increased with both an increase of temperature and 
513 increase of catalyst weight (decreasing WHSV) until 
514 reaching a maximum conversion of 94% at 300 °C. As the 
515 temperatures were increased above 300 °C, the difference 
516 in CO conversion between the varying WHSVs decreased to 
517 a point where there was no significant difference in 
518 conversion between WHSV #2 (2040 cm3/g-min) and WHSV 
519 #3 (1220 cm3/g-min). WHSV #1 (6110 cm3/g-min) produced 
520 significantly less CO than the other two. This can be 
521 attributed to the smaller amount of active catalyst present 
522 in the reactor bed. When observing the equilibrium CO 
523 conversion vs. the inverse WHSV (W/F), where W is the 
524 weight of active catalyst (g) and F is the total flow rate 
525 (cm3/min), the maximum conversion (94%) occurred at 350 
526 °C. This behavior is in agreement with the reported increase 
527 of CO conversion with an increase of residence time6. 
528 Overall, the trends observed in Figures 3 and 4 are in 
529 agreement with previous studies11, 12, 55, 56. Another 
530 experimental limitation that must be addressed is the 
531 length of experiments. The finite volume of steam available 
532 to be used limited run times to a few hours. Due to this 
533 shorter time on stream, there was no significant catalyst 
534 deactivation. Copper catalysts have been shown to exhibit 
535 catalyst deactivation at higher temperatures, which may be 
536 evident for longer times on stream or a full continuous 
537 process in an industrial setting. The results presented here 
538 assume no catalyst deactivation.
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539540 Figure 3. CO conversion as a function of time at each temperature for WHSV #1 
541 (1220 cm3/g-min) for 200 °C, 250 °C, 300 °C, 350 °C, and 400 °C.

542543 Figure 4. Steady-state CO conversion (%) as a function of temperature (°C) over 
544 different WHSVs (WHSV #1 = 1220 cm3/g-min, WHSV #2 = 2040 cm3/g-min, and 
545 WHSV #3 = 6110 cm3/g-min).

546 Kinetic model parameter optimization

547 Four possible kinetic models were evaluated through non-
548 linear regression to obtain optimized parameters that fit 
549 best the experimental data. The rate expressions for each 
550 model are shown in Table 3. Assuming the gases behave 

551 ideally, the partial pressure of each species was calculated 
552 as follows: 
553
554 𝑃𝐶𝑂 = 𝐶𝑂0(1 ― 𝑋)𝑅𝑇
555 𝑃𝐻2𝑂 = 𝐶𝑂0(𝜃 ― 𝑋)𝑅𝑇
556 𝑃𝐻2 = 𝑃𝐶𝑂2 = 𝐶𝑂0(𝑋)𝑅𝑇
557
558 where  is the molar ratio of steam to CO in the inlet 𝜃
559 stream. The first associative mechanism proposed, LH1, did 
560 not fit the data generated for several of the experimental 
561 conditions and was therefore eliminated (FIT = 1.49).
562 LH2 has ten parameters to be optimized while the redox 
563 mechanism has four, and the ROM has five. Data for every 
564 experimental condition was fit for each kinetic model to 
565 determine the respective kinetic parameters, and the 
566 results are shown in Table 4. For each model, the activation 
567 energy decreased as catalyst weight was increased. The 
568 estimated apparent activation energy for the LH2, ROM, 
569 and redox models ranged from 62-66 kJ/mol, 29-45 kJ/mol, 
570 and 75-77 kJ/mol, respectively, depending on the WHSV. 
571 The ROM showed the largest decrease in the apparent 
572 activation energy of the three models. As WHSV decreased, 
573 the apparent activation energy reached a plateau at a 
574 greater catalyst weight than that of WHSV #2. The apparent 
575 activation energy estimated by the ROM fell within the 
576 range of previous kinetic studies over a Cu-based catalyst 
577 but was still lower than other reported values11, 12. For the 
578 ROM, the reaction order with respect to carbon monoxide 
579 and steam was shown to be the most sensitive to 
580 experimental conditions fluctuating between 0.48-1.27 and 
581 0.37-1.22 respectively, whereas the reaction orders for the 
582 carbon dioxide and hydrogen remained relatively constant. 
583 The Langmuir Hinshelwood model predicted apparent 
584 activation energies that were more consistent in magnitude 
585 than the ROM and the apparent activation energy of 65 
586 kJ/mol is well within typical reporting ranges over a 
587 CuO/ZnO/Al2O3 catalyst11. The activation energies reported 
588 are apparent activation energies. The values for the 
589 activation energy reported between different mechanistics 
590 will not necessarily be comparable. The ROM is a simple 
591 kinetic model that does not account for any mechanistic 
592 aspects and the models are fitting different numbers of 
593 parameters.
594

595
596 Table 3. Rate law expressions for each kinetic model tested.

Kinetic Model Rate Equation

Langmuir-Hinshelwood 2
―𝑟𝐶𝑂 =

𝑘(𝑃𝐶𝑂𝑃𝐻2𝑂 ―
𝑃𝐶𝑂2𝑃𝐻2

𝐾𝑒 )
(1 + 𝐾𝐶𝑂𝑃𝐶𝑂 + 𝐾𝐻2𝑂𝑃𝐻2𝑂 + 𝐾𝐻2

0.5𝑃𝐻2
0.5 + 𝐾𝐶𝑂2𝑃𝐶𝑂2𝑃𝐻2

0.5)2

Redox ―𝑟𝐶𝑂 =

𝑘(𝑃𝐻2𝑂 ―
𝑃𝐶𝑂2𝑃𝐻2

𝑃𝐶𝑂𝐾𝑒 )
1 +

𝐾𝐶𝑂𝑃𝐶𝑂2

𝑃𝐶𝑂
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597
598
599 Model discrimination

600 The mean absolute error (MAE), root mean squared error 
601 (RMSE), and goodness of fit (FIT) analyses were used to 
602 compare how well each model fit the experimental data. 
603 Further discrimination of the models was accomplished 
604 using the Akaike information criterion (AIC). This allowed 
605 for comparison between models with a different number of 
606 parameters. The results of each statistical test are shown in 
607 Table 5. For all of the statistical tests, lower values indicate 
608 a better fit. Upon comparison of the three statistical tests, 
609 the three models give similar values. However, the LH2 
610 model 
611 provided the best overall fit to the experimental data for 
612 each WHSV and 200-400 °C. 

613 Table 4. Estimated parameters for the proposed kinetic models at WHSV #2 at 
614 temperatures from 200-400 °C

Parameter LH2* Redox* ROM
ln(k0) 16.98±0.21 16.94±1.20 4.21±1.07)

Ea 64.93±3.84 77.2±14.89 32.97±7.8
ln(Kco) -1.48±1.03 - -
∆Hco 21.93±7.08 - -

ln(KH2O) -5.56±3.77 - -
∆HH2O 15.12±4.2 - -
ln(KH2) -3.82±1.16 - -
∆HH2 12.05±6.56 - -

ln(KCO2) -1.72±0.70 -3.09±2.16 -
∆HCO2 32.85±7.89 -35.61±9.31 -

a - - 0.95±0.44
b - - 0.73±0.46
c - - -0.77±0.21
d - - -0.59±0.14

* ± indicates standard deviation
615
616 The ROM and the redox model produced similar test values 
617 for each set of conditions, but the ROM appeared to show 
618 a more predictive trend when plotted alongside the 
619 experimental data. Therefore, the ROM was the second 
620 best fit to the experimental data over all conditions.

621 Associative mechanisms, as well as a ROM, have been 
622 shown to provide the best fits in several previous works11, 

623 12, 37. The good fit of the associative mechanism makes 
624 sense when compared to literature because Cu-based 
625 catalysts are typically regarded as low-temperature shift 
626 catalysts and the experimental temperature range overlaps 
627 with that of the LTS. Both the Langmuir-Hinshelwood and 
628 ROM are statistically good fits that can be used for different 
629 purposes in future work regarding the intermediate-
630 temperature shift (ITS). For a purely kinetic simulation, the 
631 Langmuir-Hinshelwood kinetics would be the most accurate 
632 mechanistic representation of the experimental data. These 
633 mechanistic models have utility for designing new 
634 processes that require a high degree of accuracy over a 
635 wide range of conditions. However, for numerical models of 
636 more advanced systems that are computationally intensive, 
637 such as a computational fluid dynamics model for bio-oil 
638 hydropyrolysis where the WGS is a secondary process, the 
639 ROM could be used to reduce the overall computation cost 
640 while maintaining accuracy. This is especially true if these 
641 numerical models do not require mechanistic level details 
642 in the implementation of reaction schemes. Even though 
643 the ROM can reduce computational resources, that should 
644 not stop efforts to identify good mechanistic models. ROMs 
645 are only applicable for the specific experimental conditions 
646 for which they were derived, and the simplicity will sacrifice 
647 accuracy. All in all, each type of model has their own 
648 advantages and disadvantages depending on the 
649 application.
650
651
652
653
654
655
656
657
658
659
660
661

662 Table 5. Goodness of fit results for kinetic models over each WHSV.

664
665

666 Conclusions

ROM ―𝑟𝐶𝑂 = 𝑘𝑃𝑎
𝐶𝑂𝑃𝑏

𝐻2𝑂𝑃𝑐
𝐻2𝑃

𝑑
𝐶𝑂2(1 ― 𝛽)

LH#2 Redox ROM
WHSV

1 2 3 1 2 3 1 2 3
RMSE 0.045 0.048 0.034 0.059 0.060 0.071 0.064 0.056 0.074
MAE 0.038 0.040 0.030 0.050 0.049 0.058 0.053 0.045 0.052
FIT 0.004 0.003 0.001 0.007 0.005 0.007 0.010 0.004 0.007
AIC -273.7 -270.5 -274.1 -261.5 -252.4 -254.4 -276.5 -231.1 -222.8
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667 The kinetics of the water-gas shift reaction over a Cu-based 
668 catalyst at intermediate-temperature shift (ITS) conditions 
669 (200-400 °C) are reported in this study. At ITS conditions, 
670 kinetics data were obtained for three space velocities and 
671 were fit to two associative Langmuir-Hinshelwood 
672 mechanistic models (LH1 and LH2) as well as a ROM and 
673 redox model. The associative LH2 best fit the experimental 
674 data on the basis of the statistical analysis of the regression 
675 based on the goodness of fit tests and Akaike Information 
676 Criterion (AIC). The LH2 model yielded apparent activation 
677 energy between 60-80 kJ/mol over varying WHSVs whereas 
678 the ROM yielded apparent activation energies from 29-47 
679 kJ/mol. The reaction order for CO2 and H2 remained 
680 constant over all WHSVs while the exponents for CO and 
681 H2O fluctuated from between 0.48-1.27 and 0.37-1.22, 
682 respectively. Both the mechanistic and empirical kinetic 
683 models have potential for application concerning the WGS. 
684 The Langmuir-Hinshelwood model would yield the most 
685 accurate results based on the kinetic experiments, whereas 
686 the ROM can be used for incorporation into models that are 
687 computationally expensive to reduce computational power 
688 while retaining accuracy. 
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