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RF-GlutarySite: Random Forest based predictor for Glutarylation 
sites 
Hussam J. AL-barakatia, Hiroto Saigob, Robert H. Newmanc and Dukka B. KCa,*

Glutarylation, which is a newly identified posttranslational modification that occurs on lysine residues, has recently emerged 
as an important regulator of several metabolic and mitochondrial processes. However, the specific sites of modification on 
individual proteins, as well as the extent of glutarylation throughout the proteome, remain largely uncharacterized. Though 
informative, proteomic approaches based on mass spectrometry can be expensive, technically challenging and time-
consuming. Therefore, the ability to predict glutarylation sites from protein primary sequences can complement proteomics 
analyses and help researchers study the characteristics and functional consequences of glutarylation. To this end, we used 
Random Forest (RF) machine learning strategies to identify the physiochemical and sequence-based features that correlated 
most substantially with glutarylation. We then used these features to develop a novel method to predict glutarylation sites 
from primary amino acid sequences using RF. Based on 10-fold cross-validation, the resulting algorithm, termed ‘RF-
GlutarySite’, achieved efficiency scores of 75%, 81%, 68% and 0.50 with respect to accuracy (ACC), sensitivity (SN), specificity 
(SP) and Matthew’s correlation coefficient (MCC), respectively. Likewise, using an independent test set, RF-GlutarySite 
exhibited ACC, SN, SP and MCC scores of 72%, 73%, 70% and 0.43, respectively. Results using both 10-fold cross validation 
and an independent test set were on par with or better than those achieved by existing glutarylation site predictors. Notably, 
RF-GlutarySite achieved the highest SN score among available glutarylation site prediction tools. Consequently, our method 
has the potential to uncover new glutarylation sites and to facilitate the discovery of relationships between glutarylation 
and well-known lysine modifications, such as acetylation, methylation and SUMOylation, as well as a number of recently 
identified lysine modifications, such as malonylation and succinylation.

1. Introduction
Post-translational modifications (PTMs) play a critical role in 
regulating nearly all biological processes.1,2 For instance, inside 
the cell, both enzyme-mediated PTMs, such as protein 
phosphorylation, acetylation and SUMOlyation, and non-
enzymatic PTMs, such as oxidation and succinylation, can alter 
the stability,3 subcellular localization,4 interaction profiles 
and/or enzymatic activity of cellular proteins.5,6 As a 
consequence, dynamic changes in PTM profiles on select amino 
acid residues regulate information flow within many cellular 
signaling networks.7,8 Among the twenty canonical amino acids, 
lysine is subject to the most diverse range of PTMs.9 Indeed, so-
called protein lysine modifications, including acetylation, 
methylation, ubiquitylation, SUMOylation, and various other 
types of acyl modifications, coordinate a wide range of 
biological functions.10-20 Recently, Tan and colleagues identified 
a novel lysine modification, termed glutarylation, that is found

in both eukaryotes and prokaryotes.21 Similar to other recently 
identified lysine acyl modifications, such as succinylation and 
malonylation, glutarylation changes both the size and the 
charge state of the modified lysine residue (i.e., from +1 in the 
unmodified state to -1 following acylation). However, due to the 
length of the glutarate moiety (which consists of a 5-carbon 
chain with carboxyl groups on either end), glutarylation results 
in the largest change in molecular mass among these 
modifications (Fig. 1). Importantly, dysregulation of 
glutarylation and related lysine acylations has recently been 
implicated in the etiology of a number of pervasive metabolic 
disorders,20 including diabetes, neurodegenerative diseases, 
cancer and type 1 glutaric aciduria. 21,22

Several studies have recently used proteomics approaches 
to identify glutarylation sites in cellular proteins. For instance, 
Tan et al. originally detected 23 glutarylation sites in 13 unique 
proteins isolated from E. coli and 10 sites in 10 glutarylated 
proteins from HeLa cells.21  More recently, the same group 
identified 683 lysine glutarylation sites in 191 distinct proteins 
in mouse liver carrying a deletion of the gene encoding the 
surtuin 5 (SIRT5) deacetylase, which has recently been shown to 
remove glutarate moieties from proteins.21 These studies 
revealed that lysine glutarylation is enriched on proteins 
associated with mitochondrial functions.
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In another study, Xie et al. used global proteomics approaches 
to detect 41 glutarylation sites in 24 cellular proteins from the 
pathogenic bacteria, Mycobacterium tuberculosis.23 Finally, the 
Braulke group identified 73 glutarylation sites in 37 
mitochondrial proteins involved in various metabolic processes 
in the brain and liver.24

Though unparalleled in their ability to experimentally 
identify sites of modification across entire proteomes, 
proteomics approaches are often time-consuming, technically 
demanding and expensive. Therefore, to complement and 
extend proteomics studies, researchers have developed 
computational methods to predict PTMs in silico.25-29 For 
instance, computational methods have been developed to 
predict several PTMs, including protein lysine modifications 
such as acetylation,25 succinylation,30  malonylation26 and  
propionylation.31 These methods, which are typically trained to 
distinguish which residues are most likely to be modified, can 
help researchers better understand relationships between 
various PTMs and can offer insights into crosstalk between 
signaling pathways. Recently, Ju and Jian established the first 
computational method to predict sites of glutarylation.32 Their 
method, which is termed ‘GlutPred’, uses Support Vector 
Machine (SVM) machine-learning strategies together with three 
features—amino acid factor, binary encoding, and k-space 
encoding—to predict glutarylation sites in proteins based on 
the primary amino acid sequence. Though GlutPred performed 
well with respect to specificity (SP) and accuracy (ACC), it 
struggled with regard to sensitivity (SN), where it achieved a SN 
score of 51.8% using an independent test set. Similarly, iGlu-Lys, 
which is a recently described SVM-based glutarylation site 
prediction tool developed by Xu et al., achieved high ACC and 
SP scores but a relatively low SN score of only 51.4% using an 
independent set.33  Since SN describes a method’s ability to 
correctly predict positive sites of modification, a method with 
improved SN scores would complement existing methods and 
extend our ability to predict novel sites of glutarylation 
throughout the proteome. Moreover, because both GlutPred 
and iGlu-Lys were trained using SVM-based machine learning 
strategies, they offer little information about the relative 
contribution of each feature to overall method performance.

This information, which can offer insights into the biochemical 
and biophysical parameters that help determine whether a 
given lysine residue is likely to be glutarylated in situ, could be 
valuable for the development of future glutarylation site 
predictors. Here, we sought to develop a glutarylation site 
predictor with enhanced SN compared to existing methods. The 
resulting method, which we termed RF-GlutarySite, uses 
Random Forest (RF) and a series of complementary feature 
vectors to distinguish glutarylation sites from lysine residues 
that are not likely to be glutarylated inside the cell. Analysis of 
our method, which achieved SN scores of 77% using both 10-
fold cross-validation and an independent test set, suggests that 
features describing amino acid composition, transition and 
distribution (CTD) and pseudoamino acid composition (PAAC), 
as well as their local spatial distribution (e.g., Geary 
autocorrelation), contribute most substantially to overall 
method performance. Together, these studies promise to offer 
important insights into the sites of glutarylation across various 
proteomes while providing information about the 
biochemical/biophysical features underlying glutarylation site 
selection. This information may also facilitate the investigation 
of other lysine modifications that share similar characteristics, 
such as succinylation and malonylation. 

2. Material and methods

2.1. Datasets

To build our training and independent test sets, we first 
obtained sequences for 211 proteins containing at total of 716 
glutarylation sites from the Protein Lysine Modification 
Database (PLMD).34 The glutarylated proteins in the PLMD, 
which were identified in Mus musculus and M. tuberculosis, 
were obtained from two previous studies.21,23 In addition, 
sequences for 13 proteins from E. coli (containing 23 unique 
glutarylation sites) and 10 protein sequences from human HeLa 
cells (containing 10 unique glutarylation sites) were retrieved 
from the National Center for Biotechnology (NCBI) database 
and the SWISS-PROT database, respectively.21 

Fig 1. Structures of succinylation, malonylation and glutarylation. The site of conjugation is highlighted in red font.
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Table 1. Summary of datasets or resources used to retrieve glutarylation sites across 
different species. The number of sequences and sites from each species are shown. 
PLMD: Protein Lysine Modification Database.

References Protein 
sequences

Species Sites

PLMD 187 M. musculus 674

PLMD 24 M. tuberculosis 42

Tan M et al., 
2014 21 

13 E. coli 23

Tan M et al., 
2014 21 

10 HeLa cells 10

Combined  234 All species 749

Table 2. Number of positive and negative sites in the training and test sets before (left) 
and after (right) balancing.

Dataset Positive sites (before/after) Negative sites (before/after)

Training 400/400 1703/400
Test 44/44 203/44

The combined initial dataset, which was composed of 234 
proteins containing a total of 749 glutarylation sites, is 
summarized in Table 1.  

Next, we applied CD-hit35 to remove homologous sequences 
that exhibited ≥ 40% sequence identity. This left us with a total 
of 204 non-redundant proteins sequences. We then used a 
sliding window to generate peptides based on experimentally-
identified sites of glutarylation. To this end, we first generated 
positive windows based on glutarylation sites collected from 
different resources. The length of each sequence was 21, with 
10 residues upstream and downstream from a central lysine 
residue. Negative sequences were generated in a similar 
manner, except the central lysine residue was not known to be 
glutarylated. Together, this led to a total of 626 positive sites 
and 4,201 negative sites. To avoid overfitting, we removed 
homologous peptides that exhibited 100% identity within each 
set. Likewise, because the glutarylation status of a protein may 
depend on the cellular context from which it was obtained, we 
crosschecked the sequences in the positive set with those in the 
negative set. If a peptide in the negative set exhibited 100% 
identity with a sequence in the positive set, it was removed 
from the negative set and kept only in the positive set. Next, we 
applied CD-hit individually on peptides in the positive set to 
remove homologous fragments with more than 40% identity. 
The same procedure was used to remove redundant sequences 
from the negative set. In this way, CD-hit was used as a tool to 
avoid overestimation of our predictor caused by a large number 
of homologous peptides in the positive and negative sets. The 
final, non-redundant datasets contained 453 positive sites and 

2,043 negative sites. Finally, we randomly split the data into the 
training and test sets. Specifically, 90% of the sequences from 
the positive and negative sets were used for training while the 
remaining 10% were used for the independent test set (Table 
2). 

2.2. Feature extraction and encoding

Most of the features used in this study were retrieved from the 
Features Extraction from Protein Sequence (FEPS) web 
application,36 which, in its original iteration, contained 2,755 
features. The FEPS application utilizes 48 published feature 
extraction approaches and has been effectively employed in a 
variety of computational problems, including the 
prediction/classification of nuclear receptors,37 the prediction 
of phosphorylation sites,27 and the prediction of hydroxylation 
sites.28 In this study, we used an updated version of the FEPS 
web application to extract 12,249 features for method 
development. To these features, we added binary encoding (BE) 
features, which had vector length of 400, and two types of 
physiochemical properties, AAindex features and Afactor, that 
contain 80 and 100 length vectors, respectively. In total, we 
used 12,829 features during initial method development (Table 
3). Each feature class is described below.

2.2.1- Pseudo-amino acid composition.

Pseudo amino acid composition (PseAAC) combines discrete 
attributes with consecutive attributes.29,38 The initial twenty 
attributes denote amino acid composition while the other 
attributes represent sequence order data based on 
physicochemical properties, including hydrophobicity (H1), 
hydrophilicity (H2) and side-chain mass (M) of amino acids. The 
formula used to normalize H1, H2 and M is as follows:

È(i)=         (1)
𝐸(𝑖) ― ∑20

𝑖 = 1
𝐸(𝑖)
20

∑20
𝑖 = 1[𝐸(𝑖) ― ∑20

𝑖 = 1
𝐸(𝑖)
20

where E(i) represents the property values of H1, H2 and M 
whereas È(i) represents the property value of three properties 
after standardization. Meanwhile, the sequence order 
correlated factor can be defined as:

=      (2)𝐽𝜆
1

𝑁 ― 𝜆
∑𝐿 ― 𝜆

𝑖 = 1 ѳ(𝑅𝑖,𝑅𝑖 + 𝜆)

where  represents the first-tier correlation, which specifies 𝐽𝜆

the sequence order between all of the  maximum nearest 𝜆
residues in the protein sequence, with max = S. For instance, if 𝜆
N denotes the length of the sequence, then it must be > . 𝜆
Meanwhile,  is the correlation factor, which can be ѳ(𝑅𝑖,𝑅𝑖 + 𝜆)
calculated as:

 = {[  + [  + {[ѳ(𝑅𝑖,𝑅𝑖 + 𝜆)
1
3 𝐻1(𝑅𝑖) ― 𝐻1(𝑅𝑗)]2 𝐻2(𝑅𝑖) ― 𝐻2(𝑅𝑗)]2 𝑀

}        (3)(𝑅𝑖) ― 𝑀(𝑅𝑗)]2

where  represent the original values 𝐻1(𝑅𝑖), 𝐻2(𝑅𝑖) 𝑎𝑛𝑑 𝑀(𝑅𝑖)
of hydrophobicity, hydrophilicity, and side-chain mass before 
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normalization while  correspond to 𝐻1(𝑅𝑗), 𝐻2(𝑅𝑗) 𝑎𝑛𝑑 𝑀(𝑅𝑗)
the values for these parameters after normalization. 

The initial twenty attributes of PseAAC produce frequencies 

Table 3. Features used for method development.

Number Name of features Length vectors
1 Pseudo-amino acid composition

Type I Pseudo amino acid composition
(20 + Defalut lamda =7) => 27

Type II Pseudo amino acid composition
(20 + Defalut lamda =0) => 20

47

2 Conjoint triad 512
3 Entropy, relative entropy and gain 3

4
Composition  =>  21
Transition        =>  21                                 
Distribution    =>  105

147

5 Amino acid composition 20
6 Dipeptide composition 400
7 Tripeptide composition 8000
8 Geary autocorrelation

(Default lambda = 30)
240

(8* lambda)
9 Moran autocorrelation

(Default lambda = 30)
240

(8*lambda)
10 Normalized Moreau–Broto 

autocorrelation
(Default lambda = 30)

240
(8*lambda)

11 k-Spaced Amino Acid Pairs 2400
(20*20*6)

12 Binary encoding 400
(20*L, where
L= window-1)

13 AAindex features  => 4 80
14 Afactor   feature => 5 100

All features 12,829

of amino acid composition that are specified by:

=       (4)𝑋𝑎
𝑓𝑡

∑20
𝑡 = 1𝑓𝑡    +  𝑤∑30

𝑑 = 1𝐽𝑖    

where  represents the frequency of an amino acid of type t, w 𝑓𝑡

denotes the weight factor (with a default value is 0.1) and J 
represents first-tier correlation factor.

The remaining attributes of PsAAC reproduce sequence 
order and are given by: 

=    (5)𝑋𝑏
𝑤𝐽𝑟 ― 20

∑20

𝑡 = 1
𝑓𝑡    +  𝑤∑30

𝑑 = 1
𝐽𝑖    

  𝑟 = 21,22,…𝑆 

where S is maximum number of .39,40 PsAAC has been widely 𝜆
used in various problems in bioinformatics, such as to enhance 

the quality of subcellular localization predictions41 and to 
predict phosphorylation sites.42 The total number of features 
used for PsAAC was 47. 

2.2.2- Conjoint Triad.

Conjoint triad (CT) is a feature originally established by Shen et 
al. to predict protein-protein interactions.43,44 It has also been 
successfully applied to predict enzyme function45 and 
subfamilies of nuclear receptors.46 To calculate the CT, the 
twenty canonical amino acids were first subdivided into seven 
groups based on their dipoles and side-chain volumes (Table 4, 
rows 1-7).
Next, any three continuous neighboring amino acid residues 
were considered as one component. Finally, components were 
divided into their corresponding groups and the frequency of 
each group or class was counted. For instance, if we have two 
components related to the same group, such as “VKS” and 
“ART”, these can defined as identical due to the similarities in 
their physiochemical properties. Recently, Yin and Tan 
developed an enhanced version of CT that contains a new group 
for “dummy” residues, which they termed “O” (Table 4, row 
8).47 This approach helped capture each residue in the peptide 
without sacrificing information near the termini. In our study, 
we used the enhanced version of CT, yielding a 512-dimensional 
vector.

2.2.3- Shannon entropy.

Shannon entropy (SE) was first time introduced in 1984.48 It is a 
metric used to measure the uncertainty of a set of residues in 
protein sequences.49,50 The SE can be computed by:

SE =       (6)― ∑20
𝑑 = 1𝑝𝑑log2 (𝑝𝑑) 

where  is the probability of an amino acid of type d in the 𝑝𝑑

protein sequence or peptide. It can be calculated by 
determining the number of amino acids of type d in the 
sequence and subtracting by the length of the protein sequence 
or peptide. Those amino acids that are not present in the 
sequence or peptide are assigned a probability of 0. Finally, for 
each sequence, we summed the result for each type of amino 
acid. The length of this feature is 1.
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Table 4. Dipole and side-chain volume classifications of the 20 canonical amino acids 
(plus a “dummy” residue, O) used to determine conjoint triad (CT) features. See text for 
details.

Number Groups Dipole scale Volume scale

1 [A,G,V] - -

2 [I,L,F,P] - +

3 [Y,M,T,S] + +

4 [H,N,Q,W] ++ +

5 [R,K] +++ +

6 [D,E] +++ +

7 [C] + +

8 [O] + +

2.2.4- Relative entropy.

Relative entropy (RE), also is known as the Kullback-Leibler 
distance, measures the frequency of a given amino acid divided 
by the background distribution.51 It can be computed according 
to the following relationship:

RE =       (7)― ∑20
𝑑 = 1𝑝𝑑log2 (

𝑝𝑑

𝑝𝑎
) 

where  denotes the frequency distribution of each of the 𝑝𝑑

twenty amino acids in the peptide and  represents an equal 𝑝𝑎

number of frequency for each amino acid in peptide ( , which 𝑛𝑐)
can be defined by:

 =          (8)𝑝𝑎 (
1

𝑛𝑐 )

RE must be a non-negative value that converts to a zero value 
when  .The length of this feature is 1. RE has been 𝑝𝑑 = 𝑝𝑎

applied in previous studies to determine the conserved 
position.52-54

2.2.5- Information gain.

Information gain (IG) quantifies the change of data in a peptide 
sequence impacted by a gathering factor. It is simply the 
difference between SE and RE and is given by:

IG =    (9)SE ― RE

The length of the IG vector is 1.27

2.2.6- Composition, Transition and Distribution.

Composition, transition and distribution (CTD) featurs have 
been widely applied to many computational problems.55-57 The 
initial phase is to extract information about the composition, 
transition and distribution of amino acids in the sequence. To 
this end, each of the twenty amino acids are classified into one 
of three classes for seven physiochemical properties, as shown 
in Table 5.58

2.2.6.1. Composition. 

The composition (CP) refers to the number of amino acids in a 
peptide that can be encoded into each of the three classes, 
divided by the length of the peptide.58,59 It can be computed 
according to the equation:

     (10)𝐶𝑃𝑡 =
𝑂𝑐

𝑀

where  denotes the number of occurrences of class of type c 𝑂𝑐

(where c represents one of the three classes), M represents the 
length of the peptide and  represents composition of type t 𝐶𝑃𝑡 

(where t is describes one of the seven types of physicochemical 
properties in Table 5). For example, if we want to determine the 
composition with respect to polarity for the fragment 
‘MTEMHMPDF’, we first assign each residue to the required 
class, yielding ‘123131231’. Then, we count the number of each 
class. Finally, we divide the occurrence of each class by the 
length of the peptide (i.e., 9 residues). Therefore, for this 
sequence, the final result would be: class 1 = 0.44 (or 4/9), class 
2 = 0.22 (or 2/9), and class 3 = 0.33 (or 3/9). The total feature 
length is 21.

2.2.6.2. Transition. 

Transition (Tr) is defined as the frequency with which a given 
class (i) is followed by another class (j). Since there are three 
classes in each property, the possible transitions for a particular 
property are (1, 2), (1, 3), and (2, 3). The Tr is given by: 

     (11)𝑇𝑟𝑖𝑗 =
𝑂𝑖𝑗 + 𝑂𝑗𝑖

𝑀 ― 1  

where  denotes number of occurrences of a transition from 𝑂𝑖𝑗

class i to class j and  represents the number of occurrences 𝑂𝑗𝑖

of a transition from class j to class i. The number of features is 
21 (3 features for each of the seven physicochemical 
properties). For example, suppose we want to find the 
transition of the fragment ‘HKVIRWPS’ with respect to polarity. 
We would first encode each residue to its respective class (i.e., 
‘33113122’). Then, we would count the number of transitions 
from class 1 to class 2 (class 1  class 2), from class 1 to class 3 
(class 1  class 3) and from class 2 to class 3 (class 2  class 3). 
Finally, we sum the occurrences of class i followed by class j and 
then divide the result by one less than the length of the peptide. 
Thus, for our example, the final result would be: class 1 = 0.43, 
class 2 = 0.14, and class 3 = 0.
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Table 5. Three classes with seven physiochemical properties.

N Types Class 1 Class 2 Class 3
1 Hydrophobicity Polar

R,K,E,D,Q,N
Neural

G,A,S,T,P,H,Y
Hydrophobicity
C,L,V,I,M,F,W

2 Normalized 
van der Waal

0-2.78
G,A,S,T,P,D

2.95-4.0
N,V,E,Q,I,L

4.03-8.08
M,H,K,F,R,Y,W

3 Polarity 4.9-6.2
L,I,F,W,C,M,V,Y

8.0-9.2
P,A,T,G,S

10.4-13.0
H,Q,R,K,N,E,D

4 Polarizability 0-1.08
G,A,S,D,T

0.128-0.186
C,P,N,V,E,Q,I,L

0.219-0.409
K,M,H,F,R,Y,W

5 Charge Positive
K,R

Neutral
A,N,C,Q,
G,H,I,L,

M,F,P,S,T,
W,Y, V

Negative
D,E

6 Secondary 
structure

Helix
E,A,L,M,Q,K,R,H

Strand
V,I,Y,C,W,F,T

Coil
G,N,P,S,D

7 Solvent 
accessibility

Buried
A,L,F,C,G,I,V,W

Exposed
R,K,Q,E,N,D

Intermediate
M,S P,T,H,Y

Table 6. Distribution values of each class for specific piptide

Type Class 
type

Value
1 

Value 
2

Value
 3

Value 
4

Value 
5

Class1 0 15.38% 46.15% 73.1% 100%
Class2 7.69% 23.07% 53.8% 73.1% 92.3%Polarity
Class3 0 0 0 0 0

2.2.6.3. Distribution.

Distribution (Dr) was first proposed by Dubchak et al.58-60 It 
determines the distribution of each class along the protein 
sequence. It contains five values. These values denote the 
location of each class along the sequence that can be defined as 
the first amino acid, 25% of the amino acids in the sequence, 
50% of the amino acids in the sequence, 75% of amino acids in 
the sequence and 100% of amino acids in the sequence, 
respectively. For a single property, the feature length is 15 (5 
values for each class); therefore, since there are a total of seven 
types of physiochemical properties with five values for each 
class, the total length of features is 105. This feature can be 
computed as follows:

     (12)𝐷𝑠𝑡 =
𝑂𝑐

𝑀 ∗ 100

where  denotes the location of five values of each class of type 𝑂𝑐

c for a peptide of length M. For example, suppose we want to 
find the distribution with respect to polarity for the fragment 
‘MPPMPPPPPMMMMPPPMPMPPPPMMM’. First, we would 
encode each residue to its respective class, yielding 

‘12212222211112221212222111’. Then, we would find the 
distribution of each coding class along the first, second, third, 
fourth and fifth quintiles. Finally, we would divide by the coding 
class stored in these locations and multiply by 100. The final 
results for our sample peptide are shown in Table 6.

2.2.7- Amino acid composition.

Amino acid composition (AAC), which was originally developed 
to identify the subcellular localization of proteins, was recently 
shown to be the primary feature during the identification of 
bacterial toxin proteins.61-63 AAC, which is the proportion of 
each of the twenty amino acids along the peptide sequence, can 
be expressed as:

     (13)𝐴𝑥 =
𝐿𝑥

𝑀

where  denotes the number of instances of “amino acid x” 𝐿𝑥

divided by the length of the peptide, M.64,65 The length of this 
feature is 20.

2.2.8- Dipeptide composition.

Dipeptide composition (E) was first proposed by Reczko and 
Bohr to predict protein classes66 and has been applied 
successfully to identify several protein families and subfamilies, 
including those of G-proteins.67 E, which is defined as the 
frequency of two pairs of amino acids along the peptide,40 is 
given by: 

  * 100    (14)Ex,y =
Lxy

M ― 1

where  represents the frequency of each amino acid pair and Lxy

M is the length of peptide. For example, to determine E for the 
fragment ‘FDPFDRR’, we would will first divide the peptide into 
each of the possible amino acid pairs. In this example, the 
possible dipeptide combinations are: FD, DP, PF, FD, RR, with a 
frequency of 2 for the FD pair, 1 for the DP pair, 1 for the PF pair, 
and 1 for the RR pair. Therefore, according to equation 14, EFD 
= 2/(7-1)*100 = 33 while EDP = EPF = ERR=16.5. The total length 
of E is 20 * 20 = 400 features.

2.2.9- Tripeptide composition.

Tripeptide composition (T), which is conceptually similar to E, 
has been implemented in different web servers to extract 
biological information from the protein primary sequence36,39,40 
and has been applied successfully in several bioinformatics 
tools.68,69 It can be computed as 40:

     (15)𝑇𝑥,𝑦,𝑧 =
𝐿𝑥𝑦𝑧

𝑀 ― 1

where  represents the frequency of each tripeptide 𝐿𝑥𝑦𝑧

composed of amino acids x, y, and z along a peptide of length 
M. The length of this feature is 20*20*20 is 8,000.

2.2.10- Autocorrelation.

Autocorrelation (Rt) is the connection between the values of a 
solitary variable. Autocorrelation attributes depict connections 
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between two items, such as protein or peptide sequences, 
based on their particular construction or physicochemical 
properties.70,71 Over the past decade, several web servers have 
been developed to extract autocorrelation features from 
protein and peptide sequences.36,39,40,72 Most of these methods 
attempt to discover a connection between two residues in a 
given peptide sequence in a similar manner. Specifically, the 
correlation between two residues is determined by values 
derived from eight physicochemical properties.59 The primary 
physicochemical property for each residue is the 
hydrophobicity73 followed by average flexibility,74 
polarizability,75 free energy in water,75 accessible surface area 
(ASA),76 amino acid volume,77 steric parameters,78 and relative 
mutability.79 Before incorporating any of the physicochemical 
properties into the autocorrelation formula, they must be 
normalized using the following relationship59:

=       (16)Ŕ𝑡
𝑅𝑥 ― Ŕ

𝑆  

where  represents the physicochemical property values of 𝑅𝑥

amino acid, x. Meanwhile,  is the mean of the eight Ŕ
physicochemical properties and S represents the standard 
deviation, which can be defined according to equations 17 and 
18, respectively:

=     (17)    Ŕ
∑20

𝑥 = 1𝑅𝑥 

20  

and 

=       (18)𝑆
1

20
∑20

𝑥 = 1(𝑅𝑥 ― Ŕ)2 

There are three types of autocorrelation. The first type, 
known as the Moreau-Broto autocorrelation (Ak),71,80 can be 
calculated by:

= (19)𝐴𝑘 ∑𝑀 ― 𝑘
𝑥 = 1 𝑅𝑥 ∗  𝑅𝑥 + 𝑘    

where is the amino acid property at position x, is the 𝑅𝑥   𝑅𝑥 + 𝑘  

amino acid property at position x + k and M is the peptide 
length. Here, k represents the autocorrelation along the protein 
sequence, which we initialized with 30 as the default value. 
Finally, by rearranging Eq 19, Ak can be normalized based on 
peptide length to yield the normalized Moreau-Broto 
autocorrelation39:

=      (20)𝐴𝑘

∑𝑀 ― 𝑘
𝑥 = 1 𝑅𝑥 ∗  𝑅𝑥 + 𝑘    

𝑀 ― 𝑘

where , , M and k are as above. The total length of this 𝑅𝑥   𝑅𝑥 + 𝑘  

feature class is 240.

The second type of autocorrelation, named the Moran 
autocorrelation (Bk),81 can be computed as:

=      (21)𝐵𝑘

1
𝑀 ― 𝑘

∑𝑀 ― 𝑘
𝑥 = 1 (𝑅𝑥 ― Ŕ)(𝑅𝑥 + 𝑘 ― Ŕ)    

𝑀 ― 𝑘

where , , M and k are as defined in Eq. 19 and  is the 𝑅𝑥   𝑅𝑥 + 𝑘  Ŕ
mean of across the sequence, which is defined as:𝑅𝑥  

=      (22)Ŕ  
∑𝑀

𝑥 = 1𝑅𝑥    

𝑀

The main difference between the Moreau-Broto 
autocorrelation and the Moran autocorrelation methods is that, 
unlike the Moreau-Broto autocorrelation, the Moran 
autocorrelation uses the average value of a given 
physiochemical property instead of the actual value of the 
property. The total length of the Moran autocorrelation is 240.

The last type of autocorrelation, known as the Geary 
autocorrelation,82 can be calculated according to:  

=      (23)𝐶𝑘

1
2(𝑀 ― 𝑘)

∑𝑀 ― 𝑘
𝑥 = 1 (𝑅𝑥 ―  𝑅𝑥 + 𝑘)2

    

1
𝑀 ― 1

∑𝑀
𝑥 = 1(𝑅𝑥 ― Ŕ)2

    

where , , M and k are as defined in Eq. 19 and  is the 𝑅𝑥   𝑅𝑥 + 𝑘  Ŕ
mean of Rx, as described by Eq. 22. 

The primary difference between Geary autocorrelation and the 
other two types of autocorrelation is that the Geary 
autocorrelation uses the square-difference of property values.39 
The total length of Geary autocorrelation is 240.

2.2.11- Binary encoding.

Binary encoding (BE) is used to transform each residue in a 
peptide into 20 coding values. For instance, Ala is represented 
as (10000000000000000000) while Cys is represented as 
(01000000000000000000), etc. This feature has been widely 
applied in different contexts, including the prediction of 1) 
conformational epitopes in B-cells;83 2) the subcellular 
localization of proteins;84 and 3) sites of post-translation 
modification, such as SUMOylation and acetylation.64,85 In our 
study, we applied a BE scheme similar to that used to predict 
acetylation sites.90 Importantly, once each residue in a given 
peptide had been transformed into the coding values, we 
removed the central lysine from all windows. The total length 
of this feature is 20 * 20 = 400 vectors.

2.2.12- Amino acid index.

Amino acid index (AAindex) is a database of values 
corresponding to different types of physicochemical properties 
for the twenty amino acids.86 In our study, we used four 
physicochemical properties previously found to be beneficial 
during the prediction of succinylation sites. These values, which 
were retrieved from Hasan et al,65 were: normalized frequency 
of alpha-helix (PALJ810101), weights for coil at a window 
position of -4 (QIAN880129), slope in regression analysis x 1.0E1 
(PRAM820102), and normalized frequency of turn in all-alpha 
class (PALJ810113). The length of the feature was 80. 

2.2.13- Amino acid factors. 

As alluded to above, the AAIndex database contains several 
types of physicochemical properties for amino acids with their 
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corresponding values.86 It has been successfully implemented in 
many computational biology studies.87-89 The amino acid factors 
(AAfactor) are polarity, secondary structure, molecular volume, 
codon diversity, and electrostatic charge.90 We used these 
factors in our study because, when used in conjunction with 
other features, they appeared to play an important role during 
the prediction of both propionylation31 and glutarylation sites.32 

2.2.15- K-spaced amino acid pairs.

The k-spaced amino acid pairs (KSAAP) feature, which has been 
successfully used to predict O-glycosylation sites,91 
succinylation sites,92 and phosphorylation sites,93 describes the 
number occurrences of all possible adjacent residues in a 
protein sequence. The KSAAP feature can be expanded by 
separating two adjacent residues by a distance of k, which can 
be any number of residues up to two less than the length of the 
peptide.94,95 For instance, Table 7 illustrates the results of using 
k-spaced features with various values of k for the peptide 
‘AAAD’. In our study, we chose to use k = 6; therefore, the total 
length of the feature is 20 * 20 * 6 = 2,400 attributes.

2.3. Balancing the dataset.

Class unbalances occur when the sample data in one dataset is 
greater than that in the other set.96 It is considered one of the 
greatest problems in the machine learning field.97 Earlier 
studies have described many techniques to handle unbalanced

Table 7. Result of k-spaced feature for peptide AAAD with different lengths, along with 
corresponding length depending on the specified k.

k k-space amino acid pairs k-space encoding 
features

Length 
vectors

0 (AA,AC,AD,……YY) (2,0,1,……,0) 400
1 (AXA,AXC,AXD,……YXY) (1,0,0,……,0) 800
2 (AXXA,AXXC,AXXD,……YXXY) (0,0,1,……,0) 1200

datasets.98-100 For instance, under-sampling strategies reduce 
the size of the largest class so that it is equal to that of the 
smallest class. The disadvantage of this strategy is that it has the 
potential to remove important data that could affect the 
model.99 The second approach is over-sampling, which 
replicates data in a small class so that it has the same size as the 
largest class. The disadvantage of this strategy is that it can lead 
to over-fitting due to the large amount of replicated data 
(usually in the positive dataset). In this study, we implemented 
an under-sampling strategy to reduce computational time and 
to avoid over-fitting our model.

2.4. Feature selection.

Though, on the surface, it may seem counterintuitive, in many 
cases, using the entire feature set can actually be detrimental 

to model performance. For instance, if a large number of 
features contain irrelevant information, correlated knowledge 
between irrelevant features can adversely affect model 
performance. Likewise, larger dimension data can lead to more 
difficult tasks for many machine learning classifiers that are 
used to solve bioinformatics problems. Therefore, it is 
important to minimize the dimensionality of data (particularly 
irrelevant data) when implementing machine learning 
algorithms and visualization techniques.101,102 To accomplish 
this, feature selection techniques are often employed to 
identify those features that contribute most substantially to 
model performance.103 Not only can this information provide 
insights into the biochemical/biophysical parameters 
underlying the system-under-study, but it can also enhance the 
efficiency of machine learning classifiers by reducing the 
computational time and memory necessary for model 
deployment. Moreover, during development, feature selection 
can also improve the performance of models that are based on 
learning classifiers by preventing over-fitting of the training 
data.104

There are many approaches to select important features 
from the data. These approaches can be sub-divided into three 
types. For instance, filter methods use statistical techniques to 
assign scores to each feature, allowing the features to be ranked 
according to their respective scores.105,106 Some examples of 
this approach include chi-squared analysis and information 
gain. This strategy has been used in many bioinformatics 
problems, such as cancer classification.107,108 The second 
approach is the wrapper method, which searches for the best 
subset of features for a specific algorithm.109 Some examples of 
this method include recursive feature elimination and genetic 
algorithms (GA). The third approach is the embedded method, 
which uses an intrinsic model building learning metric to 
optimize the performance of the model.110 One example of 
embedded is Lasso.111 

Because it is computationally less expensive than the 
wrapper and embedded methods, in this study we used a 
filtering strategy. Specifically, we applied the Gradient Boosted 
Trees technique, Xgboost, to identify non-linear correlations 
from the largest amount of data.  Xgboost has been used to 
select the most efficacious features during the prediction of -
Lactamases and their classes.112 It has also been used with deep 
learning methods for prediction of protein contacts.113 

We implemented Xgboost in Python in a manner that 
structured the gradient boosted trees114 to select important 
features from our training dataset and that enhanced the 
prediction quality of our method. The corresponding feature 
importance was then computed based on Gini impurity. The 
Gini impurity is a metric applied to determine the ability of a 
given attribute to efficiently divide the input information into 
the right label. Gini impurity can be defined as:

     (24)𝐼 = ∑𝑚𝑎

𝑗 = 1𝑘𝑗(1 ―  𝑘𝑗) 

where  is the number label and  is the fractional value of j. 𝑚𝑎 𝑘𝑗

Using values for each node in the gradient boosted trees, we 
were able to measure the Gini Importance based ono Gini 
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impurities. The Gini Importance metric can be computed as 
following:

N=     (25)𝐼𝑝𝑎𝑟𝑒𝑛𝑡 ― 𝐼𝑐ℎ𝑖𝑙𝑑 1 ― 𝐼𝑐ℎ𝑖𝑙𝑑 2 

Any feature with a relative importance value less than 0.002 
was regarded as an irrelevant feature. Based on this cutoff, 128 
of the initial 12,829 features were selected for method 
development while the remaining 12,701 features were 
discarded from the training set. 

2.5. Random forest classifier.

Random forest (RF) is an ensemble supervised method 
composed of a combination of decision trees using the bagging 
algorithm.115-117 It has been used in many computational 
biology problems, such as the prediction of residues important 
for DNA binding by transcription factors and other DNA-binding 
proteins,118 the prediction of microRNA (miRNA) target sites,119 
and the prediction of various PTMs, including sites of 
phosphorylation,27 hydroxylation,28 succinylation30 and 
glycosylation.120 In this work, RF was used to categorize 
glutarylation sites and sites that are not glutarylated in 
peptides. The first stage involved a bootstrapping algorithm to 
create multiple sets of decision trees from the training set, 
where each decision tree has a subset of features, termed “v”, 
and a random subset of samples, termed “s”. In the second 
stage, the best node was designated amongst the v features. In 
the final stage, the majority vote from each decision tree and 
class label was assigned based on the highest number of votes. 
Python (v 3.6.0) with the Scikit-learn (v 0.19.0)121 and pandas (v 
0.20.3)132 packages were implemented to create our method.

2.6. Evaluation of model performance.

To evaluate the performance of our method and the existing 
glutarylation site prediction tools, we used two assessment 
strategies. The first strategy was based on 10-fold cross-
validation. During 10-fold cross-validation, we first split our 
training dataset into ten equal partitions. We then used nine 
partitions for training and the remaining partition for testing. 
This process was repeated ten times and the results averaged. 
Likewise, we also used an independent test set to assess model 
performance.  

The performance of each method using either 10-fold cross-
validation or the independent test set was measured using 
several common performance metrics, including accuracy 
(ACC), sensitivity (SN), specificity (SP), Matthew’s correlation 
coefficient (MCC), F1-score (F1) and precision (PR). These 
metrics, which have been implemented to measure the quality 
of different methods in many studies,27,61,91,103 are defined 
below:

ACC =  
TP + TN

TP + TN + FP + FN  × 100 (26)

SN =  
TP

TP + FN × 100 (27)

SP =  
TN

TN + FP × 100 (28)

MCC =  
(TP)(TN) ― (FP)(FN)

√(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(29)

F1 =  2 ∗
𝑆𝑁 ∗ PR
PR + SN

(30)

PR =  
TP

TP + FP × 100 (31)

where TP represents the number of true positives (i.e., the 
number of known glutarylation sites that were classified 
correctly), TN represents the number of true negatives (i.e., the 
number of non-glutarylation sites that are classified correctly), 
FP denotes the number of false positives (i.e., the number of 
non-glutarylation sites that were incorrectly classified as 
glutarylation sites) and FN indicates the number of false 
negatives (i.e., the number of known glutarylation sites that 
were incorrectly classified as non-glutarylation sites). Because it 
accounts for TP, TN, FP and FN rates, the MCC value is 
commonly considered as surrogate for overall method 
performance.62-64,122 Likewise, we measured the area under the 
receiver-operator characteristic (ROC) curve. The ROC, which 
plots sensitivity versus 1 – specificity with every possible 
threshold,123 can be converted into a numerical value by 
calculating the area under the curve (AUC), where an AUC score 
of 0.5 denotes a random classifier and an AUC score of 1.0 
denotes a perfect classifier.124 Similarly, the precision-recall 
curve (PRC) is a plot of precision versus sensitivity.125,126 It is the 
most informative and powerful plot for imbalanced datasets 
and, importantly, is able to explicitly reveal differences in early-
retrieval performance.127

3. Results and Discussion.

3.1. Model development.

To develop a glutarylation site prediction tool, we first mined 
the Protein Lysine Modification Database (PLMD) and various 
literature resources to construct a set of 204 non-redundant 
protein sequences containing at least one experimentally-
validated glutarylation site.21,23 After removing sequences that 
shared >40% sequence identity, a total of 453 unique 
glutarylation sites (i.e., positive sites) and 2,043 lysine residues 
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not known to be glutarylated (i.e., negative sites) remained. We 
then randomly selected 10% of the positive sites and 10% of the 
negative sites to serve as the independent test set and used the 
remaining sites for training and method development (Table 2). 
The FEPS webserver was used to extract various features 
related to physiochemical properties (e.g., entropy, 
pseudoamino acid composition (PseAAC) and composition, 
transition & distribution (CTD)) and sequence distribution (e.g., 
k-spaced amino acid pairs (KSAAP), Geary autocorrelation and 
Moran autocorrelation) (Fig. 2, Table 3). In addition to the 
features extracted from the FEPS server, we also included other 
features, such as binary coding (BE), amino acid index (AAindex) 
and amino acid factors (AAfactor).64,65 85,90 In total, 12,829 
features were used for method development (Table 3).

Next, we evaluated the fidelity of four supervised machine 
algorithms, namely SVM, Naïve Bayes (NB), k-nearest neighbour 
(KNN) and Random Forest (RF). To this end, we assessed the 
performance of each classifier with respect to ACC, SP, SN and 
Matthew’s correlation coefficient (MCC) using both 10-fold 
cross validation and our independent test set (Tables S1 and 
S2). Using both 10-fold cross validation and the independent 
test set, RF performed the best with respect to almost all of the 
performance metrics. For instance, based on 10-fold cross-
validation, RF exhibited efficiency scores that were an average 
of 11.9%, 18.5%, 5.7%, 67.1% and 15.4% higher with respect to 
ACC, SN, SP, MCC, and AUC respectively, than those achieved by 
the other classifiers (Table S1 and Fig. S1). Indeed, aside from 
SP, where the SVM classifier performed marginally better than 
RF, RF achieved the highest score by each metric. The disparity 
was even greater when using the independent test set, where 
RF achieved ACC, SN, SP and MCC scores that were, on average, 

7.9%, 17.9%, 5.6% and 33.3% higher than those exhibited by the 
other classifiers, respectively (Table S2 and Fig. S2).  

One disadvantage of using very large feature sets for 
method development is that the inclusion of extraneous 
features that do not contribute substantially to method 
performance can markedly increase computational cost with 
little to no improvement in overall performance. In fact, in some 
cases, including irrelevant features can adversely affect model 
performance.128 Therefore, to decrease computational cost and 
potentially increase model performance, we sought to identify 
an optimal feature set for model development. Since it is a 
decision tree matrix, RF allows the relative contribution of each 
feature to the overall method performance to be determined in 
a straightforward manner. To this end, we selected those 
features that exhibited a relative importance of at least 0.002 
(Fig. 3A). This led to the selection of a total of 128 features that 
were included in our final method (Fig. 3B). Interestingly, 
though CTD represents only a very small fraction of the total 
features evaluated (147/12,829 = ~1.1%), 3 of the top 10 
features fall within this feature class (Fig. 3C). In particular, the 
“charged” attribute within CTD is highly represented. For 
instance, “ChargeD1001” and “ChargeC1”, which were the two 
top-ranked features, are distribution and composition features 
describing the extent of positive charge in the sequence, 
respectively. This suggests that the charge state of the residues 
surrounding a given lysine residue may be an important factor 
in determining whether it is glutarylated. For example, high 
charge density in the vicinity of Lys may lower the pKa of its -
amino group (-NH3), stabilizing the amine (-NH2) and facilitating 
nucleophilic attack on glutaryl-CoA.129,130 

Fig 2. Flowchart of strategy used for the development and evaluation of RF-glutarysite. Positive and negative sets were generated 
from public databases and literature resources. Features were then extracted from the FEPS web server and combined with 
additional features, including amino acid index (AAindex), amino acid factor (Afactor) and binary encoding. Random forest (RF) 
classifier was then used to select the most important features and, after parameter optimization, the resulting algorithm was 
evaluated using both 10-fold cross validation and an independent test set
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Consistently, “PAAC12”, which is a pseduo-amino 
composition feature that combines conventional amino acid 
composition attributes with information about the sequence 
order, was one of the ten most important features (Fig. 3C and 
Fig. S3). Likewise, Moran autocorrelation, Geary  
autocorrelation and  Normalized Morea-Broto autocorrelation, 
which assess local spatial patterns within a sequence, were each 
represented in the top 10 (Fig. 3C). More broadly, CTD, Moran 
autocorrelation, Geary autocorrelation, Normalized Morea-
Broto autocorrelation and PseAAC appear to play the largest 
role in discriminating between sites that are glutarylated and 
those that are not (Fig. 3B).

With optimal features in hand, we next sought to develop a 
glutarylation site prediction method based on the optimal 
feature set. Since imbalanced datasets can affect the accuracy 
of various types of machine learning algorithms due to 
overfitting, during training we balanced the positive and 
negative datasets using an under-sampling strategy.95,131. We 
then evaluated the four machine learning classifiers described 
above using the optimal feature set. Similar to the results 
obtained when using the entire feature set, RF achieved the 
highest efficiency scores by each metric. For instance, based on 
10-fold cross-validation, RF achieved ACC, SN, SP and MCC 
scores of 75%, 81%, 68% and 0.50, respectively (Table 8). 

Likewise, RF exhibited the highest area under the receiver- 
operator curve (AUC) of any of the classifiers tested (Fig. 4).
In contrast, SVM, which was the next best classifier, exhibited 
efficiency scores of 67%, 71%, 63%, 0.34, and 0.71 for ACC, SN, 
SP, MCC and AUC, respectively (Table 8; Fig. 4). The overall 
hierarchy based on 10-fold cross-validation was RF, SVM, KNN 
and NB. A similar hierarchy was observed when the classifiers 
were evaluated using our independent test set, with RF yielding 
scores of 72%, 73%, 70%, 0.43, and 0.81 for ACC, SN, SP, MCC 
and AUC, respectively (Table 9; Fig. 5). Therefore, we chose to
develop our method using RF. The resulting algorithm, which 
we termed RF-GlutarySite, is designed to predict putative sites 
of glutarylation based on a protein’s primary amino acid 
sequence.

Notably, though RF-GlutarySite uses only ~1% of the original 
feature attributes (128 out of the initial 12,829 features), 
marked improvements in performance were observed 
compared to the full feature set (e.g., compare Tables 8 & 9 and 
Tables S1 & S2). For instance, when evaluated by 10-fold cross-
validation, the ACC, SN and SP scores exhibited by RF-
GlutarySite increased by 8.7%, 5.2% and 9.7%, respectively, 
compared to those achieved using the entire feature set. This 
led to a 28.2% increase in MCC when using the optimal feature 
set. Similar gains were observed when the independent test set 
was used for evaluation, culminating in a 19.4% increase in   

Fig. 3. Feature importance and selection of optimal features. A. Relative importance of the 335 features from among the 12,829 initial features that exhibited a relative 
importance of at least 0.002. These features were used for model development. B. Number of features within each feature class that were selected for model development in A. 
C. Relative feature importance of the top 10 features selected for model development.
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MCC. Together, these data suggest that RF-GlutarySite is able to 
improve method performance while using only a fraction of the 
features in the initial feature set. As a result, RF-GlutarySite 
increases efficiency—and, by extension, decreases 
computational cost—without sacrificing performance.

3.2. Comparison with existing methods.

Next, we compared our method to the existing glutarylation site 
predictors, GlutPred32 and iGlu-Lys.33 To ensure that we did not 
bias the results by using our training set for evaluation, we 
retrieved the training and independent test sets from 
GlutPred’s webserver and evaluated the performance of all 
three methods based on ACC, SN, SP and MCC.32,ⱡ Though RF- 
GlutarySite exhibited lower ACC and SP scores than GlutPred 
and iGlu-Lys when assessed by 10-fold cross-validation, it 
achieved the highest SN score of all the methods tested (Table 
10). Indeed, the SN score observed for RF-GlutarySite was ~16%

Table 8. Comparison between various machine learning algorithms using the optimal 
feature set based on 10-fold cross-validation.

Features ACC(%) SN(%) SP(%) MCC

RF-GlutarySite 75 81 68 0.50

Support vector 
machine (SVM)

67 71 63 0.34

Naïve Bayes (NB) 61 60 62 0.22

K-nearest 
neighbor(KNN)

64 65 64 0.29

Table 9. Comparison between various machine learning algorithms using the optimal 
feature set based on independent test set.

Features ACC(%) SN(%) SP(%) MCC

RF-GlutarySite 72 73 70 0.43

Support vector 
machine (SVM)

63 66 59 0.25

Naïve Bayes (NB) 52 43 61 0.05

K-nearest 
neighbor(KNN)

62 61 64 0.25

Fig. 4. Receiver operator characteristic (ROC) curves for optimal features used to develop 
our method as well as other machine learning algorithms using the same number of 
features based on 10-fold cross-validation. The area under the curve (AUC) for each 
algorithm is given in parentheses. SVM: Support vector machine; NB: Naïve Bayesian; 
KNN: k-nearest neighbour; RF: Random forest.

Fig. 5. Receiver operator characteristic (ROC) curves for optimal features used to develop 
our method based on the independent set. The area under the curve (AUC) for each 
algorithm is given in parentheses. 

higher than that observed for GlutPred and ~49% higher than 
that exhibited by iGlu-Lys. Similar results were observed using 
the independent test set, where RF-GlutarySite achieved an SN 
score that was >42% higher than those of GlutPred and iGlu-Lys 
(Table 11). In contrast, both GlutPred and iGlu-Lys 
outperformed our method with respect to ACC and SP using the 
independent test set from GlutPred’s webserver. For instance, 
RF-GlutarySite exhibited an ACC score that was 5.4% lower than 
that for GlutPred and 19.4% lower than that for iGlu-Lys (Table 
11). Likewise, RF-GlutarySite’s SP score was 12.7% and 28.1% 
lower than those for GlutPred and iGlu-Lys. We suspect that 
these discrepancies may stem from the fact that our method 
was developed using only non-homologous fragments while the 
other methods did not remove homologous peptides from their 
training set, particularly from the negative dataset.
       Consequently, GlutPred and iGlu-Lys likely exhibited higher 
TN rates than our method, which improved their performance 
with respect to metrics that are heavily influenced by TN rate 
(e.g., ACC and SP) while having little effect on those that are not 
(e.g., SN). Consistent with this notion, RF-GlutarySite also 
performed markedly better than GlutPred with respect to 
precision (PR) and F1-score, which are both sensitive to TP rate 
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but not TN rate (Tables 10 & 11)€. For instance, RF-GlutarySite 
achieved PR and F1-scores that were 2.9- and 2.2-times higher, 
respectively, than those exhibited by GlutPred using the 
independent test set from the GlutPred webserver. Likewise, 
when using the independent test set from the GlutPred 
webserver, the precision-recall curve (PRC) for RF-GlutarySite 
increased more rapidly and remained higher as it approached 
100% recall than did GlutPred’s PRC (Fig. 6). As a result, the area 
under the PRC (AUC-PRC) for RF-GlutarySite was ~2.5-times 
higher than of GlutPred (Fig. 6; Table 11).  

Together, these data suggest that, though RF-GlutarySite 
does not perform as well as existing methods with respect to 
metrics that are heavily influenced by TN rates (such as SP and 
ACC), it achieved the highest scores among all of the methods 
tested with respect to SN (and, compared to GlutPred, with 
respect to PR and F1-score). Since SN, PR and F1-score are more 
sensitive to TP rates than to TN rates, RF-GlutarySite may be 
more likely to identify positive sites than existing glutarylation 

 Table 10. Performance comparison of existing glutarylation site prediction methods 
based on 10-fold cross validation.

Predictor ACC(%) SN(%) SP(%) PR(%) F1 MCC

RF-GlutarySite 72.3 74.9 69.7 71.2 0.73 0.45

GlutPred*32 74.9 64.8 76.6 31.8 0.43 0.32
iGlu-Lys*33 88.4 50.4 95.2 - - 0.50

Table 11. Performance comparison of existing glutarylation site prediction methods 
based on independent test set.

Predictor ACC(%) SN(%) SP(%) PR(%) F1 MCC

RF-GlutarySite 71.3 74.1 68.5 70.2 0.72 0.43

GlutPred*32 75.4 51.8 78.5 24.0 0.33 0.22
iGlu-Lys*33 88.5 51.4 95.3 - - 0.52

 

Fig. 6. Precision Recall Curves (PRC) for RF-GlutarySite (blue) and GlutPred (red) using 
the independent set from the GlutPred webserver. The area under the curve (AUC) for 
each method is given in parentheses

site predictors. In support of this notion, Geng et al. recently 
found that high SN scores correlated most strongly with the 
ability to predict active sites based on protein-protein 
interactions profiles61. 

4. Conclusion.
In this study, we developed a novel method to predict 
glutarylation sites based on the primary amino acid sequence of 
proteins. This method, which is termed “RF-GlutarySite’, uses a 
RF classifier together with Xgboost feature selection to identify 
important features and reduce dimensionality lengths. Based 
on evaluation using both 10-fold cross-validation and an 
independent test set, RF-GlutarySite outperforms existing 
glutarylation site predictors with respect to performance 
metrics that are most heavily influenced by TP rate (e.g., SN, PR, 
and F1-score). In contrast, it does not perform as well with 
respect to metrics that are more sensitive to TN rate (e.g., SP 
and ACC). In this regard, RF-GlutarySite can be considered 
complementary to existing glutarylation site prediction 
methods and may be useful in predicting residues that are most 
likely to be glutarylated (as opposed those that are most likely 
not to be modified). Furthermore, the ability of RF to identify 
features that contribute most substantially to method 
performance can provide clues about the physiochemical 
properties that underlie glutarylation site selection in cellular 
proteins. In the future, method performance, as well as the 
biochemical insights that can be gained from feature 
importance, will be improved as more experimentally validated 
glutarylation sites are identified. Finally, when used in 
conjunction with proteomics and other PTM prediction 
methods, RF-GlutarySite may offer insights into crosstalk 
between glutarylation with other lysine modifications, such as 
acetylation, methylation succinylation and malnolyation. 
Together, this information will facilitate a deeper understanding 
of glutarylation and its impact on cellular physiology. To 
facilitate its use by the signalling community and the broader 
scientific community, the RF-GlutarySite software, code and 
documentations are freely available in the GitHub repository 
(https://github.com/HussamAlbarakati/ RF-GlutarySite). We 
are also developing a web server for the RF-GlutarySite tool, 
which should be available shortly on the KC lab website ( 
http://bcb.ncat.edu/softwares/).
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Notes.
ⱡ It should be noted that GlutPred and iGlu-Lys used the same 
training and independent datasets for model development and 
evaluation, respectively.
€ PR, F1-scores and PRC were not reported for iGlu-Lys, 
therefore no comparison could be made with respect to these 
parameters.
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