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Design, System, and Application Statement 
This paper uses a combination of a simulation-informed theory and experiments to probe the monomer-
level interactions that give rise to phase separation in polyampholyte solutions. More specifically, both 
the theoretical model and experiments were designed to understand how charge-driven liquid-liquid 
phase separation – a process known as self-coacervation can be designed by tuning the patterning of 
charged monomers. This molecular-level design scheme is inspired by the role of sequence in 
intrinsically disordered proteins, which form membrane-less organelles that play a key biological role in 
intracellular compartmentalization and biomolecular sequestration. Sequence-defined polyampholytes 
represent a model system that can undergo similar phase separation, and have implications for the 
development of bio-inspired materials for a variety of applications such as protein stabilization, drug-
delivery, and cell signaling and regulation. Our computational model and experimental results provide 
insight into how to design bio-inspired soft materials using by engineering the specific sequence of 
charged monomers. 
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Experiment and theory show how charge monomer sequence can be used to control self-
coacervation in blocky polyampholytes.
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Sequence-Dependent Self-Coacervation in High
Charge-Density Polyampholytes†

Jason J. Madinya,‡∗ Li-Wei Chang,�∗ Sarah L. Perry,�b and Charles E. Sing‡a

Polyampholytes, which contain both positive and negative charges along the backbone, repre-
sent a classical model system for certain types of ‘intrinsically-disordered proteins’ (IDPs). IDPs
can possess biological functionality, even in an unfolded state, including the formation of phase-
separated regions within a cell; while driven by a number of interactions, electrostatic attractions
are thought to be key to forming these structures. This process of electrostatically-driven liquid-
liquid phase separation, known as ‘complex coacervation’, can also be observed in simpler poly-
mer or biopolymer systems. In this paper, we use a series of model polyampholytic polypeptides
of increasing blockiness, that undergo ‘self-coacervation’ due to charge attraction between poly-
cation and polyanion blocks along the same polymer chain. We show that these polypeptides
undergo complex coacervation when sequences have at least 8-12 adjacent like-charges, with
increasing blockiness leading to a larger two-phase region. We simultaneously develop a theory
built on the transfer-matrix formalism developed by the authors, to show how blockiness increases
the strength of electrostatic interactions and subsequently promote phase separation. We explore
a tradeoff that emerges due to the presence of ‘charge-pattern interfaces’ where the sequence
of polyampholyte charges switches sign, and how these contrast with chain-ends in equivalent
homopolyelectrolyte coacervates.

1 Introduction
Intrinsically disordered proteins (IDPs) are proteins that do not
spontaneously fold into stable structures.1,2 IDPs can take on a
number of metastable conformations in solution, ranging from
stretched coils to collapsed globules.3 This is in contrast to glob-
ular proteins, which fold into relatively ordered structured states
that correspond to their specific biological function.4,5 This fold-
ing process proceeds from a random coiled state to the native
folded structure through a kinetic ‘protein folding funnel’,6 where
the final folded structure represents a global free energy mini-
mum state that is governed by the specific peptide sequence.7

IDP peptide sequences differ from their globular counterparts in
that they tend to have fewer hydrophobic residues and have a
higher proportion of charged and polar groups.2,8 Many IDPs
contain both positive and negative charged residues and at least
75% of IDPs are polyampholytes.9 IDPs can become biologically
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active by interacting with a ‘folding partner’ to produce an or-
dered state,10–12 but may also interact with other proteins to
yield a disordered or partially-disordered - yet still fully func-
tional - state. These latter interactions are typically referred to
as ‘fuzzy’ interactions.13–16 Nevertheless, while IDPs are charac-
terized by their disordered native structures, the distributions of
the conformations sampled are not random and are governed in
part by net charge,17,18 and charge sequence.9 This combination
of conformational flexibility and diversity of interaction modes
make IDPs particularly suitable for cell signaling and regulatory
functions.19–24

Recently, there has been great interest in understanding
the critical role IDPs play in the formation of membrane-
less organelles through a liquid-liquid phase separation pro-
cess.24–26,26–45 The solution properties that lead to solution
demixing in IDPs are encoded within the sequence of the pro-
tein.9,32,46,47 Post-translational modifications can also lead to
phase separation in IDPs, for instance phosphorylation of residues
along the polypeptide chain can change the electrostatic interac-
tions leading to demixing.30,48 It is clear that electrostatic inter-
actions and polypeptide sequence together figure prominently in
the solution behavior of IDPs. The challenge in trying to under-
stand IDP solution behavior, and ultimately their function, is to
include the the complex diversity of interactions and sequence
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effects into macromolecular models.
One common approach to understanding IDPs has been to

study the physical properties of analogous, model polymer sys-
tems. Polyampholytes, which are polymers containing both posi-
tive and negative charges, are particularly useful in this role due
to the abundance of charged amino acids in IDPs. Polyampholyte
models have long been considered in the polymer physics litera-
ture, with early work by Higgs and Joanny,49 combining Debye-
Hückel and scaling theory to develop an analytical model. Even
here, the definition of the monomer sequence was a key attribute,
with this case being a random distribution of negative and pos-
itive charges. Systematic study of this distribution by Dobrynin
and Rubenstein50 included a charge asymmetry parameter and
an effective temperature in a Flory-type theory.

The distribution of charge sequence has taken center stage in
the IDP literature, where IDP conformation can be described us-
ing a sequence charge decoration (SCD) metric51,52 that captures
the blockiness of charge. Coarse-grained simulations have been
used to show connections between this SCD and single-molecule
properties such as the conformational size and coil-globule tran-
sition,53–56 and bulk phase behavior.57–59 Similarly, recent use
of random phase approximation (RPA) theory to describe polyam-
pholyte bulk phase behavior has demonstrated that the propen-
sity to undergo phase separation is correlated with the ‘blockiness’
of the charge pattern.60,61 This has recently been extended by ef-
forts from Danielsen, et al.62 to use field-theoretic simulations
capable of describing phase-separation in blocky polyampholytes.
Indeed, this work is built on the key observation that polyam-
pholyte phase separation is essentially equivalent to the associa-
tive phase separation between two separate, oppositely-charged
polymers, a process known as polymer complex coacervation.62–65

Inspired by this connection, polyampholyte phase separation is
sometimes called self-coacervation.62,63

Complex coacervation itself has also been used as a polymer
analogy to IDP-based phase separation in biological systems;33 in-
deed, the physical understanding of coacervate physics developed
by the community has striking similarities to the development of
polyampholyte physics. The earliest work in this area combined
Flory-Huggins theory of polymer mixing with the Debye-Hückel
theory of dilute electrolytes,66 resulting in the Voorn-Overbeek
model.67,68 While this theory can be fit to experimental data, it
has provided the starting point for a class of field theory mod-
els63,69–75 that seek to shore up its known limitations.76–79 Initial
efforts to use RPA-based methods were able to predict the same
general phase behaviors, whilst including the connectivity be-
tween charges along a polymer chain.72–75 These are analogous
to efforts for polyampholyte systems, and culminated in the devel-
opment of field-theoretic models that have now been applied to
both polyampholyte and coacervate phase separation.60–65 Simi-
lar to the development of polyampholyte physics, molecular sim-
ulation has played a key role in developing a physical understand-
ing; this is true both at the limit of dilute polyelectrolyte complexes
between two chains, as well as for bulk phase separation.80–85

Recent work on complex coacervation, inspired in part by the
relevance to IDPs, has seen the emergence of a number of mod-
eling approaches beyond the continuing efforts in using simu-

lation and field theory. These have sought to further examine
and account for the limitations present in many of the field the-
oretic approaches, and particularly the original Voorn-Overbeek
theory.67 For example, liquid-state theory models have incorpo-
rated the effects of both connectivity and the excluded volume
of the molecular species.86–88 Scaling models have also been de-
veloped to detail the effects of charge density and connectivity
in the limit of low-charge-density.89–92 Another class of models
has recently shown promise, built on physical charge condensa-
tion arguments; here, coacervation is driven by the release of
salt ions that localize near isolated polyelectrolytes, but are ‘re-
leased’ when charge neutralization can occur through interac-
tions with an oppositely-charged polyelectrolyte chain instead.93

This class of models has a number of manifestations, including
a semi-phenomenological ‘ion equilibrium’ model used by Larson
and Qin94 and a ladder conformation-based model developed by
Muthukumar.95

We have recently developed a model inspired by the concept of
charge condensation, that we call the transfer matrix (TM) theory
of coacervation.96–100 This theory accounts for the localization of
oppositely-charged small molecule ions or polyelectrolytes near
a test polyelectrolyte chain, and maps this localization to a 1-
D adsorption model. This versatile model has provided insights
into how coacervation is affected by a number of molecular fea-
tures, including charge spacing,96 polymer stiffness and archi-
tecture,97,100 and salt valency97 as well as how charged block-
copolymers can self-assemble via coacervation.101 Recently, we
have demonstrated that this model can be extended in a hybrid
simulation/theory scheme to arbitrary monomer sequences for
one of the polyelectrolytes.99 The effect of charged monomer se-
quence on coacervation predicted by this theory is consistent both
with molecular simulation and results from experiment.99

With the exception of field theoretic and scaling mod-
els,60–65,89–92 most of the recent insights into coacervation have
yet to be applied to self-coacervation. In part, this is compli-
cated by the key role that sequence plays in self-coacervation,
which may not be resolved by many of the coacervate models.
With the advent of the sequence-dependent model in the trans-
fer matrix theory,99 there is now an opportunity to develop a
new theory of polyampholyte self-coacervation that specifically
takes into account the effect of sequence. In this paper, we ex-
tend the transfer matrix theory to consider the effect of sequence
on self-coacervation, and compare to experimental trends that
demonstrate the presence of a critical charge ‘blockiness’ where
coacervation begins to be observed. The trends we observe are
largely consistent with the simulation efforts by Danielsen, et
al.,62,102 however our alternative approach96 is specifically de-
signed to consider high charge-density polyelectrolytes; this limit
is challenging to resolve in the field theoretic approach, due to
the assumption of Gaussian-smeared charges and excluded vol-
ume that does not resolve the local charge correlations (that give
rise to e.g. counterion condensation and ion pairing) important
for modeling high charge-density polyelectrolyte systems.62 Ad-
ditionally, we demonstrate that our theoretical predictions match
qualitatively with the observations from experiments on a set of
model sequence-controlled polypeptides. Our results have impli-
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cations for the phase behavior of IDPs, showing that the sequence
of charges in these biomacromolecules, along with environmental
parameters such as salt concentration, can strongly impact phase
behavior. This could also have general implications for electro-
static interactions between globule species, such as proteins or
micelles. More fundamentally, we demonstrate via experiment
and simulation-informed theory how electrostatics (and specifi-
cally charge patchiness) gives rise to polymer phase separation.

2 Computational Methods

2.1 Transfer Matrix Theory

Our previous work on coarse-grained simulation models of poly-
electrolyte coacervation has shown that correlations between the
charged species in the coacervate phase are short-ranged.103 This
observation suggests that the thermodynamics of coacervation
can be effectively captured by considering only the nearest neigh-
bors of a test polyelectrolyte chain. This led to the develop-
ment of the transfer matrix theory of coacervation.96 Here we
apply this model for polyampholyte self-coacervation. We con-
sider a test polyampholyte chain in the presence of charged ions
and other polyampholyte chains. We approximate the interac-
tions between the particles as a 1-D adsorption model in which
the monomers along the test chain are the adsorption sites onto
which the oppositely-charged ion or monomers can adsorb to
(Figure 1). This results in the following expression for the free
energy of coacervation:

F

V kBT
= ∑

i

φi

Ni
lnφi +

φp

2Np
ln
[
ψ

T
0 MNp

0 ψ1

]
+

+ζ

(
∑

i6=W
Λiφi

)3

+∑
i j

χi jφiφ j (1)

The first term of this expression is the translational entropy of
all the species i = P,S,W (representing the polyampholyte, salt,
and water respectively) with degree of polymerization Ni. In this
work, only the polymeric (i.e., the block polyampholyte and ho-
mopolyelectrolyte) species have Ni > 1. The second to last term
is a phenomenological cubic term to capture the non-pairwise
excluded volume with a magnitude governed by the parameter
ζ = 19.0, which is constant for this paper and parameterized
based on previous simulation results.96 The final term is the stan-
dard Flory χ term, accounting for short-range, non-electrostatic
interactions. In this paper, only the polymer and solvent interact
via this Flory term with prefactor χpw; for most of the paper the
value of χpw is set to zero unless explicitly stated. The prefac-
tor Λi accounts for differences in per-molecule excluded volumes,
and is set to Λ = 0.6785, as justified in previous works.96,99

The second term is the interaction free energy of the polyam-
pholyte, and the primary result of the transfer matrix theory. This
interaction free energy is derived from the grand canonical parti-
tion function, Ξint , for the polyampholyte chain interacting with
its local environment. This partition function is expressed using
the transfer matrix formalism, Ξint =

[
ψT

0 MNp
0 ψ1

]
, where M0 is

the transfer matrix that accounts for the incremental contribution

to the partition function for growing a polyampholyte chain by
a single monomer. This matrix contains the Boltzmann factors
for the various possible adsorption states given the previous ad-
sorption state. We denote an adsorbed salt ion as C, an adsorbed
polyampholyte monomer as P and a empty adsorption side as
0. We must also distinguish between the initial monomer of a
polyampholyte chain P′, and subsequent monomers of that ad-
sorbed polyampholyte chain P. For instance C0 denotes a state in
which the current monomer has a salt ion adsorbed, and the pre-
vious monomer has no adsorbed species.The form of the transfer
matrix is as follows:

M0 =


CC CP CP′ C0
PC PP PP′ P0
P′C P′P P′P′ P′0
0C 0P 0P′ 00



=


A0φs A0φs A0φs A0φs

0 F G 0
B0φp B0φp B0φp B0φp

D D D D

 (2)

The Boltzmann factor for having a salt ion adsorb is written
as in previous work as A0φs, and similarly the Boltzmann fac-
tor for having the initial monomer of polyampholyte chain ad-
sorb is set to B0φp. The prefactors for these Boltzmann factors
were previously parameterized to match coarse-grained simula-
tion when A0 = 20.5 and B0 = 12.2.96 We assign an electrostatic
energy penalty to charged monomers that are un-paired ε(s),
which is dependent on the monomer index s. This is used in the
quantity D = eε(s). Finally, the Boltzmann factors for the case of
having a subsequent monomer following a newly adsorbed chain
and a previously adsorbed chain, G and F respectively, depend on
the probability of the current monomer along the adsorbed chain
being the counter-ion to the current monomer of the test chain.

The vector ψ1 = [C,P,P′,0]T =
[
A0φs,0,B0φp,eε(0)

]T
is comprised

of the Boltzmann factors for the first monomer along the chain.
The vector ψ0 is a vector of all ones.

In this transfer matrix theory, the charge sequence effects are
manifested in the Boltzmann factors D, F and G. For this work,
we will consider polyampholytes with zero net charge that are
comprised of alternating blocks of opposite charge and equal size.
In this case, the charge pattern of the chain can be described
by a single value, τ, that represents the length of one repeat
unit comprised of one polycation block followed by one polyan-
ion block. The form of the Boltzmann factors F and G depends
on whether or not the specified monomer along the chain is at
a charge-sign interface, meaning it is followed by a monomer
of the opposite charge. For monomers away from the charge-
sign interface, F = (τ−4)/(τ−2) and G = 2− 4/τ. In the case
of F , where two consecutive monomers on an already adsorbed
chain are both adsorbed onto the test chain, the probability that
they are both counter-ions to the test chain is (τ/2−2)/(τ/2−1).
For monomers at the charge-sign interface, F = (2)/(τ−2)∗ and
G = 4/τ, with the exception in the case of τ = 2∗ in which F = 1.0.
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In the limit as τ → ∞, the values for F and G approach their re-
spective values for a homopolyelectrolyte. This leaves the Boltz-
mann factor D to be determined in order to evaluate the inter-
action partition function for the polyampholyte chain. The elec-
trostatic energy penalty ε (s) is determined from coarse grained
simulations of a test chain in a dilute salt solution.

Fig. 1 Schematic illustrating the coacervate phase of a polyampholyte
solution. The opaque species represent the test the chain and its nearest
neighbors. The monomers along the test chain are treated as adsorb-
tion sites onto which salt ions or monomers from other polyampholyte
chains can adsorb. Walking along the test chain, each monomer is as-
signed an adsorption state for salt ion C, initial adsorbed monomer from
a polyampholyte chain P′, a subsequent monomer from an already ad-
sorbed polyampholyte chain P, or no adsorbed species 0. It is preferen-
tial for the adsorbed chain to be in the coacervate phase as it allows for
many more configurations of adsorption states due to the higher density
of charged species.

2.2 Single Polyampholyte Chain Coarse-Grained Simula-
tions

It is electrostatically unfavorable for a charged monomer not to be
paired with an oppositely-charged salt ion or polyelectrolyte, es-
pecially in the limit of high linear charge density. Previous work
has shown that the localization of opposite charges along a se-
quenced polyelectrolyte is profoundly influenced by the sequenc-
ing of the charges along the chain,99,104 which we expect to be
especially important in the case of polyampholytes that have a
combination of repulsive and attractive electrostatic interactions
due to the presence of both positive and negative charges along
the chain.

Previous work on sequence-defined polyelectrolytes have
shown that single-chain simulations are a powerful way to in-
form the transfer matrix model,99,104 allowing us to correlate the
electrostatic energy penalty ε (s) to monomer-specific salt ion lo-
calization. In this work, we consider a single fully extended and
fixed, sequenced polyampholyte in a dilute salt solution. We note
that this is subtly different from previous efforts that do not ex-
tend the polyelectrolyte chain.99 In this work we do extend the
chain to avoid self-collapse of the polyampholyte, and have veri-
fied that it does not noticeably alter the values of ε(s) obtained.
Monte Carlo (MC) simulations are performed for single polyam-
pholyte chains in dilute salt solution using the restricted primitive

model (Figure 2). The solvent, water, is modeled as a continuum
with a relative dielectric constant εr = 78.5. Salt ions and polyam-
pholyte monomers are modeled as charged hard spheres with a
diameter σ = 4.25 Å. The total potential U is the sum of the elec-
trostatic potential UES, and the hard-sphere potential UHS.

U =UES +UHS (3)

The electrostatic potential is set to a Coulomb potential:

UES = ∑
i

∑
j>i

qiq je2

4πε0εrri j
(4)

where qi is the valency of the bead i, e is the electron charge, ε0

is the vacuum permittivity, and ri j is the distance between beads
i and j.The electrostatic interactions are evaluated using Ewald
summation. The excluded volume of the ions and monomers are
captured using a hard-sphere potential:

UHS = ∑
i

∑
j>i

{
∞ ri j < σ

0 ri j >= σ

}
(5)

Each MC simulation is run for 10×106 MC timesteps. The number
charge densities are evaluated after an equilibration period of 1×
106 MC timesteps by counting the number of salt ions within a
cutoff separation, rc = 1.5σ , for each monomer. These simulations
were performed at salt concentration of φs = 1.32×10−4.

Salt ion localization for a given monomer in the sequence is
quantified from MC simulations by evaluating the ratio of the lo-
cal number charge density, nc (s), and the local number charge
density in the case where electrostatic interactions are turned off,
n0

c (s). We can approximate nc (s) and n0
c (s) using a simple, uncor-

related adsorption model which gives the following expression:

nc (s)∼e−(ε
′(s)−µ)/

(
1+ e−(ε

′(s)−µ)
)

n0
c (s)∼eµ/(1+ eµ ) (6)

In the dilute salt limit, such that eµ � 1, we can define an elec-
trostatic association strength as, ε ′ (s) = ln

(
nc (s)/n0

c (s)
)
. We have

previously shown this quantity to be independent of the simula-
tion salt concentration φs in the appropriate limit.99 For a given
polyampholyte sequence, we set a reference state as the average
electrostatic association strength of a homopolyelectrolyte with
the same degree of polymerization as the polyampholyte. Finally
we set the electrostatic energy penalty in the Boltzmann factor D
to be equal to the deviation of the electrostatic association energy
of the polyampholyte from the reference state.

ε (s) =

〈
ln

(
nc,hp (s)

n0
c,hp (s)

)〉
− ln

(
nc (s)
n0

c (s)

)
(7)

To carry out this calculation for a polyampholyte, where the se-
quence is defined by the charge block size τ/2 and the number
of charge-blocks, three MC simulations are performed. The first
simulation is for the sequenced polyampholyte chain, the second
is for the homopolyelectrolyte with the same degree of polymer-
ization as the polyampholyte, and the third is for a neutral chain
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with the same degree of polymerization as a single charged block.
All simulations were repeated 10 times, and the average ε (s) was
calculated.

Fig. 2 Schematic illustrating the restricted primitive model Monte Carlo
(MC) simulation of single polyampholyte chain. The chain is stretched
and fixed, with the charges distributed according to the ‘blockiness’ pa-
rameter τ. The salt ions are free to translate in the simulation box ac-
cording to the potential U , which comprised of a Coulombic electrostatic
potential UES and a hard sphere potential UHS to account for the excluded
volume of the various particles. The particle diameter is given by σ and
the bond length is 1.05σ .

3 Experimental Methods

3.1 Polyampholyte and Polypeptide Synthesis

A series of lysine-glutamate polyampholytes with increasing
blockiness (i.e., (K8E8)3, (K12E12)2, (K15E15)2, and K24E24), along
with homopolypeptides corresponding to the individual blocks
(i.e., K12, E12, K15, E15). Both polyampholytes and homopolypep-
tides were prepared using standard Fmoc-based solid-phase syn-
thesis105 on a Liberty Blue automated microwave peptide syn-
thesizer from CEM, Ltd. using methods reported previously.99,104

Briefly, synthesis of polyampholytes and homopolypeptides was
performed on low loading Rink amide Protide resin (0.19
mmol/g, CEM) and Rink amide MBHA resin (0.32 mmol/g, Pep-
tide Solutions), respectively, using Fmoc-L-Lys(Boc)-OH, Fmoc-
D-Lys(Boc)-OH, Fmoc-L-Glu(tBu)-OH and Fmoc-D-Glu(tBu)-OH
(Peptide Solutions, LLC). 20% Piperidine (Sigma Aldrich) in
N,N-dimethylformamide (DMF, sequencing grade, Fisher BioRe-
agents) was used for Fmoc deprotection, while 0.5 M N,N-
diisopropylcarbodiimide (DIC, 99% Acros Organics) and 0.5 M
ethyl (hydroxyimino)cyanoacetate (Oxyma, Peptide Solutions)
in DMF were used as activator and base, respectively. Dou-
ble coupling was applied to all lysine monomers in polyam-
pholytes to increase the yield. Cleavage from the resin and side-
chain deprotection was performed in 95/2.5/2.5% (v/v) triflu-
oroacetic acid (TFA, Fisher)/water (MilliQ 18.2 MΩ cm, Mil-
lipore)/triisopropylsilane (98% Acros Organics) for 3 hours at
room temperature. The resulting peptides were precipitated into
cold anhydrous ethyl ether (BHT stabilized, Fisher Scientific).
The final product was characterized by matrix-assisted laser des-
orption/ionization time of flight mass spectrometer (MALDI-TOF,
Bruker UltrafleXtreme).

All peptides were synthesized using amino acids of alternating
chirality (D and L) to mitigate inter-peptide hydrogen bond for-
mation.106–108 Lysine groups are neutralized by a TFA counter-
ion. Glutamate groups are neutralized by sodium.

3.2 Preparation of Stock Solutions

Polyampholyte and homopolypeptide stock solutions were pre-
pared gravimetrically using Milli-Q water at a concentration
based on the total number of amino acids present and adjusted to
pH = 7.0 ± 0.03 using concentrated solutions of HCl and NaOH
(Fisher Scientific), as needed. For instance, a stock solution of
the homopolyanion poly(glutamate) of 10 mM amino acid would
be used in parallel with a stock solution of an oppositely-charged
poly(lysine), also at 10 mM with respect to the total number of
amino acids. For polyampholytes, a stock solution of poly(lysine-
co-glutamate) of 10 mM amino acid would consist of 5 mM lysine
and 5 mM glutamate, respectively. Sodium chloride (NaCl) was
purchased from Sigma Aldrich (ACS reagent). A stock solution
was prepared gravimetrically at 4 M and adjusted to pH = 7.0, as
above.

3.3 Coacervate Preparation and Characterization

Complexation was performed using stoichiometric quantities of
positively and negatively charged polypeptides at a total charged
residue concentration of 1 mM, 10 mM, 20 mM, 40 mM and 50
mM at pH 7.0. Under these conditions, it is a reasonable approx-
imation to describe all of the residues on both polyampholytes
and polypeptides as fully charged. Homopolypeptide coacervate
samples were prepared by first mixing a concentrated solution of
NaCl with MilliQ water in a microcentrifuge tube (1.5 mL, Eppen-
dorf), followed by the polyanion. The resulting mixture was then
vortexed for 5 s before addition of the polycation. The final mix-
ture was vortexed for at least 15 s immediately after the addition
of polycation to ensure fast mixing. For polyampholyte samples,
the peptide was added directly into the water-NaCl mixture, fol-
lowed by vortexing as described above. Notably, the low levels
of salt allowed for phase separation in our polyampholyte stock
solutions. Therefore, it was critically important to ensure that the
stock solution was well mixed prior to pipetting. Phase separa-
tion could be observed via an increase in the turbidity, and/or the
opalescent appearance of the samples, due to the formation of
small droplets of the complex coacervate phase.

3.3.1 Determination of Salt Resistance

Samples were then examined using brightfield optical microscopy
(EVOS XL Core, Fisher Scientific) to confirm the liquid nature
of the droplets, and to determine the ‘salt resistance,’ φ s

p, or the
salt concentration above which no phase separation occurs. All
samples were imaged within 1 h of preparation. Error bars on
measurements of the salt resistance correspond to the salt con-
centration intervals over which samples were prepared.

3.3.2 Fourier Transform Infrared (FTIR) Spectroscopy

Attenuated total reflectance Fourier transform infrared spectrom-
etry (ATR-FTIR, Platinum ATR, Bruker Alpha, Billerica, MA) was
used to analyze the secondary structure of complexes resulting
from polyampholytes and homopolypeptides. The amide I car-
bonyl stretching vibration were measured by FTIR (1600-1700
cm-1) to detect the formation of secondary structure of peptide-
based complexes. All complex samples were prepared at a total
charged residue concentration 65 mM at pH = 7.0. Lyophilized
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(Labconco, FreeZone Plus 2.5 Liter Cascade Console Freeze-Dry
System, Kansas City, MO) complex samples then were examined
by FTIR, and the resulting spectra were normalized at 1650 cm-1

to facilitate comparison.

4 Results and Discussion
Using the transfer matrix model, we evaluate the propensity
for various sequences of model polyampholytes and their anal-
ogous homopolyelectrolytes to undergo self-coacervation or com-
plex coacervation, respectively. The transfer matrix model is in-
formed by Monte Carlo simulations that evaluate the sequence-
dependent electrostatic association strength for each monomer
along the chain. The system free energy described in Eq.
1 is minimized to resolve the two-phase coexistence bound-
aries and compositions as a function of ‘blockiness’ as well
as the number of charged blocks; these results are compared
to experimentally-determined salt resistances for sequenced
polyampholtyic polypeptides and homopolypeptides.

Fig. 3 Monomer-dependent energy ε(s) as a function of chain index,
calculated from Eq. 7 using MC simulations for polyampholytes (pa, red)
of increasing ‘blockiness’ τ. Open points are for the cation (+) beads and
the filled points are for the anion (–) beads. These data are compared
with a full-length homopolyelectrolyte (hpe, black) where Np = 48. For
τ = 24 and τ = 48, results are also shown for homopolyelectrolytes where
Np = τ/2 (blue).

4.1 Salt Ion Localization From MC Simulations

In our transfer matrix theory, electrostatic sequence effects are de-
scribed by the electrostatic energy parameter ε (s), as determined
from single chain MC simulations. Therefore, we study the trends
in this parameter as a function of sequence ‘blockiness’ τ. The
polyampholyte sequences are characterized by the ‘blockiness’ τ

as well as the number of charged-blocks in the chain. In Figure
3, we show how the charge sequence affects salt ion localiza-
tion around the chain by plotting ε (s) for a polyampholyte chain
with a degree of polymerization Np = 48, and a homopolyelec-
trolyte with the same degree of polymerization. The homopoly-
electrolyte exhibits a near-constant value of ε(s) ≈ 0 along the
center of the chain, which reflects the normalization condition
in Eq. 7. Deviations only occur at the chain ends, suggesting
that except for the 2-4 monomers at the chain end, the electro-
static environment around most homopolyelectrolyte monomers
is similar to that of an infinite line of charge. This reflects a sig-
nificant localization of the oppositely-charged salt ions near the
polyelectrolyte chain. At the chain ends, there is a marked in-
crease in ε(s) that reflects the transition from appearing as an
‘infinite’ line of charge to a ‘semi-infinite’ line of charge. Here,
the last monomer of the chain does not get the ‘advantage’ of
like-charged monomers connected on both sides, in terms of lo-
calizing the opposite charge, therefore it is less likely to have salt
ions condensed near the chain-ends.

Fig. 4 Schematic of salt localization along polyampholyte chains with
τ = 16. The key features are the chain ends and the charge-sign inter-
faces. Both chain ends and charge-sign interfaces reduce salt localiza-
tion however the charge-sign interfaces sees even more reduction in salt
localization.

Analysis of our polyampholyte systems demonstrates that the
pattern of positive and negative charges strongly affects charge
confinement. This is apparent as the blockiness τ of the charge
patterns increases from alternating positive-negative monomers
(τ = 2) to blocks of 24 positive and negative monomers (τ = 48),
seen in Figure 3. Here, the key difference is the presence
of charge-patterning interfaces where the sign of the sequence
changes from positive to negative (Figure 4). For τ = 2, this
occurs every monomer. Correspondingly, the value of the electro-
static energy parameter ε(s) ≈ 6 reflects the weak localization of
salt charges near to the polyampholyte, meaning that the oppo-
site charges of the residue can effectively neutralize each other
without the need for additional salt ions. Due to this close prox-
imity of positive and negative charges, we observed an increase
in salt ion localization (i.e., lower values of ε(s)) at the chain ends
where there are fewer nearby, opposite charges. Modest increases
in the blockiness do not lead to large changes in the electrostatic
environment, shown by τ = 4.

As blockiness increases significantly, for example to τ = 16, salt
ions become increasingly localized by the long runs of positive
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and negative monomers. The charge-patterning interface, located
every 8 monomers, is quantitatively similar in ε(s) to the τ = 2
case and does not significantly localize salt ions near the polyam-
pholyte chain. Nevertheless, as these charge-patterning interfaces
become less frequent along the polyampholyte sequence, the re-
gions in between become closer to the homopolyelectrolyte limit
of ε(s)→ 0. This is observed as τ is increased from 24 to 48.

We further demonstrate the significance of these charge-
patterning interfaces by comparing the values of ε(s) for a
polyampholyte with large τ to those for homopolymers with the
same degree of polymerization as the component blocks (i.e.
NP = τ/2) in Figure 3a and Figure 3e. The homopolymer val-
ues for ε are shown as blue dots. Deviations between the values
of ε are most significant when comparing the chain ends of the
homopolyelectrolyte and the location of the charge-patterning in-
terface (s = 10,11 for τ = 24 and s = 22,23 for τ = 48). Here, salt
ion localization is significantly stronger for chain-ends than for
the charge-patterning interface, which we attribute to the pres-
ence of the nearby oppositely-charged monomers (Figure 4).

4.2 Phase Behavior Predicted By Transfer Matrix Theory
Model

The electrostatic energy parameters ε (s) determined from the MC
simulations are used to evaluate the polyampholyte chain parti-
tion function and subsequently the system free energy Eq. 1. We
plot the resulting phase diagrams in Figure 5 for the sequenced
tetra-block polyampholytes, as well as their analogous homopoly-
electrolyte where Np = τ/2. In these phase diagrams, the binodal
curves demarcate a region of salt-polymer concentrations (φs ver-
sus φp) within which phase separation occurs. Two ‘branches’ of
the binodal at high and low polymer concentrations φp are con-
nected by tie-lines denoting the two values of φp and φs that are
in coexistence. Similar to prior results for both simulation and
experiments on homopolyelectrolyte coacervates,96,103 these tie-
lines exhibit negative slopes indicating that the polymer-dense
coacervate phase (high φp) has a lower salt concentration than
the polymer-dilute supernatant phase (low φs). For this trans-
fer matrix model for coacervation, this salt partitioning to the
supernatant phase has been attributed to the high excluded vol-
ume in the coacervate phase.86,96–98,103 This is consistent with
other theoretical results,73,74,86,95 and is supported by experi-
ment and simulations.103,109–112 The negative slope of the tie line
distinguishes this model from theories accurate in the low-charge
density limit, which exhibit tie lines with negligible or positive
slopes.62,63,67,72 Here, salt partitioning is driven by the increased
electrostatic attractions in the charge-dense (i.e., polymer dense)
phase.62,63,67,72,113,114

Figure 5 highlights the difference between polyampholyte and
homopolyelectrolyte coacervation, with comparable values of τ

and Np such that the main molecular difference is that the ho-
mopolyelectrolytes can be ‘connected’ to yield the blocky polyam-
pholytes. A few key trends are apparent in this set of phase dia-
grams. We observe an increase in the size of the two-phase region
that is consistent with the increased salt ion localization along the
stretched polyampholytes in Figure 3 as a function of increasing

Fig. 5 Plots showing the phase diagrams for polyampholytes (a), and
their analogous homopolyelectrolytes (b) for varying values for τ. The
homopolyelectrolyte degree of polymerization is set to be Np = τ/2 The
dotted lines represent the tie lines for the two phases. The tie lines are
shown for each curve where the lower τ value tie lines are shown when
the coexistence regions of overlaps with the coexistence region of an-
other τ curve.

τ, and thus an increase in the entropic driving force. This also
correlates with the decrease in regions along the polyelectrolyte
chain affected by the charge-pattern interfaces, where the switch
from positive to negative charges in the monomer sequence pre-
vents charge localization and thus weakens the electrostatic driv-
ing force for coacervation. This sequence effect persists even for
block sizes as large as τ = 48, which we attribute to the effect that
a single charge-patterning interface has on values of ε(s) as far as
10 monomers away along the chain contour. A similar trend is ob-
servable in the homopolyelectrolytes, where an increase in chain
length corresponds to an increase in the two-phase region. Here,
there are no charge-pattern interfaces, and instead the weaker
salt localization at the chain ends plays a similar role in weak-
ening phase separation at lower values of Np that have a higher
fraction of chain ends.

In addition to the presence of charge-pattern interfaces or chain
ends, both polyampholyte and homopolyelectrolyte coacervation
are expected to be affected by differences in the translational en-
tropy of the polymeric species. Larger Np and larger τ represent
larger chains, and thus there is an increase in the number of poly-
electrolyte charged interactions per chains. This chain-length ef-
fect has long been understood to play a role in homopolyelec-
trolyte coacervation,115 and we expect it to complement charge-
sequence effects here.

Figure 6 provides a summary of the simulation results, plotted
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Fig. 6 Plots of the critical salt concentrations for the tetra-block polyam-
pholyte (red), the di-block polyampholyte (magenta), and their analogous
homopolyelectrolyte (blue) as a function of τ. For the homopolyelec-
trolyte, τ = 2N.The dashed lines are to guide the eye.

as the critical salt concentration φ cr
s as a function of the blocki-

ness τ (for polyampholytes) and 2Np (for homopolyelectrolytes).
The value φ cr

s is simply the maximum salt concentration φs where
phase separation can be observed. This allows for the direct com-
parison of the phase diagrams in Figure 5, which exhibit an in-
crease in the two-phase region with both increasing τ or Np. We
show that, at large values of τ > 32, the strength of phase sep-
aration increases with increasing chain length; the homopoly-
electrolyte for Np = 24, for example, corresponds to a di-block
polyampholyte of τ = 48, which has a chain length of Np = 48.
Extending this polymer to consider a tetra-block polyampholyte
with a chain length of Np = 96, we observe a commensurate in-
crease of φ cr

s that we attribute primarily to the increase in charges
per single-chain translational degree of freedom.

In contrast, at low values of τ ≤ 32, we observe similar val-
ues of φ cr

s for the three different types of coacervates. We at-
tribute this to a tradeoff between the number of charges per
chain, and the differences between the strength of charge local-
ization at chain ends versus charge-pattern interfaces. These ef-
fects cancel out, because as the number of charges per chain in-
creases (homopolyelectrolyte to di-block polyampholyte to tetra-
block polyampholyte), the chain ends are also replaced by charge-
pattern interfaces that are weaker at localizing charges.

To demonstrate how this cancellation of sequence effects oc-
curs, we show in Figure 7 a series of di-block versus tetra-block
polyampholytes as the value of τ is increased. We note that this
shows the transition out of the cancellation regime and into the
regime where the two polyampholyte types significantly deviate.
We highlight two trends; with increasing τ, the higher values of
Np (the tetra-blocks) are more sharply peaked near the critical
point, reflecting the approach of the critical point to smaller val-
ues of φP at larger values of Np. However, there is a second trend
of the value of φP at φs = 0, where the tetra-block binodal is ini-
tially at lower values of φP than the di-block, however this inverts
at larger values of τ. This inversion occurs because, in traditional
polymer-solvent phase diagrams, the binodal moves to larger val-
ues of φP for larger values of Np. This is the case at large τ. How-
ever, at lower values of τ the phase separation is weaker for the

tetra-block due to the presence of more charge-pattern interfaces.

4.3 Comparison of Experimental, Theoretical Observations
in Polyampholyte Self-Coacervation

The trends predicted by our transfer matrix theory show good
qualitative agreement with experimental observations. In partic-
ular, we compare how the salt resistance φs changes as a function
of polymer concentration φp, for polyampholytes and their anal-
ogous homopolyelectrolyte coacervates Both theory (Figure 8a)
and experiment (Figure 8b) exhibit a significant decrease in salt
resistance as the polymer concentration decreases. The trends in
salt resistance also increase with increasing block size τ or chain
length N. Additionally, the salt resistance is higher for the di-
block polyampholyte than for the analogous ‘split’ component ho-
mopolyelectrolytes.

In these comparisons, we note that the theoretical results in-
cluded a value of the χpw-parameter (χpw = 0.25) to account for
short-range interactions, parameterized to compare well with ex-
perimental data; nevertheless, the trends are consistent regard-
less of this choice. We note that we generally do not expect quan-
titative matching, as this theory invokes a mean-field approxi-
mation in the transfer matrix calculation that is not accurate at
low φp. Furthermore, the coarse-grained representation we use
does not resolve physical phenomena at the atomistic level, such
as dielectric or polarization effects116–120 that prevent us from
making quantitative predictions. Regardless, we observe qualita-
tively similar trends in both theory and experiment, showing that
this theoretical model captures key physical behaviors in blocky
polyampholyte self-coacervation.

We extend our comparison of experiment and theory to con-
sider how blockiness τ leads to changes in self-coacervation. We
plot the salt resistance φ r

s as a function of the blockiness τ for
both theory (Figure 9a) and experiment (Figure 9b). These data
further highlight the general trend of increasing salt resistance
with increasing blockiness above some τ below which no phase
separation is observed. For our theoretical model, this value is
roughly around τ = 20, while for experiments this value is around
τ = 15.

We show that the relative position of the homopolyelectrolyte
versus polyampholyte salt resistance depends on the particular
measurement. As mentioned previously, the critical salt concen-
tration φ cr

s exhibits a crossover at low τ related to the interplay
between translational entropy and sequence-effects. However, ex-
periments measure the related value of salt resistance φ r

s that is
calculated at a defined φp; in Figure 9a we plot both φ cr

s and φ r
s ,

with the latter for a number of values of φp. Indeed, the crossover
observed for the critical point disappears and the trend of lower
salt resistance for homopolyelectrolytes compared with polyam-
pholytes emerges at the lower values of φp that correspond with
experiments.

Lastly, our experimental efforts revealed a surprising result.
The polypeptides used in our experiments were synthesized
using amino acids of alternating chirality to mitigate inter-
peptide hydrogen bond formation and subsequent β -sheet for-
mation.106–108 While we observed liquid-liquid phase separation
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Fig. 7 Plots comparing the phase diagrams for di-block polyampholytes (black) and tetra-block polyampholytes (red) for varying values of τ.

Fig. 8 Plots of the dilute branch of the binodal as a function of φs versus φp for theory (a) and experiment (b), for di-block polyampholytes with
τ = 16,24,30 (circles) and the corresponding Np = 12,15 homopolyelectrolyte coacervates (triangles). The transfer matrix theory reproduces trends
observed in experiment; namely, the two-phase region increases with increasing block length (N,τ) and is higher for block polyampholytes versus
homopolyelectrolytes.

for most of our samples, precipitation and β -sheet formation oc-
curred for polyampholytes with τ = 48 (Figure 10). Evidence
for β -sheet formation can be seen through FTIR analysis (Figure
10), where only the τ = 48 sample showed a peak at 1623 cm-1, as
well as an additional low-intensity peak present near 1680 cm-1,
which are both indicative of β -sheet formation.106,121–123

This unexpected β -sheet formation is similar to recent reports
by Tabandeh and Leon, however it is unclear whether the mech-
anism is the same.124 The work by Tabandeh and Leon looked
at complexation between patterned polypeptides with different
levels of hydrophobicity and attributed β -sheet formation to de-
creased steric clashing between D and L monomers because of the
shorter side-chain length of the hydrophobic residues. However,
the polymers in our system consist solely of lysine and glutamate,
and show no evidence of precipitation when present as equiva-
lent length homopolyelectrolytes. This result requires additional
investigation that is beyond the scope of the current work.

5 Conclusions
We have developed a simulation-informed theoretical model
for the phase behavior of polyampholytes that undergo self-
coacervation, specifically in the limit where the charge density is
sufficiently high that salt ion localization is a significant driver
of coacervate formation. We show that the sequence, or pat-
tern, of charges along these polyampholytes plays a large role in
their ability to undergo coacervation. As the chains become more

blocky, charge localization - and correspondingly the strength of
coacervation - increases significantly. This increase in coacerva-
tion is similar to the effect of increasing the length of chains in ho-
mopolymer coacervation, however we show that there is a trade-
off associated with the increase in number of charges per chain
for equivalent polyampholyte chains and the increase in the num-
ber of charge-pattern interfaces. These charge-pattern interfaces
weaken charge localization near polyampholyte chains, and thus
weaken the electrostatic driving force for coacervation.

Our predicted trends are also qualitatively consistent with
experimental results, including the increase in salt resistance
for polyampholytes compared to corresponding homopolyelec-
trolytes, and an increase in the salt resistance with increasing
charge blockiness. We also show that there are subtleties in how
this comparison is made. In particular, the polymer concentration
at which salt resistance is measured can lead to differences be-
tween the polyampholytes and equivalent homopolyelectrolytes
as the competition between translational entropy and charge-
pattern interface effects affects the critical point and location of
the binodal.

We note that this theoretical framework uses a number of as-
sumptions that limit the approach; most importantly, the transfer
matrix theory invokes a mean-field approximation for the charges
that adsorb to the test polyampholyte. This is similar to approxi-
mations made in classical polymer mean-field theories in that the
polymer interactions characterizing the dilute branch of the bin-
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Fig. 9 Critical salt concentration φ cr
s and salt resistance φ r

s as a function of τ in theory (a) and experiment (b) for χ = 0.25. In (a), we demonstrate that
different measures of coacervate phase behavior result in subtly different behaviors for the block polyampholyte (pa) versus the homopolyelectrolyte
(hpe) coacervates; the critical salt concentration φ cr

s exhibits a crossover at τ ≈ 24, while the salt resistance φ r
s shows larger differences between the

two cases as the concentration φp at which they are measured is decreased. This is consistent with the experimental results in (b), which show a
distinctly lower value of φ r

s for the homopolyelectrolyte than the block polyampholyte coacervates.

Fig. 10 FTIR of polyampholyte/homopolypeptide complexes. FTIR spec-
tra showing the amide I region for the liquid complex coacervates and
solid precipitates. All complexes showed a peak at 1564 cm-1 and 1673
cm-1, corresponding to the carbonyl stretch of the glutamic acid and TFA
counter-ion, 125 respectively. A peak at 1644 cm-1, characteristic of ran-
dom coil structure, was observed amongst the samples that underwent
liquid-liquid phase separation. However, peaks at 1623 cm-1 and 1680
cm-1 that are characteristic of β -sheets were observed for the solid com-
plexes formed by the τ = 48 polyampholyte. The signal was normalized
at 1650 cm-1.

odal will not reflect the highly-correlated intra-chain interactions
that are known to characterize molecular structure in the dilute
supernatant phase. We also expect inaccuracies in the phase dia-
gram at the critical point, due to the mean-field nature of the un-
derlying polymer field theory. This assumption would only lead
to quantitative deviations that would not affect qualitative trends,
and could be relaxed by using more sophisticated polymer field
theories or by coupling the transfer matrix formalism with spatial
correlations.

We have, for this paper, focused primarily on regular polyam-
pholyte sequences and compared with experiments using model
polypeptides. This sets the foundation to consider more com-
plicated sequences and copolymers/copolypeptides. We expect
this framework to thus have implications for biologically-relevant
macromolecules, such as intrinsically-disordered proteins (IDPs),
which are known to undergo liquid-liquid phase separation in
ways that are affected by charge monomer sequence.9,32,46,47
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