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The Good, the Neutral, and the Positive: Buffer Identity Impacts 
CO2 Reduction Activity by Nickel(II) Cyclam  
Camille R. Schneider,a Luke C. Lewis,b and Hannah S. Shafaat a,b*  

Development of new synthetic catalysts for CO2 reduction has been a central focus of chemical research efforts towards 
mitigating rising global carbon dioxide levels. In parallel with generating new molecular systems, characterization and 
benchmarking of these compounds across well-defined catalytic conditions are essential. Nickel(II) cyclam is known to be an 
active catalyst for CO2 reduction to CO. The degree of selectivity and activity has been found to differ widely across 
electrodes used and upon modification of the ligand environment, though without a molecular-level understanding of this 
variation. Moreover, while proton transfer is key for catalytic activity, the effects of varying the nature of the proton donor 
remain unclear. In this work, a systematic investigation of the electrochemical and light-driven catalytic behaviour of 
nickel(II) cyclam under different aqueous reaction conditions has been performed. The activity and selectivity are seen to 
vary widely depending on the nature of the buffering agent, even at a constant pH, highlighting the importance of proton 
transfer for catalysis. Buffer binding to the nickel center is negatively correlated with selectivity, and cationic buffers show 
high levels of selectivity and activity. These results are discussed in the context of molecular design principles for developing 
increasingly efficient and selective catalysts. Moreover, identifying these key contributors towards activity has implications 
for understanding the role of the conserved secondary coordination environments in naturally occurring CO2-reducing 
enzymes, including carbon monoxide dehydrogenase and formate dehydrogenase. 

Introduction 
Since the dawn of the industrial age, atmospheric carbon dioxide has 
increased monotonically, resulting in detrimental global changes.1–4 
As these levels have now surpassed 400 ppm, there is renewed 
interest in developing systems that are capable of converting this 
greenhouse gas into value-added products such as carbon monoxide, 
formate, methanol, methane, and more complex carbon-based 
compounds such as acetate and oxalate.5–8 Of these, conversion to 
carbon monoxide (CO) is of particular interest due to downstream 
use of CO in industrial processes, including the Fischer-Tropsch 
process and the water-gas shift reaction.9 Two highly efficient natural 
systems capable of accomplishing the two-electron reduction of 
carbon dioxide selectively to CO and formate are carbon monoxide 
dehydrogenase (CODH) and formate dehydrogenase (FDH), 
respectively. However, CODH and FDH are quite large, which limits 
current densities, suffer from oxygen intolerance, require complex 
cofactors, and are difficult to express heterologously.2,10,11 Thus, the 
large-scale application of these naturally occurring enzymes for 
biotechnological or industrial devices remains impractical. To 
circumvent some of these issues, the development of synthetic 
catalysts that perform analogous chemistry has been a key area of 
research.8,12–14  

 A primary challenge for the conversion of carbon dioxide to 
carbon monoxide is selectivity over proton reduction or generation 
of other reduced products.2 The relative thermodynamic potentials 
for the competing proton reduction or formate generation reactions 
are more favorable than that for CO2 reduction to CO (Equations 1-3 
vs. NHE, pH 7.0).  
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- = 	−𝟎. 𝟓𝟐	𝐕							(𝟏) 
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- = 	−𝟎. 𝟒𝟏	𝐕							(𝟑) 

  
Developing synthetic compounds that can overcome this 

thermodynamic bias through kinetic control, as native enzymes are 
said to do, is a primary goal in this field of research. One synthetic 
catalyst of particular interest is the nickel-bound macrocycle 
[Ni(cyclam)]2+, where cyclam is 1,4,8,11-tetraazacyclotetradecane, 
due to its reported selectivity in water.15 However, much of this 
initial work was conducted using a hanging mercury drop 
electrode.16–18 When a glassy carbon working electrode is used 
instead, the activity and selectivity drop significantly.19 Substantial 
efforts have since been extended to improve the selectivity of this 
catalyst in water using a non-mercury–based electrode, including 
attachment to a poly(allylamine) backbone,20 attachment to ZnSe 
quantum dots21 and incorporation into a protein scaffold.22 
Alternative approaches for enhancing catalysis have centered 
around varying the reaction conditions, with recent examples 
indicating changes in reduction potentials or product selectivity 
depending on the choice of reaction medium.23–28 Each parameter 
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can be carefully adjusted to optimize catalyst behavior, though 
comparing activity and selectivity across compounds is made 
substantially more challenging when different experimental 
conditions are employed as the thermodynamics and kinetics can 
vary in different solvents.29,30,31  
 In characterizing a new catalytic system, it is important to select 
an appropriate medium for analysis. Ideally, the medium would not 
coordinate to the molecule, would maintain the intended local and 
bulk pH,32 and would not interfere with the catalytic reactions that 
are occurring. Because of this, Good proposed a series of buffers that 
seemingly met all of these criteria by introducing different functional 
groups to mitigate negative interactions,33,34 though a number of 
exceptions have now been observed even for the Good’s buffers.35–

37 On the other hand, catalytic reduction of CO2 is often performed 
in aqueous solution using high concentrations of carbonate or 
bicarbonate ions, in which the medium itself is also the substrate.38,39 
When switching from organic solvents to aqueous reaction 
conditions, unbuffered water containing just electrolyte is often 
used,15,17,19,40–42 which, for highly active systems, can result in 
dramatic local pH changes.32 An alternative strategy is to simply use 
one buffer for all reported experiments.39,42,43 Under such varied 
reaction conditions, apparent catalytic properties can change 
significantly, even for the same compound. Building from prior 
observations in our lab in which phosphate buffer was shown to bind 
directly to a catalytic intermediate,23 inhibiting electrocatalysis, we 
hypothesized that the chemical composition of the buffering agent 
could affect activity. In this work, we systematically investigate the 
effects of changing only buffer identity on the catalytic behavior of 
[Ni(cyclam)]2+. Electrochemical and photochemical characterization 
of activity and selectivity across eight small-molecule buffering 
systems has been performed in fully aqueous solutions. Buffers that 
bind with high affinity to the NiIII state are generally less active for 
CO2 reduction, consistent with previous studies that analyze 
[Ni(cyclam)]2+ activity in phosphate buffer,22,23 while cationic buffers 
increase selectivity and activity, implicating an important role for 
outer-sphere proton transfer in the catalytic mechanism. Moreover, 
conditions have been identified under which [Ni(cyclam)]2+ acts as a 
completely selective catalyst for CO2 reduction, indicating a role for 
the buffer in establishing a rudimentary secondary coordination 
environment. These results are discussed in the context of molecular 
design principles for developing and characterizing increasingly 
efficient, active, and selective catalysts and shed light into the role of 
carefully placed residues in the outer coordination spheres of 
naturally occurring enzymes that perform CO2 reduction. 

Materials and Methods 
All reagents were used as purchased, unless specified. Buffers used 
in this study were prepared using deionized water (18.2 MΩ, Elga 
Technologies), and the pH was adjusted accordingly using KOH or HCl 
to achieve a final pH of 7.0 for all experiments. The following buffers 
were used: sodium bicarbonate (Sigma-Aldrich), 4-(2-hydroxyethyl)-
1-piperazineethanesulfonic acid (HEPES; GoldBio), imidazole (Im; 
Alfa Aesar‡), 3-(N-morpholino)propanesulfonic acid (MOPS; 

GoldBio), potassium phosphate dibasic (Sigma-Aldrich), potassium 
phosphate monobasic (VWR), piperazine-N,Nʹ-bis(2-ethanesulfonic 
acid) (PIPES; BDH), triethanolamine (TEOA; J.T Baker), and 
tris(hydroxymethyl)aminomethane (Tris; VWR). 
 
Synthesis of [Ni(cyclam)]2+ 

[Ni(cyclam)]2+ (cyclam = 1,4,8,11-tetraazacyclotetradecane) was 
synthesized following a published protocol.44 The cyclam ligand 
(Acros Organics) was dissolved in ethanol, and NiIICl2*6H2O (Alfa 
Aesar) was added in a 1:1 molar ratio. Upon addition of NiIICl2•6H2O 
(Alfa Aesar), the solution immediately turned mauve. This solution 
was then stirred for 15 minutes. [Ni(cyclam)]2+•Cl2 was precipitated 
by adding diethyl ether, and the solid purple material was collected 
by vacuum filtration. 

Electrochemistry experiments 

All cyclic voltammetry electrochemistry experiments were 
conducted using a CHI 760E potentiostat (CH Instruments) or a 
WaveNow potentiostat (Pine Instruments) under an inert or carbon 
dioxide atmosphere, as indicated. A typical three-electrode set up 
was employed using a 3 mm glassy carbon working electrode (CH 
Instruments), a platinum wire counter electrode, and a mini Ag/AgCl 
(sat. KCl) reference electrode (Pine Instruments). The glassy carbon 
working electrode was polished for 60 seconds with 1.0 micron 
alumina powder, extensively rinsed with deionized water, then 
polished for 60 seconds with 0.05 micron alumina powder (CH 
Instruments). The electrode was again rinsed and then sonicated for 
three minutes in deionized water prior to all electrochemistry 
experiments.  

For electrochemical experiments, 100 µM [Ni(cyclam)]2+ was 
used with 100 mM KCl as a supporting electrolyte. For experiments 
conducted under an inert atmosphere, a final buffer concentration 
of 10, 50, or 100 mM was used as indicated.  For experiments in the 
presence of carbon dioxide, 100 mM buffer was used and was pH-
adjusted to a final pH of 7.0 following saturation with CO2.  

Determination of buffer binding constants 

The binding constant, KN, for each buffer was determined using cyclic 
voltammetry and the following equation (Equation 4):  

𝐾: =	
1
[X] ?𝑒

∆BCD
EF − 1G																																																																									(4) 

Where N is the oxidation state to which preferential binding occurs, 
[X] is the concentration of the buffer under analysis, ∆𝐸 is the 
difference in the NiIII/II reduction potential in water compared to the 
reduction potential in the buffer of interest (EH2O-EX), F is Faraday’s 
constant, n is the number of electrons, R is the gas constant and T is 
the temperature.27,45,46 All reduction potentials were compared to 
that of [Ni(cyclam)]2+ in pH-adjusted, unbuffered water, and the 
reported binding constant for each buffer reflects analysed data 
averaged for each concentration over at least three trials, given with 
the standard deviation (Figure S1).  
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Electrochemistry analysis 

All potentials were reported against NHE by the addition of +198 mV 
to the experimentally measured potentials. Baseline corrections 
were performed using the QSOAS program.47 This program was also 
used to identify the anodic and cathodic peak potentials, which were 
then averaged for the midpoint potentials (E1/2).

 
Reduction 

potentials and errors reported reflect the mean and standard 
deviation of at least three independent trials. Due to the absence of 
a clear catalytic current plateau in the cyclic voltammograms of 
[Ni(cyclam)]2+ across all buffered solutions, a different metric has 
been established for comparison of onset potentials and turnover 
frequencies. For experiments performed under a carbon dioxide 
atmosphere, the onset potential of catalysis (Eonset) is defined as the 
inflection point of the voltammogram, or the point at which the first 
derivative is maximized (Figure S2). This procedure provides an 
objective point to analyze the non-ideal CVs often observed for 
catalysis in aqueous conditions.  
 The rate constants and corresponding turnover frequencies 
(TOFs) were determined using Equation 5:19   
 

		
? 𝑖K
n𝐹A[Ni(cyclam)]G

V

𝐷[COV]
= 𝑘																																																																			(5) 

 
where k is the rate constant of interest, ic is the catalytic current, n is 
the number of electrons for the reaction, F is Faraday’s constant, A is 
the area of the electrode, [Ni(cyclam)] is the concentration of 
catalyst, D is the diffusion coefficient, and [CO2] is the concentration 
of CO2. After subtracting the capacitative current, the catalytic 
current was obtained by measuring the current at the determined 
onset potential (Eonset) for each buffer. The diffusion coefficient for 
[Ni(cyclam)]2+ has been previously reported to be 5.6 x 10-6 cm2 s-1.48 
Analysis was done under a saturating carbon dioxide atmosphere  
([CO2] = 36 mM).49 The TOF was obtained by multiplying the rate 
constant by the substrate concentration.  
 
Determination of CO2 binding constants (KCO2) 

Analysis was performed in a solution of 1 M buffer containing 100 
mM KCl at a final adjusted pH of 7.2. Reactions were conducted in a 
total volume of 10 mL and contained 150 µM [Ni(cyclam)]Cl2. A three 
electrode setup was used, which consisted of a glassy carbon working 
electrode, platinum wire counter electrode, and a Ag/AgCl (sat. KCl) 
reference electrode. In order to achieve the desired concentrations 
of CO2, solutions of saturated CO2 were prepared by sparging buffer 
in a septum-capped GC vial. Aliquots of the CO2-saturated solution 
were combined with the appropriate amount of Ar-saturated buffer 
solution to reach a total volume of 10 mL at the desired CO2 

concentration (0, 0.25, 0.5, 1, 2.5, 5, 10, 15, 20, 25, 30, 36 mM). Cyclic 
voltammograms were recorded at a scan rate of 50 mV/s for all trials. 
Catalytic onset potentials were determined by identifying the local 
maximum of the first derivative (the inflection point of the 
voltammogram) as described above. Potentials were then plotted as 

a function of the concentration of CO2 for each sample and fit to the 
modified Nernst equation (Equation 6): 

 𝐸\]^ = 𝐸:^ +	
EF
CD
	ln ?_(	`a,cd^	

[\]^]
_(	`^,cd^[\]^]

G																																																(6)	 

where EN2 was allowed to vary (the non-catalytic peak is masked in 
aqueous solutions due to background proton reduction), ECO2 is the 
measured potential at a given concentration of CO2, K1,CO2 is the 
equilibrium binding constant for CO2 to [Ni(cyclam)]+, K2,CO2 is the 
equilibrium binding constant for CO2 to [Ni(cyclam)]2+, and all other 
terms are as defined previously.  

Light-initiated photochemical assays 

The experimental conditions for the light-driven photo-assays were 
adapted from previously published protocols.22,50 Samples were 
prepared in a septum-capped gas chromatography (GC) vial 
containing a stir bar, and all assays were kept at 4 °C using an ice 
water bath. Assays were carried out under a CO2 atmosphere in a 
solution of 1 M of the indicated buffer adjusted to a final pH of 7.0. 
Samples were extensively sparged before use with a high-purity 
carbon dioxide gas cylinder (Praxair) and maintained under a CO2 

atmosphere. Each assay mixture contained 10 μM [Ni(cyclam)]2+, 1 
mM [RuII(bpy)3]2+ (Aldrich) as a photosensitizer, and 100 mM 
ascorbate (Sigma-Aldrich) as a sacrificial electron donor. For 
photoexcitation, four LUXEON Rebel ES LEDs (447.5 nm) were spaced 
evenly from the GC vial, which resulted in a power of 4.5 mW. To 
quantify product formation, headspace samples were removed as a 
function of time and injected into the gas chromatograph. All values 
were corrected for background activity by subtracting the CO and H2 
produced by the corresponding control of 1 mM [RuII(bpy)3]2+ with 
100 mM ascorbate under a CO2-saturated atmosphere in solutions of 
1 M buffer. Assays were performed in triplicate, and results reported 
are the mean values with standard deviations. The “% CO selective” 
value was obtained for each sample by comparing the amount of 
product that was produced using Equation 7:  

%	CO	selective =
mol	CO

mol	CO +mol	HV
	∗ 	100																																			(7) 

Gas chromatography analysis 

GC analysis was performed using a Shimadzu GC-2014 fuel cell 
analyzer system equipped with a thermal conductivity detector and 
a flame ionization detector coupled to a methanizer. Argon was used 
as the carrier gas for all experiments. Separation was achieved using 
a temperature gradient with the use of the following columns: 
HayeSep-N (3 m, 80/100 mesh), HayeSep-T (2 m, 80/100 mesh), 
Shimalite Q (0.2 m, 100/180), Shimalite Q (0.25 m, 100/180), 
Shimalite Q (0.15 m, 100/180), and a 5-Ångstrom molecular sieve 
(2.5 m, 60/80). Standard curves were generated using injections of 
Scotty standard gas calibration mixture (Figure S3; Product 
#A0908910). 
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Results  
Electrochemical characterization of buffer interactions with 
[Ni(cyclam)]2+  

Prior studies have demonstrated that interactions between 
[Ni(cyclam)]2+ and buffer components can impact catalysis.23 To 
quantitatively address the nature and effects of these interactions on 
activity, cyclic voltammograms (CVs) and photodriven assays have 
been measured to characterize [Ni(cyclam)]2+ in multiple buffering 
systems. These buffers ranged from anionic to neutral to cationic 
under the reaction conditions and included inorganic buffering 
agents as well as the purportedly non-interacting Good’s buffers 

(Figure 1). In the electrochemical experiments, a baseline for 
comparison was established by studying the electrochemical 
behavior of [Ni(cyclam)]2+ in a pH-adjusted, unbuffered aqueous 
solution containing only 100 mM KCl as electrolyte. Under an inert 
atmosphere, a reversible redox transition reflecting the NiIII/II couple 
is observed at +0.825 V vs. NHE. A reversible NiII/I redox couple under 
an inert atmosphere is masked by the reduction of protons by both 
[Ni(cyclam)]2+ and the electrode (Figure S4), resulting in relatively 
featureless CVs that resemble those previously reported.19 As buffer 
is introduced into the electrochemical cell, systematic variation in 
the signal is observed in both the positive and negative potential 
regimes. The first buffering agent investigated was bicarbonate, 
which is frequently used to buffer both the pH and the substrate 
concentration in CO2 reduction cells. As shown in Figure 2A, the NiIII/II 

couple shifts to lower potentials with increasing concentration of 
bicarbonate buffer added, indicative of preferential binding to the 
NiIII state. Following the square scheme established in Figure S5 and 
using Equation 4, an estimated differential affinity of 210 ± 50 M-1 is 
obtained for bicarbonate binding to the NiIII state. Additionally, as 
increasing amounts of bicarbonate are added, background proton 
reduction currents are reduced, though signals corresponding to the 
reduction of CO2 do not appear. The addition of a CO2 atmosphere 
was necessary to observe the standard catalytic signals for CO2 
reduction at -1.21 V vs. NHE (Figure S6), which is consistent with slow 
interconversion between bicarbonate and dissolved CO2.  

To resolve how each of the buffering components individually 
interact with [Ni(cyclam)]2+, the NiIII/II reduction potentials were 
initially investigated for all buffers under an inert atmosphere. A 
trend similar to that seen for bicarbonate is observed when a 
phosphate buffer is used, with greater peak-to-peak separation and 
significant shifts of the NiIII/II couple to lower potentials as the 
phosphate concentration increases (Figure 2B and Table 1). The 
primary component in this buffer under the experimental conditions 
is the dihydrogen phosphate species, which for simplicity will be 
referred to as “phosphate” throughout the manuscript. The presence 
of the Good’s buffers, which feature sulfonate buffering moieties, 
show only weak interaction with the NiIII state, with little change in 
reduction potential or peak separation observed relative to those 
seen in unbuffered, pH-adjusted water (Figure S7-S9). Addition of 

Figure 2. Cyclic voltammograms (n = 10 mV/s) of [Ni(cyclam)]2+ under an inert atmosphere in increasing concentrations of (A) sodium 
bicarbonate, (B) phosphate, and (C) imidazole buffers. Dashed gray line represents [Ni(cyclam)]2+ in pH-adjusted, unbuffered water. (D) 
E1/2 values of the NiIII/II couple of [Ni(cyclam)]2+ as a function of increasing concentrations of the following buffers: bicarbonate (blue); 
HEPES (teal); imidazole (red); MOPS (green); phosphate (black); PIPES (purple); TEOA (pink); and Tris (orange). All samples contained 
100 µM [Ni(cyclam)]2+ and 100 mM KCl in buffer, pH 7.0, at the indicated concentrations.  
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Figure 1. Space-filling representations of [Ni(cyclam)]2+ in the 
trans-III configuration and the different buffering components 
used in this study with reported pKa values. Models were 
generated using Pymol. 
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imidazole as a buffering agent to the aqueous solution resulted in a 
positive shift of the NiIII/II midpoint potential, indicating preferential 
binding of this molecule to the NiII state relative to the NiIII state. 
However, this overall shift is only due to a change in the anodic peak 
potential (Figure 2C); the cathodic peak potential remains 
unchanged across varying amounts of added imidazole. As described 
above, the shifts in midpoint potential (Figure 2D) and binding 
constants, KN, for each buffer were extracted using Equation 4 (Table 
1). The greatest potential changes and corresponding binding 
affinities are observed when the buffer added is phosphate and 
bicarbonate, the two polyanionic buffers analyzed. For the three 
cationic buffering solutions, the binding affinities are a similar order 
of magnitude to each other, with imidazole displaying the largest of 
the three. HEPES, MOPS, and PIPES all displayed insignificant binding, 
as indicated by NiIII/II reduction potentials that are nearly identical to 
that in water (Figure S10).  

The reversibility of the transition was also investigated using the 
peak separation as a reporter. For a completely reversible redox 

system operating at the diffusion limit, a peak-to-peak separation 
(DEp) of 57 mV is expected at slow scan rates.51 Most of the buffer 
systems investigated show DEp values within this limit at a scan rate 
of 10 mV/s. However, imidazole and phosphate buffers induce DEp 

values of 0.12 V and 0.13 V, respectively, significantly greater than 

those expected for a reversible system (Table 1, and Figures S11-
S14). With imidazole buffer introduced, the peak separation and 
anodic peak position also show an unusual dependence on scan rate. 
Both decrease notably as scan rate is increased, opposite behavior as 
that observed with the other buffering agents (Figures S13-S14). This 
dependence on scan rate suggests that a chemical process, such as 
ligand binding or loss, occurs on the same timescale as electron 
transfer at the slower scan rates.51   

Electrochemical characterization of catalysis  

Following characterization of the NiIII/II couple under non-catalytic 
conditions, [Ni(cyclam)]2+ was analyzed in each buffering system at 
low potentials under saturating carbon dioxide concentrations. The 
catalytic electrochemistry was performed with 100 mM of the 
indicated buffer to maintain an appropriate buffering capacity, and 
the pH was adjusted to establish a final pH of 7.0. As previously 
mentioned, cyclic voltammograms of [Ni(cyclam)]2+ in aqueous 
solutions at negative potentials under an inert atmosphere shows 
signals that are dominated by proton reduction (Figure S4). However, 
once carbon dioxide is introduced into the system, the background 
reductive catalytic current decreases, and a sigmoidal feature 
appears using most buffers (Figure 3 and Figure S4). The only buffer 
in which the catalytic current does not decrease as buffer is added is 

bicarbonate. The onset potential for catalysis, defined as the 
potential where the slope of the cyclic voltammogram is maximized 
(Figure S2), spans a range of 80 mV depending on the buffer identity 
(Table 2). The least negative onset potential occurs in bicarbonate 
buffer, with catalysis beginning at -1.21 V vs. NHE; this corresponds 
to an overpotential of 0.69 V relative to the thermodynamic value of 
-0.52 V for the CO2/CO couple at pH 7.0.2 At the other end of the 
range, the electrocatalytic overpotential for CO2 reduction by 

Table 1. Summary of cyclic voltammetry data on the NiIII/II redox 
couple for [Ni(cyclam)]2+ in 100 mM buffer (n = 10 mV/s). Average 
midpoint reduction potentials (E1/2) and peak separation (DEP) 
values given with standard deviation (n ≥ 3).  

Buffer Chargea 
E1/2 

(V vs. 
NHE) 

DEp 
(V vs. 
NHE) 

KN (M-1) 

H2O NA 0.825 ± 
0.006 

0.08 ± 
0.02 - 

Bicarbonate -1 
0.73 ± 
0.02 

0.09 ± 
0.03 KIII = 210 ± 50 

HEPES 0 0.82 ± 
0.01 

0.07 ± 
0.02 

KIII = 1b 

Imidazole +1 
0.853 ± 
0.004 

0.12 ± 
0.01 KII = 22 ± 3 

MOPS 0 0.821 ± 
0.005 

0.06 ± 
0.01 

KIII = 1.7 ± 0.1 

Phosphate -1 
0.664 ± 
0.002 

0.13 ± 
0.02 KIII = 4440 ± 800 

PIPES -1 0.825 ± 
0.005 

0.08 ± 
0.01 

KIII = 1b 

TEOA +1 0.810 ± 
0.006 

0.06 ± 
0.02 KIII = 10 ± 1 

Tris +1 0.814 ± 
0.002 

0.07 ± 
0.01 

KIII = 5.6 ± 0.3 

 
aThe overall charge of the dominant buffering species at pH 7.0. 
bNo preferential binding to either oxidation state. 

Figure 3. Cyclic voltammograms (n = 1 V/s) of [Ni(cyclam)]2+ 
under a CO2-saturated atmosphere. All reactions contained 100 
µM [Ni(cyclam)]2+, 100 mM KCl, and 100 mM buffer (as 
indicated) at a final pH of 7.0. (Inset) TOF as a function of 
overpotential for each buffer. 
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[Ni(cyclam)]2+ in imidazole buffer is 0.77 V, the largest measured in 
the suite studied here.  

 The turnover frequency (TOF) for CO2 reduction by [Ni(cyclam)]2+ 
in each buffer was determined using Equation 5 (Table 2), previously 
used by Kubiak to calculate the TOF for [Ni(cyclam)]2+ in water.19,52 
The currents for the TOF calculation were obtained at a scan rate at 
which the catalytic currents are independent of scan rate (Figures 
S15-S18, Tables S2-S4), with catalysis occurring in the kinetic catalytic 
regime.29,51,53,54 From this analysis, the highest TOF of ~50 s-1 is 
observed in PIPES buffer, while the slowest TOF of ~12 s-1 occurs in 
Tris buffer. The rates of CO2 reduction in the other buffers fall 
between these values. Both the range of rates and the catalytic 
overpotentials observed across the different buffers are relatively 
small. Importantly, little correlation is seen between overpotential 
and turnover frequency (Figure 3, inset). 

 Carbon dioxide binding to [Ni(cyclam)]+ 

In order to better understand the differences in electrocatalytic 
overpotential and activity, the binding affinity (KCO2) of CO2 to 
[Ni(cyclam)]+ at negative potentials was determined in three 
different buffers by monitoring the shift in onset potential with 
increasing CO2 concentration (Figure 4). A cationic (TEOA), a neutral 
(HEPES), and an anionic (phosphate) buffering agent were chosen for 
analysis at a constant pH of 7.2 to probe the effects of buffer charge 
state. Due to the background proton reduction that masks the NiII/I 

couple under an inert atmosphere in aqueous solutions, the 
measured potentials at 250 μM CO2 were used as reference points 
(“EN2”) for the analysis. Similar absolute potentials were observed 
introducing either TEOA and phosphate buffers, with shifts of +140 
mV and +130 mV, respectively, in catalytic onset potentials across 
the accessible CO2 concentration range. These changes in potential 
correspond to binding affinities of CO2 to [Ni(cyclam)]+ (K1,CO2) of 3 x 

105 M-1 in TEOA and phosphate buffers, with a low value of 10 for 
K2,CO2, though decreasing the value of K2,CO2 to 1 had only minor 
effects on the quality of the fit (Figure S20 and Table S1). The changes 
seen in the electrocatalytic waves for increasing concentrations of 
CO2 using HEPES as the buffer, on the other hand, were much 
smaller; the onset potential shifted only +40 mV upon saturation 
with CO2. The shape of the titration curve in HEPES required 
significantly greater affinity for CO2 binding to the [Ni(cyclam)]2+ 

state, with best-fit parameters of K1,CO2 = 2 x 105 M-1 and K2,CO2 = 1 x 
103 M-1, respectively.  

Buffer identity affects photochemical turnover of [Ni(cyclam)]2+ 

It has recently been emphasized that electrocatalytic analyses must 
be complemented with solution-phase studies to fully characterize 
the activity of a new molecular system.55 Towards this end, a light-
driven assay coupled with gas chromatography was employed to 
analyze the product distribution of [Ni(cyclam)]2+-mediated catalysis 
across the different buffering systems. All experiments were 
conducted in 1 M buffer under a saturating carbon dioxide 
atmosphere using 1 mM [Ru(bpy)3]2+ as the photosensitizer and 100 
mM ascorbate as the sacrificial electron donor. As with the 
electrochemical results, the product formation and distribution 
varied widely across the different buffers (Figure 5, Figures S21-S28). 
Assays conducted using imidazole as the buffer resulted in the 
highest amount of carbon monoxide produced, with [Ni(cyclam)]2+ 
achieving a turnover number (TON) of 90 following 150 minutes of 
irradiation, which corresponds to a turnover frequency (TOF) of ~36 
hr-1. While this rate is substantially lower than the TOF obtained from 
the electrochemical data, it is common to see a substantial 
discrepancy across the two sets of experiments.56–59 The product 

 

Figure 4. Binding affinity of CO2 to [Ni(cyclam)]+ measured from 
voltammetric (n = 50 mV/s) shifts in catalytic onset potential as 
[CO2] was varied. Data were fit (solid lines) to Eqn 6. Samples 
contained 150 µM [Ni(cyclam)]2+ in 1 M buffer, maintained at a 
constant pH of 7.2, with 100 mM KCl. (Inset) Data shown on log 
scale to highlight changes at low CO2 concentrations. 
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Table 2. Summary of cyclic voltammetry data for the catalytic 
wave for [Ni(cyclam)]2+ under a CO2-saturated atmosphere (n = 1 
V/s). Samples contained 100 µM [Ni(cyclam)]2+, 100 mM KCl and 
100 mM of the indicated buffer, pH 7.0.  

Buffer 
Eonset 

(V vs. NHE) 
Overpotential 

(V) 
TOF 
(s-1) 

Bicarbonate -1.21 ± 0.01 0.69 28 

HEPES -1.26 ± 0.04 0.74 38 

Imidazole -1.29 ± 0.04 0.77 38 

MOPS -1.22 ± 0.03 0.70 14 

Phosphate -1.22 ± 0.02 0.70 18 

PIPES -1.22 ± 0.01 0.70 51 

TEOA -1.25 ± 0.01 0.73 42 

Tris -1.23 ± 0.05 0.71 12 
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distribution across all buffers also spans a wide range (Table 3 and 
Table S5). The lowest degree of selectivity is observed when the 
assays are conducted with phosphate as the buffer, with CO 
formation only representing ~20% of the two-electron-reduced 
product; the other 80% of the electrons are shuttled towards H2 
evolution. This low selectivity is consistent with previous reports of 
[Ni(cyclam)]2+ in  photochemical assays60,61 as well as recent 
electrolysis experiments.23 On the other hand, photoassays 
conducted in the presence of any of the three cationic buffers 
resulted in ~100% selectivity for CO production, with no detectable 
H2 produced. The other buffering agents resulted in intermediate 
levels of selectivity, independent of functional buffering group or 
pKa. Collectively, these results suggest there are multiple 

contributing factors that modulate both activity and selectivity, as 
discussed further below. 

Discussion 
The dominant molecular factors that impact activity are buffer 
charge and size 

The highly variable behavior observed for [Ni(cyclam)]2+-catalyzed 
CO2 reduction across the range of buffers studied offers insight into 
the molecular factors dictating activity and selectivity of the catalyst. 
Since analysis is performed at a constant pH using all buffering 
systems, the only difference is the identity of the proton donor, 
leading us to investigate which of the salient distinctions between 
the molecules (e.g., pKa, size, protonatable site, charge) have the 
greatest impact. The activity of [Ni(cyclam)]2+ with buffers with the 
exact same pKa, such as MOPS and phosphate, shows little similarity 
across the two experiments. Comparing electrocatalytic current at a 
given overpotential as a function of pKa also shows no correlation, 
indicating that the ratio of protonated to unprotonated buffer 
molecules is not a primary contributor to catalysis (Figure S29-S30). 

A closer examination of the set of buffering compounds reveals a 
key fundamental difference—size. The buffers vary greatly in their 
molecular size, which governs the ability of the buffer to interact with 
nickel cyclam across different oxidation and substrate-bound states. 
The effects of size are initially reflected in the binding strengths of 
these buffers to the NiIII state, with the small inorganic buffers 
exhibiting the greatest affinity (Table 1). It was previously noted that 
phosphate binds strongly to the metal center of [Ni(cyclam)]3+, with 
differential binding to the NiIII intermediate state that is generated 
during H+ reduction.23 This results in preferential H2 evolution over 
CO2 reduction, though an inhibited state with a bound phosphate 
moiety can also accumulate. While the neutral sulfonic acid buffering 
groups of the Good’s buffers are similar in size to phosphate, they 
also feature large organic functional groups. Thus, while the Good’s 
buffers may directly protonate the reduced NiI center, as evidenced 
by production of hydrogen and decreased selectivity in HEPES and 
PIPES, the absolute photochemical activity levels are low, potentially 
due to steric interference between buffer and catalyst.  

The most significant contributor to selectivity appears to be 
overall charge of the buffering component. The cyclam ligand is a 
neutral species, even when bound to the metal center. As such, 
cationic buffers such as Tris, imidazole, and TEOA are not likely to 
interact with the positively charged NiI center due to electrostatic 
repulsion. The NiIII-H species that is implicated in H2 evolution by 
[Ni(cyclam)]2+ is thus less likely to be generated in the presence of 
these buffering moieties when compared to the other functional 
groups analyzed. However, CO2 binding to the NiI center forms a 
negatively charged carboxylate species. This species can then be 
protonated by one of these cationic buffers due to increased 
electrostatic attraction, leading to release of H2O followed by CO. In 
contrast, phosphate and bicarbonate remain negatively charged 
overall at pH 7, even in the protonated form. On this premise, these 
anionic compounds should be able to protonate a cationic NiI state, 
and H2 is indeed observed during photocatalysis. Size also appears to 

Table 3. Product formation following photocatalytic assays of 
[Ni(cyclam)]2+ following 2.5 hours of irradiation.  

Buffer CO (nmol) CO TON 
% CO 

selective 

Bicarbonate 310 ± 20 10.2 ± 0.7 98 ± 5 

HEPES 47 ± 17 1.6 ± 0.6 67 ± 9 

Imidazole 2700 ± 600 90 ± 20 100a 

MOPS 18 ± 4 0.6 ± 0.1 100a 

Phosphate 390 ± 60 13 ± 2 23 ± 4 

PIPES 44 ± 9 1.5 ± 0.3 30 ± 10 

TEOA 30 ± 9 1.0 ± 0.3 100a 

Tris 250 ± 98 8 ± 3 100a 
a No hydrogen was detected above the background levels. 

 

Figure 5. Photochemical CO production by [Ni(cyclam)]2+ (lex = 
447.5 nm; 4 ˚C). Samples contained 10 µM [Ni(cyclam)]2+, 1 mM 
[RuII(bpy)3]2+, and 100 mM ascorbate in 1 M buffer (as indicated) 
at pH 7.0, under a saturating carbon dioxide atmosphere.  
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play a role in modulating absolute activity; while all of the cationic 
buffering species are fully selective for CO over H2, the smallest 
buffer, imidazole, is substantially more active than the largest buffer, 
TEOA, with Tris falling between those limits. Thus, the ability to 
access the catalyst is also important. 

Another consideration for the difference in selectivity may be 
that interaction with the different buffers alters the conformation of 
the cyclam ligand. It is well-established that there are 5 different 
nickel cyclam conformations that are interchanging on the NMR 
timescale,62 though only two are dominant in aqueous solution.63 A 
prior hypothesis for the extreme selectivity seen towards CO2 
reduction using a hanging mercury drop electrode was that the 
electrode interaction with the catalyst biased the conformational 
preferences.64–66 Looking at the thermodynamics of binding, it was 
found that [Ni(cyclam)]2+ selectively adsorbs to the mercury 
electrode in the trans-III conformer, which is the most active 
species.66 This interaction results in the flattening of the cyclam ring, 
decreasing the s-bonding interaction with the metal center and 
facilitating CO release, which was found to be the rate-limiting 
step.66–68 A buffer molecule that binds to [Ni(cyclam)]2+ in the axial 
position may mimic these electrode interactions, perturbing the 
conformational equilibria and changing the reactivity.  

Weakened differential interaction between carbon dioxide and 
[Ni(cyclam)]2+ in the presence of HEPES 

The distinct catalytic behavior of [Ni(cyclam)]2+ in the series of 
buffers studied here might have been attributed to enhanced binding 
affinity of CO2 to the metal center in the presence of different 
buffering agents. However, the experiments presented here indicate 
that there is no significant difference in CO2 binding constants for 
[Ni(cyclam)]+ between HEPES, phosphate, and TEOA buffers, despite 
dramatic changes in activity, overpotential, and selectivity. For this 
reason, it can be concluded that the binding of CO2 is not the sole 
factor responsible for the observed high selectivity reported in 
photoassays using TEOA as the buffering agent. However, the shifts 
in potential upon increasing CO2 concentration are less pronounced 
for the neutral buffering agent (HEPES) when compared to the 
charged buffers. This affects the curvature of the data, which is not 
fit well to a model that only includes CO2 binding to Ni[cyclam]+, and 
necessitates use of a model that includes a stronger interaction 
between CO2 and the divalent state of the metal in the fit (Figure 
S20). We consider two possible explanations for these differences. 
On one hand, the increased hydrophobicity of HEPES could stabilize 
a carbonate- or bicarbonate-bound [Ni(cyclam)]2+ species, which 
would inhibit reduction of the metal center. Alternatively, the HEPES 
molecule could stabilize a catalytically incompetent Ni[cyclam]2+-CO2 
adduct. Both effects would explain the apparent observed binding of 
CO2 to Ni[cyclam]2+ as well as the low catalytic currents observed in 
HEPES at a given overpotential. While the electrocatalytic activity is 
largely unaffected by the pKa of the buffering component when 
analyzing current values at 100 mV more negative than the onset 
potential (Figure S29), HEPES displays a markedly lower catalytic 
current value compared to the other buffering agents when 
measured at a constant overpotential (Figure S30). This difference 

may also be explained by slow proton transfer from HEPES to either 
[Ni(cyclam)]+ or a CO2-bound species due to steric hindrance, as 
HEPES is one of the largest buffers investigated in this work.  

Experimental design considerations gleaned from buffer 
dependence studies 

One of the most striking observations in this study is the substantially 
divergent reactivity observed in the different buffers as well as 
between the electrochemical and photochemical experiments. While 
it has previously been reported that selectivity and activity for CO2 
reduction can vary between the two types of assays,18,57,69 the 
different trends observed across the buffering systems investigated 
suggest the mechanisms of catalysis, or the rate-determining 
process(es), may differ between the two experiment types. 
Photochemically, [Ni(cyclam)]2+ is the most active in imidazole, Tris, 
bicarbonate, and phosphate, though the latter demonstrates high H2 
evolution as well. However, [Ni(cyclam)]2+ in bicarbonate exhibits 
lower electrochemical currents at the catalytic onset potential, 
suggesting the absolute activity in a given buffer for one technique 
cannot be directly correlated to another. This observation suggests 
that a new metric may need to be established for photocatalytic 
assays that is different from those used in electrocatalytic assays to 
reflect differences in catalytic performance between analysis 
procedures.  

No direct correlation is seen between the turnover frequency and 
the overpotential in the different buffers, contradicting standard 
Tafel-like behavior and indicating that the initial reduction event may 
not be the rate-determining step. This deviation is suggested to 
derive largely from outer sphere interactions between the catalyst, 
substrate, and the buffer in at least one protonation state, 
interactions that have been noted to play important roles in natural 
enzyme systems as well as other catalysts for CO2 reduction.70–75 This 
observation provides a guide for identifying key molecular 
components necessary for selective and efficient catalysis, which 
depend on the reaction conditions and lifetimes of different 
intermediates. For example, a buffer with multiple protonatable sites 
might support a proton “wire” between solvent and the active site, 
leading to rapid substrate protonation and higher turnover rates. 
This is a common technique employed in natural enzyme systems, 
where amino acid residues are carefully placed to deliver protons to 
the active site in a controlled manner,2,70,76,77 and has recently been 
modeled through the use of encapsulation of a catalyst within a 
polymer matrix.78 To probe these interactions, detailed, high-
resolution structural information along with a proton inventory study 
would be advantageous. On the other hand, if studying the proton 
reduction mechanism of [Ni(cyclam)]2+, a buffer that is active for H2 
production but does not bind directly to the metal center, such as 
HEPES or PIPES, is preferred. 

The vastly different activity observed for a single catalyst across 
this small subset of buffering systems must be considered when 
comparing catalytic systems. It is highly possible that a catalyst may 
give a wide range of results in terms of both selectivity and activity 
under different reaction conditions depending on the interaction of 
the compound with solvent, substrate, or the buffer molecules.29,79–
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81 It is thus critical to consider benchmarking a new compound 
against prior literature results under identical reaction conditions 
(buffer, pH, temperature, ionic strength), as the buffer should be 
treated as an active medium that can participate in and modulate 
catalysis.    

The best buffers provide an outer coordination sphere that mimics 
those in natural CO2-reducing enzymes  

The gold standards for catalyst design are naturally occurring 
enzymes that reduce CO2, such as formate dehydrogenase (FDH) and 
carbon monoxide dehydrogenase (CODH). These enzymes are 
extremely selective for CO2 reduction over H2 evolution, operate 
reversibly at the thermodynamic potentials, and exhibit high 
turnover rates in solution-phase assays and electrochemically.82–86 
While the primary coordination environments of the active-site 
metals in these classes of enzyme differ considerably (Figure 6), 
examining the secondary coordination spheres shows a number of 
similarities. Importantly, the active sites of both CODH and FDH 
contain strictly conserved histidine residues.2 The Mo/W FDHs also 
have conserved arginine residues, while CODH has a nearby lysine. It 
is proposed that the arginine acts to stabilize formate while the 
histidine transfers protons to and from the carbon atom in 
FDH.2,73,74,87 Similarly, histidine is invoked for proton transfer in 
CODH, and the positively charged lysine may stabilize a bound 
carboxylate ligand.88 The secondary sphere interactions prime the 
system for water loss and concomitant CO formation, which occurs 
on the order of 10 s-1.2,10,89,90  

Given the coordination environments in FDH and CODH, it is 
unsurprising that cationic buffers are both the most active and most 
selective for CO2 reduction to CO by [Ni(cyclam)]2+; these compounds 
closely mimic the functional groups that are conserved in the 
secondary spheres of the native enzyme systems. This is consistent 
with previous reports, which have shown that not only can 
[Ni(cyclam)]2+ interact with pyridine-like structures,91 the activity and 
selectivity are enhanced by pyridine or imidazole binding.20,22 This 
has also been observed in other catalytic systems using an 
imidazolium functional group.92 The larger catalytic overpotential in 
imidazole can be understood by the modest preferential binding of 
imidazole to the NiII state of the catalyst, stabilizing the divalent 
oxidation state and decreasing the reduction potential; steric 
constraints of the protein fold prevent this inhibitory, direct binding 
from occurring in the native enzyme.73,93 Once [Ni(cyclam)]2+ is 
reduced, the imidazole buffer may functionally mimic the His 
residues in CODH or FDH, protonating only the bound substrate 
rather than the metal center directly. In this way, the surrounding 
buffer molecules could serve as a less-constrained, pseudo-
secondary coordination sphere. The importance of outer sphere 
interactions is increasingly being recognized as critical for catalysis in 
natural and engineered systems. Many secondary sphere residues 
are highly conserved across organisms, with specific amino acids 
precisely placed in order to stabilize intermediates and disperse extra 
charge, often through extensive hydrogen bonding networks.71,94–97 
Similar interactions have been implemented in a great number of 
synthetic catalysts, for which ligands that contain a well-structured 

secondary sphere enhance catalysis.40,72,98–103 However, the ligand 
syntheses are often challenging and expensive, limiting practical 
application of these compounds. Instead, taking advantage of the 
buffer to provide a rudimentary secondary sphere, albeit one that is 
unstructured and disordered, may overcome some of these 
limitations and provide an understanding of how to generate 
effective, complete systems for CO2 reduction. 

Conclusions 
The activity of [Ni(cyclam)]2+ towards CO2 reduction in aqueous 
solution varies dramatically depending on the method of providing 
electrons and the identity of the buffer. The onset potentials for 
electrocatalysis in a suite of eight buffers studied here span a range 
of 80 mV, with the lowest overpotential of 0.69 V observed in 
bicarbonate. Photochemical carbon monoxide production spans two 
orders of magnitude, with CO selectivity relative to H2 production 
ranging from 20 – 100%. The cationic buffers were found to be the 
most effective at promoting high levels of CO2 reduction due to 
electrostatic effects, though size also dictates accessibility of protons 
that can bind to the catalyst. These observations are discussed in the 
context of the secondary coordination environments of native CO2-
reducing enzymes. Taken together, this study shows that simply 
changing the buffering component can significantly modulate the 
catalytic activity, and the buffer cannot be treated as a spectator 
species. Thus, the nature of the buffer-catalyst interactions must be 
carefully considered for characterizing catalytic activity and 
benchmarking new molecular compounds.  
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