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Rational design of materials that efficiently convert electrical energy into chemical bonds will ulti-
mately depend on a thorough understanding of the electrochemical interface at the atomic level.
Towards this goal, the use of density functional theory (DFT) at the generalized gradient approxima-
tion (GGA) level has been applied widely in the past 15 years. In the calculation of electrochemical
reaction energetics using GGA-DFT, it is frequently implicitly assumed that ions in the Helmholtz
plane have unit charge. However, the ion charge is observed to be fractional near the interface
through both a capacitor model and through Bader charge partitioning. In this work, we show that
this spurious charge transfer can be effectively mitigated by continuum charging of the electrolyte.
We then show that, similar to hydronium, the observed fractional charge of hydroxide is not due
to a GGA level self-interaction error, as the partial charge is observed even when using hybrid level
exchange-correlation functionals.

1 Introduction

The electrochemical conversion of chemicals into value added-
commodity products has been a growing interest to the scien-
tific community in the past several decades, owing largely to the
rapidly decreasing cost of renewable electricity from solar pho-
tovoltaics.1,2 The rapid decrease in the cost of electricity allows
processes such as the reduction of CO2 and N2 closer to be in-
creasingly commercially viable despite significant limitations by
poor catalytic activities of current catalysts3–8 In particular, CO2

and N2 reduction catalysts are both limited by activity and selec-
tivity. Ultimately, the rational design of catalysts for these and
other related processes will rely on a detailed, atomic-scale un-
derstanding of the electrochemical interface.9–12 Computational
efforts in this space are dominated by density functional theory
(DFT) methods at the generalized gradient approximation (GGA)
level, since these offer a good balance between cost and accu-
racy.13–15 However, GGA-DFT methods have long been known
to suffer from a self-interaction error.16–20 This error has several
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manifestations,21 including poor prediction of band gaps of semi-
conducting materials,barriers of chemical reactions, energies of
dissociating molecular ions, and charge transfer excitation ener-
gies. The same manifestation of the self-interaction error associ-
ated with poor band gap prediction can lead to spurious charge
transfer (SCT) between the electrolyte and metal slab in electro-
chemical systems if the electrolyte band gap does not properly
straddle the metal Fermi level.16,22

In a recent study,23 we showed using higher level hybrid DFT
methods that the observed partial charge on hydronium is not
caused by these delocalization errors in GGA-DFT. Rather, it is a
physical electron charge density overlap between the ion and the
nearby metal surface. Peterson et al. recently confirmed24 the
finding of non-unity charge of hydronium near both platinum and
gold close-packed surfaces. The extension of this argument to the
case of anions such as hydroxide is technically complicated by the
aforementioned issues of SCT, where the highest occupied molec-
ular orbital (HOMO) of the hydroxide ion often aligns with the
metal Fermi level for metals with a relatively large work function
such as Pt. Andreussi et al. recently showed that halogen anions
~10 Å from a metal surface can be effectively modeled by embed-
ding them in a dielectric medium.25 In this work, we show that
the challenge of SCT can be effectively mitigated by the place-
ment of an excess surface charge density, with counter charges
described by, e.g., the linearized Poisson-Boltzmann equation, in
addition to the dielectric embedding. The excess surface charge
shifts the metal Fermi level relative to the ion HOMO. This ap-
proach is similar to the one taken by Rossmeisl et al., 22 where
a homogeneous background charge with no dielectric continuum
was used to simulate the counter charge. When the electrolyte
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bands properly straddle the metal Fermi level, i.e. the Fermi
level lies within the electrolyte bandgap without any alignment
with either the HOMO or the lowest unoccupied molecular or-
bital (LUMO) bands, we show that the partial charge observed on
hydroxide is also not caused by delocalization errors. The frac-
tional charge of hydroxide has implications for kinetic studies of
alkaline reactions, where hydroxide at the interface plays a criti-
cal role.

2 Theoretical methods and models

This work uses the Vienna Ab initio Simulation Package26–28 in
conjunction with the added functionality of implicit solvation pro-
vided by VASPsol.29,30 Core electrons are described as projector
augmented wave pseudopotentials,31 while valence electrons are
expanded as plane-waves up to a kinetic energy cutoff of 400
eV. Electron exchange and correlation interactions are accounted
for using the PBE functional32 at the GGA level and with the
HSE0633 functional for hybrid-level calculations. Higher propor-
tions of exact exchange were not considered due to the difficulty
of achieving a self-consistent density for these metallic systems.
When optimizing bulk platinum to determine the appropriate lat-
tice constant, the Brillouin zone is sampled with a 12⇥ 12 ⇥ 12
g-centered Monkhorst-Pack34 k-point mesh. The optimized lattice
constant is determined to be 3.968 Å for PBE functional, which is
very close to exprimental value of 3.912 Å.35

A 3⇥3 supercell of Pt (111) surface with a single bilayer of
water is used as the model system. A slab thickness of 3 layers,
with the bottom two layers being fixed at the bulk lattice constant
value, is used to describe the electrode. A complete monolayer of
hydrogen is placed on the surface to facilitate stabilization of the
hydroxide ion. The geometries are optimized in the case of a
hydronium and hydroxide in the water layer, separately; in both
cases, the ions form hydrogen bonds with the surrounding water
molecules. The forces are minimized until the maximum force
on all unconstrained atoms is less than 0.03 eV Å

�1
. The sol-

vent bilayer is systematically moved away from the surface to
probe the effect of distance from the surface on the calculated
ion charge. For these calculations, single-point energy calcula-
tions are performed to prevent water reorganization from com-
plicating the calculated electron distribution or density of states
(DOS). The computational and structural data is also available
online at Catalysis-hub.org.36,37

VASPsol treats the electrolyte at the electrochemical interface
as a polarizable continuum, placing point counter-charges via the
linearized Poisson-Boltzmann equation. A Debye screening length
of 3 Å is chosen, which corresponds to a bulk electrolyte concen-
tration of 1 Molar. As described in a recent work,38 the non-
electrostatic coefficient is set to zero to avoid numerical instabil-
ities in the electrolyte region. Details regarding the implementa-
tion of VASPsol can be found in its documentation.29,30

Ionic charges are determined through the Bader charge par-
titioning scheme,39–41 which is used to calculate the charge on
each atom by subtracting the expected number of electrons on
the neutral atom. Due to the ambiguity intrinsic to charge parti-
tioning (i.e. shared electrons between covalently bonded atoms),

when calculating the ionic charge, we sum the charge of every
atom in the solvent layer.

3 Results and discussion

We begin by showing that the previously reported spurious charge
transfer associated with DFT calculated band misalignment21,22,
exacerbated by solvated ions at the interface, can be mitigated
through the use of continuum charging. This is similar to the ho-
mogeneously charged background approach previously used.22

By charging the surface, the Fermi level can be shifted relative
to the electrolyte HOMO sufficiently to avoid SCT. This charging
method allows us to investigate the behavior of anions at the in-
terface where previously SCT made this impractical, and find that
the charge of hydroxide remains fractional when in close prox-
imity to the surface. We then show that the fractional charge
of ions near the charged electrochemical interface is not limited
to GGA level delocalization errors by comparing to hybrid-level
(HSE0633,42) calculations, which was recently shown to com-
pare favorably to higher level wavefunction methods on transition
metal systems.43 Previous analysis of the hydronium ion ratio-
nalized the partial charge by the asymmetric overlap of electron
charge density between the metal slab and the ion in solution. We
show here that the non-unity charge on hydroxide is not caused
by DFT delocalization errors, however additional considerations
are also required in contrast to hydronium.

3.1 Avoiding spurious charge transfer with continuum

charging

Recently, the well-known challenge of DFT systematically under-
predicting band gaps21 was shown to occasionally cause spurious
charge transfer at the metal/electrolyte interface,22 by either the
HOMO or LUMO of the electrolyte not appropriately straddling
the metal Fermi level. This challenge, commonly referred to as
SCT, is in practice exacerbated by ions (especially anions25) at
the electrochemical interface.

2 | 1–7

Page 2 of 7Physical Chemistry Chemical Physics



Fig. 1 Charge density difference between hybrid and GGA level DFT
calculations corresponding to (a) a case with a hydronium ion near the
surface, not showing SCT, and (b) a case with a hydroxide ion near the
surface, showing SCT. The isosurface values of ±2.5·10�3 eÅ

�3
corre-

sponds to higher electron density (orange, more negatively charged) and
lower electron density (blue, more positively charged). Illustrated here
is the spurious transfer of charge from the electrolyte to the metal sur-
face, totalling about 0.2 electrons. Panels (c) and (d) show the projected
density of states (pDOS) at the GGA level for hydronium and hydroxide,
respectively, where the incorrect extension of the hydroxide HOMO to
above the Fermi level is clearly seen in panel (d). Finally, panels (e) and
(f) show the pDOS at the hybrid level for hydronium and hydroxide, re-
spectively; with the hybrid functional, the HOMO of hydroxide is shifted
to be correctly below the Fermi level.

The lower edge of the LUMO for cations tends to be positioned
below the Fermi level, while the upper edge of the HOMO for an-
ions often extends above the Fermi level. This band misalignment
results in the spurious transfer of electrons from the metal to the
ion in the former case, and from ion to metal in the latter case. To
illustrate this effect of GGA-DFT overdelocalizing electrons com-
pared to hybrid-DFT, we calculate a charge density difference rdiff

as:
rdiff = rGGA �rHSE06. (1)

Here rdiff is the charge density difference, rGGA is the charge
density calculated at the GGA level using PBE as the exchange-
correlation functional, and rHSE06 is the charge density calculated
using a single-point calculation on the GGA level geometry. Fig-
ure 1, panels (a) and (b), show this charge density difference for
a case not showing SCT (hydronium) and a case showing SCT
(hydroxide), respectively. The geometries shown correspond to
the explicit solvent bilayer shifted about 2 Å from the equilibrium
position, where the misalignment becomes more pronounced, to
more clearly demonstrate SCT.

Figure 1 (c) and (e) shows the projected density of states
(pDOS) of the electrochemical interface with a hydronium ion
in the outer Helmholtz plane at the GGA and hybrid level, respec-
tively. In both cases, the electrolyte has no states at the Fermi
level, indicating that the system is not exhibiting SCT. In these
systems, the ionic charge was determined to be 1.0e at both the
GGA and hybrid level. The charge here is not fractional since
the bilayer has been shifted away from the surface. This offset
effectively removes the electron density overlap effect previously
reported for acidic conditions.23.

A similar analysis is shown for the case of a hydroxide ion in
the outer Helmholtz plane in Figure 1 (d) and (f), at the GGA and
hybrid levels, respectively. Here the hydroxide ion shows a clear
case of SCT at the GGA level, with the hydroxide HOMO states
spilling over the metal Fermi level. This results in spurious charge
transfer from the electrolyte to the metal, causing the predicted
ionic charge to differ: a charge of 0.81e at the GGA level, and a
charge of 1.0e at the hybrid level.
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Fig. 2 Illustration of the mitigation of SCT by continuum charging. By
increasing the surface charge density, the HOMO energies of both the
ion and the solvent are lowered relative to the metal Fermi level. Panels
(a), (b), and (c) show the pDOS of the electrolyte at the GGA level for
an increasing surface charge density. Panel (d) shows the pDOS at the
hybrid level.

Similar to what was shown in Ref. 22, SCT can be mitigated by
increasing or decreasing the electron density on the metal sur-
face. We demonstrate this here by charging the surface, with
the placement of counter-charges determined by solving the lin-
earized Poisson-Boltzmann equation as implemented in VASPsol,
thereby retaining overall charge neutrality of the system. In Fig-
ure 2, we plot the pDOS of the water and hydroxide ion at the
GGA level for three different surface charges s , and at the hybrid
level in a simulation without excess charging of the surface. As
the surface charge density is systematically increased, the hydrox-
ide HOMO is shifted negatively, until there is no spillover to above
the Fermi level at a charge of s = 0.75 excess electrons, i.e. the
integral of hydroxide pDOS states above the Fermi level is equal
to zero.

3.2 Implications of the fractional charge of hydroxide

With the ability to mitigate SCT by charging the surface estab-
lished, we now turn our attention to rationalizing the observed
fractional charge of the hydroxide ion near the metal surface. We
follow a similar approach to our previous work,23 and calculate
the charge on different parts of the system as the ion is systemat-
ically moved from its equilibrium position at the interface. Single
point calculations are performed at each position to prevent wa-
ter structure reorientation from conflating the resulting charge
calculation, illustrated in Figure 3. Additional charging cases, in-
cluding cases without the inclusion of a dielectric continuum to
stabilize the ions far from the surface, can be found in SI Note
3, Figure S3. In particular, without the stabilizing effect of the
dielectric, the charge of both hydronium and hydroxide decays
substantially far from the surface, as was found by Nattino and
coworkers.25
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Fig. 3 Ionic charge, determined by summing the Bader charge of all
electrolyte molecules, as a function of the distance from equilibrium near
the metal surface, for (a) hydronium, and (b) hydroxide. For the GGA
level with no added continuum charge (i.e. PBE, s = 0.0), hydroxide
exhibits clear SCT, with the ion charge being partial at all distances from
the surface.

The ions are stabilized far from the surface with continuum
solvation through VASPsol. To determine the charge on the ion at
a given distance from equilibrium, the Bader charge partitioning
scheme39–41 is used to determine the charge on each atom in the
simulation. Following the approach used previously,23 the total
ionic charge qion is given by

qion =
nsolv.

Â
i

qi. (2)

Here nsolv. is the number of atoms in the electrolyte, and qi is
the Bader charge on the given atom in the electrolyte. In other
words, the ionic charge is taken to be the sum of all charges on
atoms in the solvent bilayer. We show the above ionic charge qion

for both hydronium and hydroxide as a function of its position
relative to equilibrium in Figure 3, at both the GGA and hybrid
level with varying amounts of the total number of electrons in
the system. In all cases, implicit solvation was applied to ensure
proper solvation of the electrolyte bilayer far from the surface.

Figure 3(a) shows the hydronium ionic charge as the solvent
bilayer is moved away from the surface at both the GGA and hy-
brid levels. This analysis was carried out both with and without
additional continuum charging. As we reported previously, the
agreement between the GGA and hybrid level is quite good23,
with less than 0.05 e difference at all points. The addition of ex-
cess surface electron density on the surface changes the measured
ionic charge near the surface. Excess surface charge changes the
electron density decay behavior of the surface, thereby affecting
the resulting ionic charge by about 0.06 e in the case of hydro-
nium when 0.75 excess electrons are put into the simulation. The
charge decreases by an additional 0.03 e when 1.0 excess elec-
trons are put into the simulation.

Unlike the case of hydronium, the partial charge on hydroxide
is not easily rationalized from a charge density overlap analysis,
as we show in Supplementary Info Note 1. Furthermore, a direct
comparison of the GGA and hybrid level is complicated by SCT
with no excess surface charge, shown in Figure 3(b). As the hy-
droxide ion is moved away from the surface with s = 0.0, the cal-
culated ionic charge exhibits instability, fluctuating between 0.7
and 0.8e, largely due to SCT. When excess surface charge is intro-
duced, pushing the system out of SCT, the measured ionic charge
stabilizes and agrees quite well with the hybrid results. We note
that, as seen in the case of hydronium, Figure 3 (a), the excess
surface charge can affect the calculated ionic charge near the sur-
face. Since this perturbation resulted in less than 0.1e change
in ionic charge in the case of hydronium, we conclude that the
hybrid and GGA levels agree in the case of hydroxide.

The partial ion charge has implications for the potential depen-
dence of reactions involving the ion; for example, coupled proton-
electron transfer reactions which can utilize both hydronium and
hydroxide as a donor. As we outlined in recent works,44,45

the potential dependence of a chemical reaction (i.e. its effec-
tive charge) is given by the slope of the reaction energy as a
function of the work function averaged between the initial and
final states. In the case of the Volmer reaction in acid (i.e.
(H++ e�)+⇤! H⇤), this slope is approximately 0.724,45–49, cor-
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Fig. 4 Alkaline Volmer reaction energy, i.e. H2O+e�+*!H*+OH�, as
a function of potential showing a slope of 0.7. This potential dependence
is the same as that observed in the acidic Volmer reaction, i.e. (H+ +
e�)+⇤! H⇤.

responding to the partial charge of the ion near the surface.23

Shown in Figure 4 is the Volmer reaction energy in base (i.e.
H2O+e�+*!H*+OH�), showing a potential dependence of ap-
proximately 0.7. In other words, changing the potential of the
electrode by 1 V only changes the reaction energy by 0.7 eV. The
remaining potential dependence must then be accounted for by
the reaction process (in the case of acidic Volmer) bringing a pro-
ton from the bulk to a position close to the surface, or (in the
case of alkaline Volmer) moving the hydroxide from the surface
to the bulk. An illustration of the referencing of electrochemical
reaction barriers is given in the SI, as Figure S4 found in Note 4.

4 Conclusions

To summarize, we have shown here that due to the well-known
failure of DFT to accurately describe band levels, the treatment of
ions at the interface with GGA level DFT can be technically chal-
lenging, especially in the case of anions. However, these issues
can be mitigated by introducing excess surface charge, with coun-
tercharge placed by (for instance) solving the linearized Poisson-
Boltzmann equation as implemented in the VASPsol. We then
show that hydroxide ions in the outer Helmholtz plane have a
fractional charge of �0.8 to �0.7 e at both the GGA and hybrid
levels of DFT. Although this fractional charge cannot easily be ex-
plained by a simple spillover analysis as in the case of hydronium,
we show that the fractional charge is not a result of the DFT de-
localization error, since both the GGA and hybrid levels predict a
charge of unity as the ion moves away from the interface. While
hybrid functionals such as HSE06 do not completely eliminate
the well known DFT self-interaction error, they represent a good
benchmark for extended metal systems where higher level meth-
ods are not practical. Benchmarking to wavefunction methods

through, for example, many body perturbation theory50,51 via
Green’s function techniques would be a useful future study. This
work has implications for electrochemical kinetics involving re-
actions in basic media, since the calculation of electrochemical
barriers typically involves either the initial or final state with an
ion in the outer Helmholtz plane. Whereas many previous works
using the computational hydrogen electrode (CHE)52 assume an
equilibrium between the ion in the Helmholtz plane and the ion
in bulk, we emphasize that the computed transition states in such
simulations should be referenced to bulk ions in order to obtain
an accurate ion-electron transfer barrier. A full metadynamics tra-
jectory studying the transfer of a proton (or hydroxide) from the
bulk to the Helmholtz plane would be an interesting future study,
as this would provide details on the kinetic barriers associated
with the process.53,54
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