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Abstract

Earth-abundant transition metal phosphides have been demonstrated to be promising alternative 

catalysts to replace Pt for hydrogen evolution reaction (HER). However, the mechanism for the 

hydrogen evolution reaction on transition metal phosphides remain unclear. Here we explore the 

catalytically active sites and the reaction mechanisms on a variety of model transition metal 

phosphide surfaces by building cluster expansion models and running Monte Carlo simulations.  

We demonstrate that the effect of hydrogen coverage, interaction between hydrogen atoms and 

desorption kinetics all dictate to the HER mechanisms and the active sites, and we propose 

mechanisms that are in good agreement with experimental studies. The present method provides a 

general and effective way to probe the active sites and study the mechanisms of catalytic reactions, 

which can facilitate rational design of highly active electrocatalysts. 
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Introduction

The hydrogen evolution reaction (HER) constitutes half of the water splitting reaction, which could 

produce H2 from renewable energy resources and therefore reduce the demand for fossil fuels. In 

acid electrolytes protons are reduced to H2 via .  Pt is one of the most active 22 2 ( )H e H g  

catalysts for this reaction,1, 2 but there is great interest in finding alternative catalysts that do not 

depend on expensive metals.  Transition metal phosphides have emerged from both experimental 

and theoretical studies as active HER catalysts with good performance and stability.3-12 As these 

phosphides are made from earth-abundant materials, they have the potential to be more 

economically viable than Pt-based catalysts.

It has been shown that the hydrogen adsorption free energy ΔGH (more negative values indicate 

stronger adsorption) is a suitable descriptor of the catalytic activity for HER, and typically an 

adsorption free energy around 0 eV demonstrates higher activity.2, 13, 14 Although computational 

studies have shown that ΔGH is near zero on some sites on model transition metal phosphide 

surfaces, the HER activity of these materials still remains below that of Pt.2-8, 14-16  The hydrogen 

adsorption energy on transition metal phosphides has a strong coverage dependence compared to 

metals (e.g. ranging up to ~0.8 eV for Fe2P), and the differences in ΔGH between different sites on 

transition metal phosphide surfaces are large.3, 7 Moreover, on pure metal catalysts the hydrogen 

coverage can reach almost a full monolayer at small overpotentials, whereas on metal phosphides 

and sulfides, the hydrogen surface coverages are much lower.17-19 From a mechanistic point of 

view, it has been observed that the Tafel slopes for transition metal phosphides, a measure of how 

the log of the current changes with applied potential, are typically around 40~60 mV/dec, whereas 
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that of Pt is around 30 mV/dec.4, 5, 9-11, 20 Taken together, these observations suggest that the 

mechanism of the HER on transition metal phosphides is significantly different from that on Pt.

To better understand the HER mechanisms on transition metal phosphide surfaces and how they 

compare to Pt, we have used the cluster expansion approach21, 22 to model realistic arrangements 

of adsorbed hydrogen on transition metal phosphide and platinum surfaces.  The cluster expansion 

is able to rapidly predict the energy of a particular arrangement of adsorbates on the surface of a 

material with high accuracy (typically within 5 meV / site compared to density functional theory23) 

while fully accounting for interactions between adsorbates. For these reasons, there has been 

increasing interest in using cluster expansions to study heterogeneous catalysis including surfaces 

and nanoparticles.24-37  Here we have constructed cluster expansions on four model transition metal 

phosphide surfaces (FeP(011), Fe2P(100), CoP(101), and Co2P(101)) as well as the Pt(111) surface 

for comparison. Using these cluster expansions, we have determined hydrogen coverage and 

atomic order as a function of temperature and applied potential by running grand canonical Monte 

Carlo38 simulations, and further understood how the coverage effects and interactions between 

atoms influence the active sites, their catalytic activities, and HER mechanisms.  

Methodology

DFT. Density functional theory (DFT)23 calculations were performed with the Vienna Ab initio 

Simulation Package (VASP),39 in which the Kohn-Sham equations are solved by self-consistent 

algorithms. The revised Perdew-Burke-Ernzerhof (RPBE)40, 41 exchange-correlation functional 

was used for all DFT calculations, and spin polarization was enabled. The Co, Fe, P, H_GW, Pt_pv 
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PBE projector-augmented wave (PAW)42 potentials were used and all calculations were run with 

accurate precision to ensure that there were no wrap-around errors. For calculations with transition 

metal phosphides, the slab thickness and vacuum thickness were at least 10 Å and 15 Å, 

respectively. The Brillouin zone was sampled using efficient grids generated by the k-point grid 

server43 with a minimum distance of 18 Å between real-space lattice points; For Pt(111), a 

minimum distance of 40 Å was used. The shift vectors were automatically chosen to minimize the 

number of irreducible k-points, and the grids were automatically optimized for slab calculations. 

The convergence criteria for the self-consistent iteration and the ionic relaxation loop were set to 

10-4 eV and 10-3 eV per cell, respectively. Activation energies of elementary reaction steps were 

calculated using the climbing image nudged elastic band (CI-NEB) method.44, 45 More details are 

provided in the Supplementary Information.

Cluster expansion. Cluster expansions are generalized Ising models21, 22 that account for many-

body interactions. Here, we have used cluster expansions to model the hydrogen adsorption on 

transition metal phosphide and platinum surfaces, where each possible adsorption site can exist in 

one of two states: occupied by hydrogen or vacant. We have used a Bayesian method46 to fit the 

cluster expansion to sets of DFT training data, which has been shown to greatly improve the 

predictive accuracy of the cluster expansion for a given training set size.27, 34, 46  The training set 

includes structures with varying hydrogen coverages (0~1 ML) and supercell sizes, allowing us to 

use a training set of small-size supercells to construct a cluster expansion that can be used to rapidly 

predict the energies and atomic orders of large-size supercells as a function of temperature and 

applied potential. More details on the construction of the cluster expansions are provided in the 

Supplementary Information.
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Hydrogen coverage and evolution rates.  We estimate the rate of hydrogen evolution by:

 (1)exp( / ),a Bk E k T 

where  is the activation energy for H2 formation and  is a kinetic pre-factor.  We assume the aE 

prefactor is the same for all reactions and express all current relative to that of the Tafel reaction 

on Pt at –0.12 V, which has the highest current of any reaction considered here.  Since it is 

straightforward to calculate adsorption energies (ΔE) from cluster expansions but expensive to 

calculate activation barriers for all possible configurations, we have used Brønsted-Evans-Polanyi 

(BEP) relations47-49 to estimate  for the Tafel and Heyrovsky steps, which were found to be rate-aE

limiting. The constant-potential Heyrovsky barriers were calculated using the charge extrapolation 

scheme50 (see Supplementary Information). The BEP relations were obtained by fitting a set of 

DFT-calculated  values to calculated adsorption energies on phosphides and Pt (Figure S4-S5). aE

In this model the barrier does not change with respect to applied potential if we assume the Tafel 

mechanism is rate limiting, but changes linearly with respect to applied potential if the Heyrovsky 

mechanism is rate limiting, i.e., , where is the charge transfer coefficient.  ( ) (0)a aE U E eU  

The charge transfer coefficients are calculated for representative sites for each element using the 

supercell extrapolation scheme17, 51 (see Figure S6 for more details).  We found that across different 

materials the same elements had similar charge transfer coefficients; thus for simplicity we used 

the same charge transfer coefficients for Co and P sites on CoP and Co2P.  The hydrogen desorption 

rate is converted to current density by:

 (2)/ ,j keN A
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where  is the number of adsorption sites per area. The average current on the catalytic surface /N A

is calculated by summing up the current  contributed from all possible adsorbed hydrogen atoms j

(or pairs) and divided by the number of adsorption sites.  Turnover frequencies on individual sites 

are calculated in a similar way.

Thermodynamically averaged currents, coverage, and arrangements of hydrogen atoms on 

different surfaces at different applied potentials were calculated using Metropolis Monte Carlo38 

simulations at 300 K.  In these simulations we have accounted for the applied potential by using 

the computational hydrogen electrode (CHE)52 model, in which we set the chemical potential of 

the proton-electron pair equal to half that of H2(g):

 (3)2
1( ) ( ) ,
2

H e H eU    

where  is the elementary charge of an electron and  is the applied potential vs. the reversible e U

hydrogen electrode (RHE).  (In this paper, all listed potential values are vs. the RHE.)  According 

to Skúlason et al.,17, 53 the activation barrier for the proton-electron transfer to the surface of Pt 

(the Volmer step) is much lower than that of H2(g) desorption, i.e. H2(g) desorption would be the 

rate-limiting step for the HER.  We have verified this is true for transition metal phosphides as 

well (Table S2) by computing the activation barriers using the charge extrapolation scheme, as 

detailed by Chan and Nørskov.50 The chemical potential of adsorbed hydrogen can therefore be 

expected to be primarily determined by that of the proton-electron pair rather than by that of H2.  

Thus the reference chemical potential when calculating the potential-dependent hydrogen 

coverage in Monte Carlo simulations was chosen to be . ( )H e  
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Results and Discussion

The surfaces studied in this paper, including the four transition metal phosphide surfaces and 

Pt(111), are shown in Figure 1.  The terminations of the transition metal phosphide are those that 

are believed to be the most probable surfaces based on previous work by Kibsgaard et al.3, but we 

note that it is possible that there are lower energy terminations or surface reconstructions.  To 

construct the cluster expansions we identified possible hydrogen adsorption sites on each surface; 

these sites are also shown in Figure 1. Each of the cluster expansions was generated and fit using 

the Bayesian method,46 resulting in leave-one-out cross-validation (LOO CV) errors, which are 

estimates of the prediction error, of 3.4, 7.4, 7.0, 4.3, and 6.6 meV / site for Co2P(101), CoP(101), 

Fe2P(100), FeP(011), and Pt(111) respectively. The cluster expansions were refined by adding 

newly predicted ground-state structures to the training sets until they were well-converged.

Figure 1. Surfaces with all possible hydrogen adsorption sites for Pt, Fe2P, FeP, Co2P, and CoP. 
Large grey spheres represent Pt, purple spheres represent P, gold spheres represent Fe, and green 
spheres represent Co. Small colored spheres represent H, and the colors indicate the free energy 
of adsorption ΔGH for an isolated hydrogen atom at each site at a potential of 0 V.
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Figure 2. Average hydrogen coverage as a function of applied potential on (a) Pt(111), (b) the 
model surfaces for Co2P, CoP, and Fe2P. (c) Average hydrogen coverage and breakdown of the 
site contributions on FeP.  The experimental data for Pt are taken from Markovic et al.54  Note that 
the maximum coverage is 1 ML, so for Pt(111) a coverage of 0.5 ML means all fcc sites are filled.
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We have used density functional theory to directly calculate hydrogen adsorption energies for 

isolated hydrogen atoms on each of the identified hydrogen adsorption sites (Figure 1). Hydrogen 

adsorption is generally stronger on the metal-bridge sites of Fe2P/Co2P than FeP/CoP. In contrast, 

hydrogen adsorption on P sites of FeP/CoP is stronger than that on Fe2P/Co2P.  On Pt(111), 

hydrogen adsorption on the fcc site is 0.04 eV stronger than on the top site and all ΔGH are slightly 

negative. We also considered the hcp site on Pt(111) and found that the hydrogen adsorption 

energy is the weakest among all three adsorption sites (~0.05 eV weaker than fcc). Thus we only 

include the fcc and top sites in the current model.

We examined the thermodynamically averaged surface hydrogen coverage as the applied potential 

is decreased (Figure 2a-c). The potential dependence of hydrogen coverage can be fit to a Frumkin 

isotherm:54, 55

 (4)
0

exp exp exp
1

RHE HU F Gr
RT RT RT

 


                

where  is the applied potential,  is the Faraday constant, and  is the free energy of RHEU F HG

adsorption, and  is the interaction parameter that characterizes the lateral interactions among r

adsorbed hydrogen atoms. The interaction parameter, which is related to the slope of the coverage 

with respect to applied potential, is repulsive for  and attractive for .  On Pt(111), the 0r  0r 

value of the interaction parameter that fits best to the Monte Carlo simulations is 32 kJ/mol, which 

is in excellent agreement with experimentally measured value of 30 kJ/mol (Figure 2a).54 The 

hydrogen coverage reaches 0.5 ML, corresponding to all fcc sites being filled, at about –0.16 V, 

which is shifted by about 0.1 V from experimental findings.1, 54 The relative position of the curve 

is determined by the free energy of adsorption, where the small deviation is primarily due to the 
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difference between calculated and measured hydrogen adsorption free energy ( = –21 kJ/mol DFTG

and = –27 kJ/mol).54 ExpG

Figure 3. Snapshots of Monte Carlo simulations of adsorbed hydrogen on the surfaces of Pt(111) 
and phosphide surfaces. The simulations were run at 300 K with applied potentials of 0, –0.1, and 
–0.3 V. The grey and black spheres are the P and metal atom (Co or Fe) of the underlying material, 
and the colored circles represent adsorbed hydrogen atoms. The colors indicate the free energies 
of adsorption at each site relative to H2.  As the potential is lowered, the sites with relatively high 
adsorption energies start to become occupied, and these sites most readily release hydrogen to 
form H2.

At 0 V, the coverage of hydrogen on CoP and FeP is significantly below that of Pt(111).  The 

hydrogen coverage on Co2P/Fe2P increases more quickly than it does on CoP as the potential drops 

(Figure 2b).  An inspection of snapshots of the Monte Carlo simulations (Figure 3) reveals that the 

metal-metal bridge sites on Co2P and Fe2P, which do not exist on CoP and FeP, are populated first.  

This is consistent with the stronger calculated adsorption energies on these sites (Figure 1).   On 
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FeP(011) the hydrogen coverage of both P sites and Fe-Fe sites quickly saturate to 1 ML at around 

–0.1 V (Figure 2c), which suggests a phase transition with either an empty surface or a fully 

occupied surface being energetically favorable. This is verified by our DFT calculations of the 

training data, where the formation energies (with respect to an empty surface and a fully occupied 

surface) are positive for all intermediate hydrogen coverages (Figure S2).  

For Pt(111), there is relatively little interaction between the adsorbed hydrogen atoms at low 

overpotentials (Figure 3), resulting in nearly uniform free energies of adsorption for all hydrogen 

atoms until the potential reaches –0.18 V, where a phase transition of hydrogen adsorption from 

the fcc site to the top site is observed (Figure S3). This phase transition was also seen in cluster 

expansion simulations by Tan et al. at a potential of about –0.4 V.25 The differences between the 

two results are likely due to differences in slab thicknesses and cluster expansion parameters. 

Experiments also suggested that top H* appears at negative potentials after a monolayer of fcc 

sites are filled.1, 56, 57 

In general, as hydrogen coverage increases the hydrogen-hydrogen lateral interactions weaken the 

adsorption energies of hydrogen atoms on the different surfaces, facilitating H2 formation.  This is 

apparent on the metal-metal bridge sites on Fe2P and Co2P (Figure 3), where hydrogen binding to 

the surface becomes notably weaker as the potential becomes more negative and coverage 

increases.  These lateral interactions serve to enhance the activities of these sites at negative 

potentials relative to what would be expected based on the adsorption energy for an isolated 

hydrogen atom. Similarly, the higher-energy sites that are not highly occupied at 0 V become the 

most active ones at more negative potentials, e.g. the Pt-top sites.
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We have evaluated both Volmer-Tafel and Volmer-Heyrovsky mechanisms for the HER on 

transition metal phosphide surfaces and Pt(111). The Volmer-Tafel mechanism involves a proton 

and electron transfer followed by H2(g) chemical desorption:

 (5)22( ) 2 * ( )H e H H g   

where 2H* denotes two adsorbed nearby hydrogen on the catalyst surface. The Volmer-Heyrovsky 

mechanism consists of a coupled proton-electron transfer and electrochemical desorption process:

 (6)2*,   * ( )H e H H e H H g       

An illustration of the above elementary reaction steps (for Pt and FeP) is shown in Figure S7. The 

calculated free energies of adsorption on different sites and Monte Carlo snapshots (Figure 3) on 

the different surfaces indicate that the Volmer-Heyrovsky mechanism (or a mixed mechanism) is 

more likely to be predominant on transition metal phosphides than on Pt(111), due to the greater 

differences in hydrogen adsorption energies at neighboring sites and the increased likelihood of 

finding isolated hydrogen atoms with near-optimal hydrogen adsorption free energies.  

To identify pairs of neighboring atoms that could desorb via the Volmer-Tafel mechanism, we 

have identified sites that share a common edge on a two-dimensional Voronoi diagram (Figure 

S8).58  As there is a possibility that the migration of an atom from one site to another is the rate-

limiting step, we have also calculated the activation barriers for diffusion between neighboring 

adsorption sites.  The calculated activation barriers for diffusion are below the Tafel barriers, and 

thus it is unlikely that the surface diffusion is rate limiting. We found patterns of particularly low 

diffusion barriers along the metal-metal bridge (Co2P and Fe2P) and metal-P bridge (CoP) sites, 
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which are predicted to be among the most active sites on these surfaces. The maximum diffusion 

barrier for CoP is the lowest (~0.3 eV) among the four transition metal phosphides, which might 

originate from their weaker hydrogen adsorption energies.  

Tafel plots (overpotential vs. log current) are commonly used to understand electrode kinetics and 

reaction mechanisms, and the slopes of these plots (Tafel slopes) provides insight into the reaction 

mechanism that allows for direct comparison between experiments and calculations.59, 60 Across 

the five surfaces, we predict Tafel slopes of 32~46 mV/dec assuming the rate-limiting step is a 

Tafel reaction or 44~123 mV/dec assuming the rate-limiting step is a Heyrovsky reaction, which 

are in agreement with literature values.9-11, 20, 61, 62 For Pt(111), the HER is favored through the 

Volmer-Tafel mechanism (Figure 4a) which has been suggested by experiments.1, 63 This is 

primarily because the Tafel reactions have lower barriers than the Heyrovsky reactions, which is 

the opposite of what is observed on the phosphide catalysts.  The most active sites are the Pt top 

sites, for which there are two possible routes (top+top or top+fcc) for the HER. The top+fcc route 

is more favorable due to the balance of hydrogen coverage and activation barrier. The top+top 

Tafel route produces a ~30 mV/dec Tafel slope, as the coverage of both of the weakly adsorbed 

top H* can change exponentially with applied potential.  The top+fcc route has a higher Tafel 

slope (38 mV/dec) due to nearly saturated fcc sites, which are consistent with Lindgren et al.64  

The role of kinetically active Pt-top H* is in agreement with both experiments1, 57 and simulations25, 

64. 
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Figure 4. HER current density of Pt(111) as a function of applied potential assuming the rate-
limiting step is either a Tafel reaction (a), or a Heyrovsky reaction (b). The current density is 
expressed as relative current to the Tafel current of Pt(111) at –0.12 V, which is denoted as jPt.

Table 1. Predicted Tafel slopes (in mV/dec) at low overpotentials (U > –0.2 V) for the Volmer-
Tafel mechanism and the Volmer-Heyrovsky mechanism on transition metal phosphides and Pt, 
and compared with experiments.

Tafel Heyrovsky Experiments Refs.

Fe2P 37 123 52~80 65-67

FeP 32 60 29~76 10, 65, 68

Co2P 46 85 45~101 69-71

CoP 38 55 50~70 62, 70, 72

Pt 34 44 26~32 8, 65, 73

NixPy / / 27~51 9, 74, 75
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Figure 5. Tafel plots of HER on Co2P(101) assuming the rate-limiting step is either a Tafel 
reaction (a), or a Heyrovsky reaction (b). The inset in (b) shows the Tafel slope at higher 
overpotentials. Current density of Co2P(101) as a function of applied potential assuming the rate-
limiting step is either a Tafel reaction (c), or a Heyrovsky reaction (d). The current density is 
expressed as relative current to the Tafel current of Pt(111), which is denoted as jPt. (e) Two types 
of Co bridge sites: “bridge_a” represents bridge site along a-axis and “bridge_b” represents bridge 
site along b-axis.

For CoP and FeP, the predicted Tafel slopes fall in the range of experimentally-determined values 

(Table 1) assuming the Heyrovsky mechanism. This slope can be understood by their dilute 

hydrogen coverage near 0 V so that the coverage can vary exponentially with applied potential.  

For Co2P, we predict that the Tafel slope assuming the Volmer-Tafel mechanism is 46 mV/dec at 

low overpotentials, and transitions to infinity at high overpotentials as the surface becomes 

saturated (Figure 5a), which is consistent with both experiment63 and simulation.61 For the Volmer-
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Heyrovsky mechanism, the slope is predicted to be 85 mV/dec at low overpotentials (Figure 5b) 

due to the partial surface coverage at 0 V and increases to 165 mV/dec at high overpotentials (U < 

–0.5 V). The Tafel slope is indeed coverage-dependent, which can be seen from our simulations 

(generally larger Tafel slopes) and recent studies using micro-kinetic models.61, 76, 77 The 

significant increase of Tafel slope at high overpotentials can be rationalized by the loss of potential 

dependence of the Volmer step when all surface sites saturate.61, 76 A theoretical value of 120 

mV/dec is achieved assuming that the charge transfer coefficient is 0.5; the Tafel slope according 

to our Monte Carlo simulations corresponds to a charge transfer coefficient of 0.36, which is 

consistent with our DFT-calculated value of 0.34 (Figure S6). Similar conclusions regarding the 

coverage effect can be drawn for Fe2P.

The active sites for the HER can be identified by the partial current density contributed from 

different types of adsorption sites. For CoP, the Tafel current is small (Figure S9a) due to low 

hydrogen coverage, and there is little chance of finding two neighboring hydrogen atoms (Figure 

3) at low overpotentials. Therefore, the Volmer-Heyrovsky mechanism is favored.  We find an 

anomalously low charge transfer coefficient for the P site compared to the Co site (Figure S6), 

which results in a lower activity for the P site at more negative potentials.  The Co-P bridge sites 

are predicted to be the active sites for the HER on CoP (Figure S9b).
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The predicted HER current densities for Co2P as a function of applied potential assuming the rate-

limiting step is either a Tafel or a Heyrovsky reaction are shown in Figure 5c and Figure 5d. The 

most active sites are Co-bridge sites via the Volmer-Heyrovsky mechanism, which is favored over 

the Volmer-Tafel mechanism by more than two orders of magnitude. This is owing to the smaller 

activation barriers via the Heyrovsky step than the Tafel step (by about 0.3 eV, Figure S4-S5). 

There are strong lateral interactions between the hydrogen atoms adsorbed on Co bridge_a sites 

(Figure 5e) that significantly weaken the hydrogen adsorption energies and facilitate H2 evolution 

as coverage is increased (by lowering the activation barrier).  As a result, the Tafel slope on the 

Co bridge_a site (83 mV/dec) is lower than that of the Co bridge_b site (185 mV/dec) at low 

overpotentials, and we observe a change in active sites from the Co bridge_b site to Co bridge_a 

site at about –0.06 V even though the hydrogen adsorption free energy for an isolated adsorbate is 

closer to 0 eV on the bridge_b site.

The trends of Tafel slope and current-voltage plot for Fe2P resemble that of Co2P, as they share 

common features of strongly adsorbed neighboring hydrogen atoms on the metal-metal bridge sites 

and the lateral interactions of these hydrogen atoms weaken the adsorption energy and facilitate 

hydrogen evolution. The calculated Tafel slope is slightly higher for Fe2P (Table 1) than other 

phosphide catalysts, which results from the lower charge transfer coefficient on the metal site of 

Fe2P (Figure S6). We predict that the Fe-Fe bridge sites are the most active sites (Figure S10) 

through the Volmer-Heyrovsky mechanism, however the mixed mechanism is possible since the 

Tafel current density is comparable to the Heyrovsky current density. 

On FeP, the partial current density involving hydrogen bound on P-top sites remains relatively 

small as the potential is decreased (Figure 6a and Figure 6b) for two reasons.  The first is due to 
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the previously-discussed low charge transfer coefficient on the P site compared to Fe site (Figure 

S6). The second is that we found that hydrogen adsorbed on these sites becomes more strongly 

bound as coverage is increased. This unusual decrease of ΔGH at higher coverages on the P-top 

site was also observed by Kibsgaard et al.3 We have done DFT calculations to verify that this 

stabilization occurs, finding that ΔGH changes from 0.11 eV at dilute coverage to –0.06 eV at full 

coverage, consistent with the trend predicted by the cluster expansion. The decrease in ΔGH with 

respect to coverage manifests itself in a dramatic way at about –0.1 V, at which point the 

previously-mentioned surface phase transformation occurs. As the potential is decreased 

incrementally, the hydrogen coverage jumps from nearly 0 to nearly 1 (Figure 2). At this point the 

Tafel current almost immediately saturates, and the Heyrovsky current jumps considerably (Figure 

6) as the free energy of adsorption for both sites shifts closer to 0.  The Fe-bridge sites are identified 

to be the most active sites for the HER on FeP (Figure 6b).

Figure 6. HER current density of FeP(011) as a function of applied potential assuming the rate-
limiting step is either a Tafel reaction (a), or a Heyrovsky reaction (b). The current density is 
expressed as relative current to the Tafel current of Pt(111), which is denoted as jPt. The dashed 
line marks the phase transformation from an empty surface to a fully occupied surface. 
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Figure 7. (a-c) Average HER (Volmer-Heyrovsky) turnover frequency (TOF) of various surface 
sites for which the turnover frequency is non-negligible at 0, –0.1 and –0.3 V, as a function of ΔGH 
at dilute coverage.  (d) Average HER (Volmer-Heyrovsky) turnover frequency of various surface 
sites at –0.3 V as a function of ΔGH at full monolayer coverage. The turnover frequencies are 
expressed relative to that of Tafel reaction of Pt at a given potential. Color scheme: orange – Pt 
sites, red – P sites, blue – metal bridge sites with strong lateral interactions, black – other metal 
and metal-P sites.  

The use of ΔGH as a descriptor for the HER activity can be challenging for surfaces where this 

value is highly coverage dependent. Here we examine the trend of Heyrovsky current density at 0, 

–0.1 and –0.3 V as a function of ΔGH at dilute coverage and full coverage (Figure 7a-d) for various 
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surface sites on the transition metal phosphides and Pt, and we discuss several ways that the 

volcano trend is affected by coverage.  For simplicity, we limit this discussion to the Heyrovsky 

reaction so that we can examine the turnover frequency of each site individually.

When plotting the log of the turnover frequency at 0 V against the free energy of adsorption in the 

dilute limit (Figure 7a), the right leg of the volcano follows a nearly linear trend, as these sites are 

lightly occupied at 0 V and are generally not close to the sites that are significantly occupied at 

this potential.  This is apparent for CoP (down triangles), for which the occupancies of all sites are 

predicted to be very low at 0 V (Figure 3).  The linear trend is largely missing from the left side of 

the volcano, as ΔGH in the dilute limit is a less accurate approximation of the actual free energy of 

adsorption for these sites due to coverage effects.  In particular, the sites on the left side include 

the metal-metal bridge sites of Co2P/Fe2P mentioned previously, where the lateral interaction of 

the adsorbed H* weakens ΔGH and facilitates hydrogen evolution. The sites on the left side also 

include the top site for Pt, for which occupation is suppressed due to the occupation of nearby fcc 

sites. Pt also does not follow the same trend as the phosphides due to a significantly different BEP 

relation from the phosphides. The volcano shape is somewhat restored at –0.3 V if we plot the log 

of the turnover frequency against the free energy of adsorption on surface in which all sites are 

fully occupied (Figure 7d), as this state more closely resembles the actual surface coverage at this 

potential (Figure 3).  

On some surfaces the coverage effect manifests itself through an increase in the strength of the 

surface-H bond as coverage increases. From our calculations, the fcc sites on Pt(111) have ΔGH 

around –0.18 eV at dilute coverage, whereas the P-top sites on FeP(011) have ΔGH around 0.11 

eV at dilute coverage, which is closer to the top of the volcano and thus might be expected to be 
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more active. However, we observe that P-top sites become the least active at more negative 

potentials.  This is in part due to the low charge transfer coefficient discussed earlier, but even if 

we assign the same charge transfer coefficient to the P-top sites as we do to the Pt sites, we find 

that the Pt sites become more active as the potential is decreased due to the stabilization of 

hydrogen (decrease in ΔGH) as coverage increases.   

Our findings provide some insight into the design of transition metal phosphides and related 

catalysts.  We find that the Volmer-Heyrovsky (or mixed) mechanism is more likely than the 

Volmer-Tafel mechanism on transition metal phosphides, in good agreement with experimental 

work listed in Table 1.  Due to the low calculated charge transfer coefficient on phosphorous, our 

calculations suggest that the Heyrovsky reaction is likely to be strongly preferred at sites involving 

a metal atom. This is consistent with a recent experimental and computational study showing that 

the Fe-rich phosphide Fe3P has a smaller Tafel slope and higher activity compared to Fe2P and 

FeP, where the metal sites were found to be the most likely active sites.65 We find that hydrogen 

adsorption is most likely to occur at bridge sites, and particularly favorable repulsive interactions 

were observed on Co2P, for which the bridge sites are about 2.4 Å apart.  As a result, of the four 

different model surfaces studied here, we predict the Co2P surface to be one of the most active at 

low overpotentials.  Considering the low surface diffusion barriers and similar adsorption energies 

between these active bridge sites, it may be possible to design a catalyst for which these sites are 

highly active via the Tafel reaction, as on Pt.   

Conclusions

On transition metal phosphides, we find that sites involving metal atoms are more likely than P 

sites to be highly active at more negative potentials due to a low charge transfer coefficient for P.  
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The catalytic activity of model transition metal phosphide surfaces is found to be strongly 

dependent on coverage effects in a variety of ways.  Lateral repulsive interactions between 

hydrogen atoms adsorbed at metal-metal bridge sites on Fe2P and Co2P surfaces significantly 

enhance their predicted turnover frequencies above what would be predicted by the adsorption 

energy of an isolated hydrogen atom.  On the P site of the FeP surface, we find that the adsorbed 

hydrogen atom becomes more strongly bound as coverage increases, and there is a predicted phase 

transformation among the adsorbed hydrogen atoms at –0.1 V that leads to discontinuous jumps 

in coverage and catalytic activities.  It is not clear whether such a phase transformation, predicted 

here on a model surface, appears in real-life catalysts.  However the potential for such a 

transformation to occur is important to keep in mind for surfaces on which catalytic activity 

appears to be suppressed because adsorbate binding becomes stronger as coverage increases.  Once 

the phase transformation occurs, such surfaces may become highly active. 
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