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Kinetic-energy-based error quantification in Kohn-
Sham density functional theory†

Mohammad Mostafanejad,a Jessica Haney,a and A. Eugene DePrince III∗a

We present a basis-independent metric to assess the quality of the electron density obtained
from Kohn-Sham (KS) density functional theory (DFT). Given an exact reference density, Levy’s
constrained search (CS) formalism yields the exact non-interacting kinetic energy. The difference
between this value and the kinetic energy obtained from a KSDFT procedure employing an ap-
proximate density functional serves as a measure of the density-driven error in the KS solution,
which complements other error analyses based solely on the density. The CS also has the nice
feature that it provides an estimate of the exact kinetic correlation energy as a byproduct of the
procedure.

1 Introduction
Since the pioneering works of Hohenberg, Kohn, and
Sham,1,2 the Kohn-Sham (KS) formulation of density
functional theory (DFT), having been successfully ap-
plied to a variety of molecular systems,3–6 has become a
routine and seemingly indispensible component of mod-
ern chemical research. Despite its well-documented suc-
cesses, many challenges have yet to be fully resolved,7

and peculiar aspects of the practical realization of KSDFT
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continue to emerge.8 Further, some have even argued
that DFT has lost its way,9 relying too heavily on empiri-
cal density functionals that might lead to inaccurate densi-
ties, despite accurate predictions of ground state energies.
This controversial suggestion ignited a rich debate10–18

regarding the subjectivity of density error quantification
in KSDFT, as well as the chemical significance of such er-
rors. The controversial aspects of Ref. 9 have been exam-
ined by multiple groups,13,19,20 with Nagy17 and Burke18

and their coworkers, in particular, raising two fundamen-
tal concerns regarding the relevance of the central con-
clusions of that work: (i) the inaccessibility of the exact
density through KSDFT in finite basis and (ii) the lack of a
universal mathematical metric for the density error. These
issues are the focus of the present study.

The formal issue raised in Ref. 17 pertains to a key
assumption in KSDFT: that both the physical and non-
interacting systems must share the same electron density
function.2 While this assertion is sound in the integro-
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differential representation of KSDFT or within a complete
one-electron basis set, it is invalid in a finite basis, as one
cannot, in this case, represent the exact density with a sin-
gle KS determinant.17 In other words, in a finite basis set,
an idempotent KS density matrix and the exact, correlated
density matrix can never map onto the same electron den-
sity function. Nevertheless, building upon numerous stud-
ies of the subtleties of DFT,21–27 the Hohenberg-Kohn the-
orem has been re-stated and extended28 to finite one-
particle subspaces. Note that this generalization neces-
sitates additional stability constraints29 that are typically
ignored in practical calculations.

The second issue, raised in Ref. 18, is the lack of a uni-
versal mathematical measure of the accuracy of an ap-
proximate density, ñ(r). The authors of that work sug-
gest that, no matter how reasonable a density-error met-
ric may be, the conclusions drawn regarding the accuracy
of ñ(r) will depend on the precise definition of that met-
ric. The variational principle is the most natural and well-
defined tool for error quantification in KSDFT; as such,
the total energy functional E[·] was introduced as the ideal
metric for the error in the approximate density.18 In this
way, the energy error can be partitioned into that resulting
from the use of an approximate density functional (i.e.,
functional-driven error) and that resulting from the error
in the density itself (i.e., density-driven error). In real-
ity, however, these sources of error are strongly entangled
and differentiating them is non-trivial.18,30,31

In this work, we aim to partially resolves the complex-
ities outlined above. We propose an error analysis based
on an exact density functional, which allows for an un-
ambiguous definition of the density-driven error. To this
end, we adopt Levy’s constrained search (CS)32 within
the framework of the inverse KSDFT problem. A rich
literature explores various aspects of the inverse KSDFT
problem,33–62 to which we refer the interested reader.
In the CS procedure described below, we use the non-
interacting kinetic energy functional, Ts[·], to construct a
non-interacting v-representable density that can be arbi-
trarily close to a given reference density, n(r);23 this tar-
get density could be taken from ab initio calculations or
experimental methods such as single-crystal X-ray diffrac-
tion and spectroscopy.63–68 The emphasis on “can” re-
flects the fact that the non-interacting density cannot ex-

actly reproduce a correlated one if the non-interacting
density is derived from a determinant of orbitals ex-
panded within a finite basis set. Hence, within a finite
basis, the approximate density, ñ(r), identified through
the CS represents the best-possible KS density. The differ-
ence between the non-interacting kinetic energy for ñ(r)
and that for some other approximate KS density can be
thought of as a purely density-driven error, as it is de-
fined using an exact density functional. Further, because
this error is defined relative to the best possible KS den-
sity matrix, which is idempotent, the metric implicitly ac-
counts for finite-basis issues regarding the representability
of the exact density. Given that the exact density and ki-
netic energy are required inputs for this procedure, the CS
also provides an estimate of the kinetic correlation energy,
Tc[n(r)], as a byproduct.

This manuscript is organized as follows: Section 2 de-
tails the theory underlying the CS and the kinetic-energy-
based density error metric. The details of our computa-
tions are then described in Sec. 3. In Sec. 4, the CS pro-
cedure is applied to the case of molecular nitrogen within
several basis sets to demonstrate that the finite nature of
the basis does not preclude the existence of highly accu-
rate non-interacting densities. We then apply the kinetic-
energy-based density error metric to molecular test set
taken from Ref. 12 to rank the performance of some popu-
lar approximate density functionals, and we compare our
rankings to those obtained with three density-based met-
rics.

2 Theory

2.1 Constrained search Kohn-Sham density func-
tional theory

According to van Leeuwen’s theorem,23 for a given
ensemble v-representable density, we can define a KS
procedure that yields a non-interacting ensemble v-
representable density with arbitrary accuracy. Based on
this idea, we adopt Levy’s CS approach32 which defines
the non-interacting KS kinetic energy density functional
as

Ts[ñ(r)] := min
Φ→ñ
〈Φ|T̂ |Φ〉 (1)

where T̂ =− 1
2 ∇2 denotes the kinetic energy operator, and

ñ(r) is the trial density function. The CS defined by Eq. 1
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is performed over all normalized N-electron determinants
|Φ〉 constructed from orthonormal spin orbitals {ψi} such
that

ñ(r) =
N

∑
i=1
|ψi(r)|2 (2)

and

Ts[ñ(r)] =−
1
2

N

∑
i=1
〈ψi|∇2|ψi〉 (3)

In order to minimize the difference between the trial den-
sity, ñ(r), and the target density, n(r), we restrict ñ(r) in
the least-squared sense through the constraint

C1 :=
1
2

∫
[n(r)− ñ(r)]2dr (4)

while preserving the orthogonality of the orbitals:

C2 :=
∫

ψ
∗
i (r)ψ j(r) dr = δi j (5)

Note that we employ distinct α- and β -spin orbitals in this
formalism, but the density constraint only pertains to the
total density. We also note that the density constraint is
not unique; other forms of the constraint C1 have also
been proposed.41,42

We define an augmented Lagrange functional of the
density as

L [ñ(r),λ,µ;n(r)] = Ts[ñ(r)]−λTC[ñ(r);n(r)]

+
1
µ
||C[ñ(r);n(r)] ||2 (6)

where C represents a vector comprised of the constraints
C1 and C2, λ represents a vector of Lagrange multipli-
ers associated with these constraints, and µ represents a
(non-negative) penalty parameter. The Lagrangian den-
sity functional is minimized via a two-step iterative algo-
rithm similar to the first-order semi-definite programming
scheme presented in Ref. 69. The first step involves find-
ing the set of orbitals {ψ(k)

i (r)}N
i=1 corresponding to the

density function ñ(k)(r) that minimizes Eq. 6 for a fixed set
of Lagrange multipliers λ(k) and penalty parameter µ(k).
Here, k is a positive integer denoting the iteration index.
In the second step, the Lagrange multipliers are updated
by a first-order correction, provided that the maximum
absolute error in the constraints has decreased by a factor

of four, relative to the maximum absolute error in the con-
straints in the previous iteration; otherwise, the Lagrange
multipliers are not updated:

λ
(k+1)
I =

λ
(k)
I −

2C(k+1)
I

µ(k) , if maxI{|C
(k+1)
I |}

maxI{|C
(k)
I |}

< 0.25

λ
(k)
I , otherwise

(7)

Here, the index, I, refers to a given constraint. Similarly,
in the case that the maximum absolute error in the con-
straints decreases as described above, the penalty param-
eter remains fixed; otherwise, it is reduced:

µ
(k+1) =

µ(k), if maxI{|C
(k+1)
I |}

maxI{|C
(k)
I |}

< 0.25

ξ µ(k), otherwise
(8)

The parameter ξ is a real random number between 1
8 and

1
12 . These two steps are repeated until the contraints are
satisfied to within a given threshold. Note that the semi-
colon in Eq. 6 denotes the parametric dependence of the
functional on the reference density function, which is held
fixed throughout the optimization.

As discussed in Ref. 41, the constraint C1 can be inter-
preted as a driving force that directs the trial density ñ(r)
toward the target density n(r) throughout the CS proce-
dure. As demonstrated in the Appendix, in the present
case, this driving force can be interpreted as an effective
potential, ṽ0(r), which is defined as

ṽ0(r) :=
δC1

δ ñ
= n(r)− ñ(r) (9)

As the CS proceeds, the difference between the trial and
reference densities approaches zero, and the optimal den-
sity at ñ = n has associated with it a set of orbitals that
satisfy the KS-like equations

[−1
2

∇
2 + veff(r)]ψi(r) = εiψi(r) (10)

The exact definition of the effective potential, veff(r), is
given in the Appendix.

In comparison with the iterative first-order minimiza-
tion adopted in this study, the procedure employed by
Zhao and Parr41 and Zhao, Morrison and Parr42 utilizes
a Lagrangian that is not augmented by a penalty param-
eter. Instead, the optimization is performed via a Tay-
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lor expansion of the constraints as a function of the La-
grange multiplier associated with the density constraint
and extrapolation techniques. We demonstrate in the Ap-
pendix that, in the limit that the constraints are satisfied,
the present augmented Lagrangian formalism leads to the
KS-like equations defined by Eq. 10, which are similar to
those obtained using the formalism of Refs. 41 and 42.

The CS formalism described above is strictly valid in
the limit of a complete basis. In this regime, any phys-
ical density is representable by a single-determinant of
KS orbitals.17 The present study, however, employs finite
sets of basis functions, and, as a result, the constraint C1

cannot be satisfied to arbitrary accuracy. This limitation
slightly changes the mechanism for exiting the iterative
two-step procedure outlined above. In this case, the iter-
ations will either terminate if C1 is satisfied to within a
given threshold or if the penalty parameter falls below a
preselected value (1×10−20). In Sec. 4, we provide nu-
merical evidence that this basis set effect has little practi-
cal impact. That is, the errors displayed by approximate
density functions obtained via the CS are far smaller in
magnitude than those associated with approximate den-
sities obtained via conventional KSDFT. This observation
holds for all approximate density functionals considered
in this study.

2.2 A kinetic-energy-based density error metric

Given the exact density, n(r), the correlation energy of the
system can be defined, in the DFT sense, as the difference
between the exact energy and that of the non-interacting
system. Even without knowledge of the exact exchange-
correlation functional, the form of the kinetic contribution
to the correlation energy, Tc[n(r)], is well defined43,70

Tc[n(r)] = T [n(r)]−Ts[n(r)]> 0 (11)

In a finite basis, however, Tc[n(r)] and Ts[n(r)] are ill de-
fined if n(r) represents the exact density, as this target
cannot be exactly reproduced by any trial non-interacting
density. We therefore introduce a new functional

∆[ñ(r);n(r)] := T [n(r)]−Ts[ñ(r)] (12)

which can serve as a finite-basis approximation to Tc[n(r)]
as ñ(r) approaches n(r); it is clear that ∆[ñ(r);n(r)] is

asymptotic to the kinetic correlation energy when δn(r)→
0. Thus, a reasonable measure of the error in the approx-
imate density, ñ(r), is the difference between these two
quantities, which reduces to the non-interacting kinetic
energy difference calculated for the exact and approxi-
mate densities:

ϒ[ñ(r);n(r)] := ∆[ñ(r);n(r)]−Tc[n(r)]

= Ts[n(r)]−Ts[ñ(r)]
(13)

For practical calculations in finite basis sets, Ts[n(r)] is
ill defined, but n(r) can be replaced by the closest non-
interacting density (which is the best possible KS density),
which can be obtained via the procedure outlined in the
previous subsection.

3 Computational Details

The CS procedure was implemented as a plugin to
the PSI4 quantum chemistry package.71 We considered
the molecular set of Mezei et al.12 to evaluate the ef-
ficacy of the kinetic-energy-based error quantification.
The augmented correlation-consistent polarized-valence
quadruple-ζ (aug-cc-pVQZ) basis was used for calcula-
tions involving these molecules, the geometries of which
were taken from Ref. 12. We also considered the case
of molecular nitrogen in three smaller basis sets (6-31G,
aug-cc-pVDZ, and aug-cc-pVTZ), and additional compu-
tations were performed on atomic/ionic systems within
the augmented correlation-consistent polarized weighted-
core-valence quintuple-ζ (aug-cc-pwCV5Z) basis set. The
reference densities were obtained from coupled-cluster
with singles and doubles (CCSD) computations in the rel-
evant basis set. Higher excitations in the reference com-
putations have been considered by Ref. 12, but it has been
argued13 that their presence does not affect the qual-
itative conclusions about the predicted densities in the
atomic and molecular systems considered herein. The
only exception is for a study involving the dissociation of
molecular nitrogen, for which CCSD would provide inad-
equate accuracy; in this case, the reference densities were
taken from full configuration interaction (FCI) computa-
tions performed within the 6-31G basis set. In all com-
putations, densities were represented in real space with
PSI4’s default Treutler-Lebedev (75,302) grid.

4 | 1–13Journal Name, [year], [vol.],
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4 Results and Discussion

4.1 Representability of the density in finite basis sets

As argued in Ref. 17, one of the peculiarities of density er-
ror quantification in KSDFT is the fact that, in a finite basis
set, a KSDFT-derived density cannot reproduce the exact
density, or any other correlated density, computed within
the same finite basis set. Here, we employ Levy’s CS to nu-
merically demonstrate that this formal restriction is prac-
tically irrelevant. That is, the best possible KS density ma-
trix, obtained from the CS, is far more accurate than other
approximate density matrices derived from conventional
KSDFT computations with common density functionals.

Figure 1 depicts errors in DFT-derived densities along
the bond axis of molecular nitrogen, as computed in three
different basis sets. Approximate densities are taken from
the CS and from conventional KSDFT using the PBE,72

TPSS,73–75 and B3LYP76,77 functionals, and the reference
density is obtained from CCSD. In each case, the CCSD,
CS, and KSDFT calculations were carried out in the same
basis set. The CS produces non-interacting densities that
are highly accurate in all basis sets. On the other hand,
each approximate density functional leads to substantial
density errors in the vicinity of the nuclei; these errors
can be orders of magnitude larger than those displayed
by the “best possible” density (note that the CS density
errors in Fig. 1 have been scaled by a factor of 50). For
example, within the aug-cc-pVQZ basis set [Fig. 1(c)],
the maximum absolute errors displayed by the CS, B3LYP,
PBE, and TPSS are 0.002, 0.067, 0.195, and 0.403 a.u.,
respectively. Hence, in contrast to what is stated in the
literature,17 the CS-derived density can accurately repro-
duce the exact density within a finite basis set. This obser-
vation suggests that the errors in approximate densities
obtained via approximate density functionals may have
more to do with the approximate nature of the function-
als than with the formal issue of the representability of a
correlated density within a finite basis set.

4.2 Ts, Tc, and density error quantification

Given an exact reference density, the CS formalism yields
not only the exact non-interacting density, but also the
exact non-interacting and correlation kinetic energies. In
a complete basis set, the functional ∆[ñ(r);n(r)] provides
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Fig. 1 Errors in densities obtained from various DFT approxi-
mations for molecular nitrogen within the (a) aug-cc-pVDZ, (b)
aug-cc-pVTZ, and (c) aug-cc-pVQZ basis sets.
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an approximation to the kinetic correlation energy, and
∆[ñ(r);n(r)] ∼ Tc[n(r)] as ñ(r) → n(r). In a finite basis
set, Tc[n(r)] is ill defined, but ∆[ñ(r);n(r)] can still provide
an accurate estimate of Tc[n(r)] if ñ(r) is the best possi-
ble non-interacting approximation to n(r), which can be
obtained from the CS. In this section, we evaluate ap-
proximate non-interacting and correlation kinetic ener-
gies for a variety of atomic and molecular systems, and
we demonstrate that these values, obtained within stan-
dard finite basis sets, are comparable in quality to “ex-
act” values taken from Ref. 43. We also demonstrate that
the approximate non-interacting kinetic energy obtained
from the CS can be used to gauge the degree of density-
driven error resulting from standard KSDFT with common
approximate density functionals.

Table 1 provides numerical estimates of interacting,
non-interacting, and correlation kinetic energies for sev-
eral two-electron atomic ions, as well as literature val-
ues for the same ions.43 In the present computations,
the “exact” reference density (denoted nCC) is obtained
at the CCSD / aug-cc-pwCV5Z level of theory, and the
corresponding (approximate) non-interacting kinetic en-
ergy and density (denoted ñCS) are obtained from the CS.
Literature values for kinetic energies, as well as the den-
sity (denoted n), are assumed to be exact. We find that
∆[ñCS;nCC] reasonably approximates Tc[n] for each ion (to
≈ 0.001 Eh). An interesting comparison is that between
the non-interacting kinetic energies from Ref. 43 and the
present computations; the difference between these val-
ues (ϒ[ñCS;n] = Ts[n]− Ts[ñCS]) can be interpreted as a
measure of the incompleteness of the one-electron basis
employed herein. The numerical values of ϒ[ñCS;n] are
roughly 0.001–0.002 Eh, a difference that agrees reason-
ably well with the difference between the exact literature
value for Tc[n] and our estimate for this value, ∆[ñCS;nCC].

Table 2 provides interacting, non-interacting, and cor-
relation kinetic energies for a set of small molecules. This
set was chosen because the systems that comprise it were
the subject of a previous study on density error quantifi-
cation in KSDFT12. Estimates of the non-interacting and
correlation kinetic energies for these molecules, gener-
ated as a byproduct of the CS, are tabulated in Table 2. To-
tal kinetic energies were taken from reference CCSD com-
putations, which were performed within the aug-cc-pVQZ

basis set. Non-interacting kinetic energies, Ts, were ob-
tained from the CS procedure, which was also performed
within the aug-cc-pVQZ basis set, with the CCSD density
serving as the target density. The functional ∆[ñCS;nCC]

then provides an estimate of the kinetic correlation en-
ergy. The molecules are arranged in order of increasing
numbers of electrons (N), and we note a general increase
in the approximate kinetic correlation energy per electron
with increasing N.

We now consider the non-interacting kinetic energy as
a metric to assess the quality of approximate density func-
tionals and explore its behavior relative to other density
error metrics. For this purpose, we first consider the
dissociation of molecular nitrogen, as described by FCI
and KSDFT (using the B3LYP,76,77 PBE,72 and TPSS73–75

functionals) within the 6-31G basis set. Figure 2 de-
picts the interacting kinetic energy from FCI and non-
interacting kinetic energies, kinetic energy errors, and
density errors associated with both restricted [Figs. 2(a),
2(c), and 2(e)] and unrestricted [Fig. 2(b), 2(d), and
2(f)] KSDFT as a function of the N–N distance. Here,
“density error” refers to the integral absolute density er-
ror per electron (N−1 ∫ |ñKS− nCC| dr). Also included in
Figs. 2(a) and 2(b) are the non-interacting kinetic ener-
gies generated via the CS procedure that employed FCI
target densities.

First, we note that the non-interacting kinetic energies
generated via the CS agree reasonably well with the inter-
acting kinetic energies from FCI over the entire range of
bond lengths considered, despite the strongly-correlated
nature of this problem and the extremely small basis set
utilized in the study. Small deviations between the FCI
and CS curves can be attributed to both a lack of kinetic
correlation energy in the CS curves and, to a lesser extent,
the numerical challenges associated with performing the
CS procedure in such a small basis set.

Figures 2(c) and 2(d) provide ϒ[ñKS; ñCS] values for
restricted and unrestricted KSDFT, respectively. Non-
interacting kinetic energies from restricted calculations
deviate significantly from those obtained via the CS, while
the kinetic energies obtained from unrestricted calcula-
tions are in much better agreement with the CS values,
at least beyond the Coulson-Fischer point. If ϒ[ñKS; ñCS]

is used as a measure of the quality of the solution, unre-
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Table 1 Interacting, non-interacting, and correlation kinetic energies (Eh) for two-electron atomic ions.

Ref. 43 this worka,b

Ts[n] T [n] Tc[n] Ts[ñCS] T [nCC] ∆[ñCS;nCC] ϒ[ñCS;n]
B3+ 21.9885 22.0310 0.0424 21.9872 22.0290 0.0417 0.0013
C4+ 32.3631 32.4062 0.0432 32.3615 32.4038 0.0423 0.0016
N5+ 44.7381 44.7814 0.0434 44.7360 44.7787 0.0427 0.0021
O6+ 59.1126 59.1566 0.0440 59.1105 59.1536 0.0431 0.0021
F7+ 75.4871 75.5317 0.0446 75.4852 75.5286 0.0434 0.0019

a nCC denotes the CCSD / aug-cc-pwCV5Z reference densities employed in this work
b ñCS denotes the non-interacting density that most closely approximates nCC

Table 2 Interacting, non-interacting, and correlation kinetic en-
ergies (Eh) of small molecules calculated within aug-cc-pVQZ
basis set.

T [nCC] Ts[ñCS] ∆[ñCS;nCC] ∆[ñCS;nCC]/N
H2 1.1737 1.1407 0.0330 0.0165
LiH 8.0116 7.9648 0.0468 0.0117
Li2 14.8678 14.8186 0.0492 0.0082
BH3 26.5228 26.3893 0.1335 0.0167
H2O 76.3198 76.0821 0.2376 0.0238
HF 100.3178 100.0655 0.2523 0.0252
LiF 107.2281 106.9580 0.2702 0.0225
CO 113.1188 112.8054 0.3133 0.0224
N2 109.3504 109.0357 0.3147 0.0225
F2 200.3795 199.8950 0.4845 0.0269

stricted KSDFT is clearly preferable to restricted KSDFT,
and, of the functionals considered, TPSS and B3LYP pro-
vide the best results in the dissociation limit, while PBE
exhibits slightly higher errors in this regime. An interest-
ing question is whether similar conclusions can be drawn
from a purely density-based error metric; it seems that the
answer to this questions is that they can be, in part. First,
the density error indicates that unrestricted calculations
are preferable to restricted ones, in agreement with the
ϒ[ñKS; ñCS]-based analysis. However, the relative rankings
of the functionals predicted by ϒ[ñKS; ñCS] and the den-
sity error are different. For example, beyond the Coulson-
Fischer point, the density error predicts that unrestricted
PBE is the highest-quality functional and that unrestricted
B3LYP performs the worst in this region; the opposite con-
clusions can be drawn from Fig. 2(d).

In order to fully understand the discrepancy in the den-

sity functional rankings inferred from Fig. 2, we apply
four size-intensive density-based error metrics and an ex-
panded set of functionals to the molecular test set consid-
ered in Ref. 12. Specifically, we consider the mean abso-
lute kinetic energy error per electron,

εKE := M−1
M

∑
i=1

(N−1|ϒ[ñKS; ñCS]|)i, (14)

the mean integral absolute density error per electron,

εD := M−1
M

∑
i=1

(N−1
∫
|ñKS−nCC| dr)i, (15)

the mean integral absolute gradient error per electron,

εG := M−1
M

∑
i=1

(N−1
∫
||∇ñKS|− |∇nCC|| dr)i, (16)

and the mean integral absolute Laplacian error per elec-
tron,

εL := M−1
M

∑
i=1

(N−1
∫
|∇2ñKS−∇

2nCC| dr)i. (17)

Here, ñKS represents the density obtained from a stan-
dard KSDFT computation with an approximate density
functional, and the sums run over all M systems of the
molecular test set. In Fig. 3, these errors are scaled
such that the errors associated with the local spin-density
approximation (LSDA) are unity. As representative den-
sity functionals, we choose several from multiple rungs
of Jacob’s ladder, including LSDA (SVWN3,78–80 not pic-
tured in Fig. 3), GGA (PW91,81 PBE, BP86,76,82 and
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Fig. 2 Interacting and non-interacting kinetic energies for the
dissociation of molecular nitrogen computed via FCI and the
CS, as compared to non-interacting kinetic energies from (a) re-
stricted and (b) unrestricted KSDFT. Differences between non-
intacting kinetic energies from the CS and restricted and unre-
stricted KSDFT are given in panels (c) and (d), respectively. The
integral absolute density errors per electron associated with the
restricted and unrestricted KSDFT solutions are given in panels
(e) and (f), respectively.

BLYP76,77), meta-GGA (TPSS, MS0,83 SCAN,84 M06-L,85

and PKZB86), hybrid-(meta)-GGA (M06-2X,87 B3LYP,
SOGGA11-X,88 TPSSh,89 and PBE090,91), and range-
separated hybrid (CAM-B3LYP,92 ωPBE,93 ωB97X,94

LC-VV10,95 and HSE0696,97) functionals. We also con-
sider the Hartree-Fock (HF) approximation.

Figure 3 illustrates the normalized εD, εG, εL, and εKE

errors displayed by each functional listed above when
they are applied to the ground electronic states of the
molecular set of Mezei et al..12 First, no matter what met-
ric is utilized, all functionals, including HF, outperform
SVWN3 (i.e., all normalized errors are less than unity),
which is consistent with the observations of Ref. 12. Sec-
ond, as Table 3 indicates, we observe improvements in εD,
εG, εL errors as the functionals move up Jacob’s ladder.
On average, hybrid functionals perform better than meta-
GGA functionals, which perform better than GGA func-
tionals. We also note that range-separated hybrid func-
tionals, on average, perform similarly to hybrid function-
als. The εKE metric, on the other hand, does not display
such behavior. All functionals (including HF) perform bet-
ter than SVWN3, but the average errors corresponding to
each class of functional are comparable. Because we inter-
pret εKE as a measure of density-driven error, we conclude
that, for the ground states of the molecules that comprise
the Mezei set, the density-driven error is comparable for
all functional classes (aside from LSDA).

The lack of correlation between εKE and the other er-
ror metrics reflects the fact that the latter ones implic-
itly contain contributions from both density-driven and
functional-driven error, while the former measures only
density-driven error. This conclusion is supported by an
analysis of these same systems using the density-driven
error metric of Ref. 18, which is defined as the differ-
ence in the total energy (evaluated with an approximate
density functional) using the approximate and exact den-
sities. Because the exact density is often inaccessible,
the Hartree-Fock density is offered as a proxy for the ex-
act density in that work; accordingly, we define the size-
intensive error metric, ∆ED, as

∆ED := M−1
M

∑
i=1

[N−1(EKS[ñKS]−EKS[ñHF])]i, (18)

where EKS[·] represents the total energy evaluated using
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Fig. 3 Density errors for a set of small molecules, as measured by normalized εD, εG, εL, and εKE values.

an approximate density functional, and ñHF represents the
HF density. As shown in Table 3, the density-driven error
∆ED does not consistently improve with increasing sophis-
tication of the form of the approximate density function-
als, as is observed for εD, εG, or εL. While this behavior
is somewhat similar to that observed for εKE, the varia-
tion in ∆ED accross functional classes is much larger. It is
unclear how reliable ∆ED is as a measure of the density-
driven error in this case, though, as the HF density hardly
approximates the exact density for these systems. Aside
from SVWN3 and BLYP, HF presents the largest εD and εG

errors, and the εKE suggests that the density-driven error
in HF is comparable to that of all other functionals con-
sidered.

Table 3 Density errors for a set of small molecules, as measured
by averaged and normalized εD, εG, εL, εKE, and ∆ED values.

functional form εD εG εL εKE ∆ED
GGA 0.71 0.47 0.37 0.18 0.89
meta-GGA 0.52 0.37 0.32 0.21 0.66
hybrid 0.38 0.30 0.27 0.19 0.78
range-separated 0.39 0.31 0.28 0.16 0.85

5 Conclusions

The controversial work of Medvedev et al.9 has spurred
a number of studies on density error quantification in
KSDFT. The contentious nature of that paper notwith-
standing, it echoed important previous observations98,99

that a lack of physical insight and unsatisfied universal
constraints100,101 in some popular empirical density func-
tionals can lead to inaccurate densities, despite accurate
predictions of ground state energies. Several groups have
followed up upon multiple aspects of Ref. 9, including
the chemical relevance of the errors analyzed therein,12

the somewhat subjective nature of density error metrics
in general,18 and the formal issue of the representability
of the exact density within a finite basis set.17

In this work, we have used Levy’s CS within finite basis
sets to obtain the best possible KS densities, and we have
compared these densities to those generated by common
approximate density functionals. We have numerically
demonstrated that the best possible non-interacting den-
sity is orders of magnitude more accurate than approxi-
mate densities obtained with common density functionals.
Moreover, we have demonstrated that the non-interacting
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kinetic energy that is generated as a byproduct of the CS
can be used as a measure of the density-driven error as-
sociated with an approximate KSDFT solution. Density
error analysis applied to a set of small molecules reveals
that the density-driven error is largely independent of the
sophistication of the approximate functionals (aside from
the lowest rung of Jacob’s ladder, the LSDA). Thus, im-
provements in the quality of the density (as measured
by the density itself, the gradient of the density, or the
Laplacian of the density) are attributable to a reduction
in functional-driven error with increasing sophistication
of the functional. Along these lines, these results also sug-
gest that a small density-driven error, as measured by the
non-interacting kinetic energy, does not necessarily guar-
antee a small error in the total energy or other chemi-
cal properties, as a good description of Ts could be coun-
terbalanced by a poor exchange-correlation energy; sim-
ilarly, a large density-driven error does not preclude an
accurate description of chemical properties, provided that
the exchange-correlation energy compensates for these
errors. Lastly, we note that, by considering both spin-
restricted and spin-unrestricted KSDFT calculations, one
can use the kinetic-energy-based error analysis to isolate
contributions to density-driven error stemming from spin
restrictions.

A Derivation of Constrained Search
Kohn-Sham Density Functional The-
ory Equations

In this Appendix, we demonstrate that the augmented La-
grangian of Eq. 6 that defines the CS procedure implies
a set of KS-like equations, at least in the limit of a com-
plete basis set. We begin by substituting explicit defini-
tions of the least-squared density-difference and orthogo-
nality constraints, C1, and C2, respectively, into Eq. 6:

L [ñ(r),{ψi(r)},{εi j},λ ,µ;n(r)] =− 1
2

N

∑
i=1
〈ψi|∇2|ψi〉

−λ

 1
2

∫ [
n(r)−

N

∑
i=1
|ψi(r)|2

]2

dr

+
1

4µ

∣∣∣∣∣∣
∫ [

n(r)−
N

∑
i=1
|ψi(r)|2

]2

dr

∣∣∣∣∣∣
2

−
N

∑
i=1

N

∑
j=1

εi j (〈ψi|ψ j〉−δi j)+
1
µ

N

∑
i=1

N

∑
j=1
|(〈ψi|ψ j〉−δi j)|2

(19)

Here, εi j and λ represent undetermined Lagrange multi-
pliers, and µ is the penalty parameter. Allowing linear
variation in the finite set of orbitals, {ψi}

|ψ〉 → |ψ〉+ |δψ〉 (20)

the variational principle dictates that102

δL = 0 (21)

Therefore, one can write

δ

− 1
2

N

∑
i=1
〈ψi|∇2|ψi〉−λ

 1
2

∫ [
n(r)−

N

∑
i=1
|ψi(r)|2

]2

dr



+
1

4µ

∣∣∣∣∣∣
∫ [

n(r)−
N

∑
i=1
|ψi(r)|2

]2

dr

∣∣∣∣∣∣
2

−
N

∑
i=1

N

∑
j=1

εi j (〈ψi|ψ j〉−δi j)

+
1
µ

N

∑
i=1

N

∑
j=1
|(〈ψi|ψ j〉−δi j)|2

}
= 0

(22)

in which, the δ , acting on the expression within the
curly braces, stands for the functional differential opera-
tor (without any indices) and should not be confused with
the Kronecker delta tensor δi j. Performing simple calculus
and interchanging dummy indices where necessary, one
obtains[
−1

2
∇

2 +

(
λ − C1

µ

)
ṽ0(r)

]
ψi(r) =

N

∑
j=1

[
εi j−

2C2

µ

]
ψ j(r) (23)

where ṽ0(r) can be interpreted as an the effective poten-
tial generated due to the approximate nature of the trial
density, ñ(r) (see Eq. 9 for the definition of ṽ0(r)). Note
that the reference density n(r) is fixed during the func-
tional differentiation, as mentioned in Sec. 2. At the sta-
tionary point where ñ = n, C1 and C2 will be satisfied and
vanish. Therefore, while the penalty parameter µ may be-
come small, it remains finite, and the second term on the
right-hand side of Eq. 23 (2C2/µ) and the third term on
the left-hand side of Eq. 23 (C1/µ) also vanish. Simulta-
neously, δn→ 0, and one can write

veff(r) = lim
ñ→n

[(
λ − C1

µ

)
ṽ0(r)

]
(24)

which is the definition of the effective potential veff(r)
mentioned in Eq. 10 of the main text. In this way, Eq.
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23 can be recast as[
−1

2
∇

2 + veff(r)
]

ψi(r) = εi jψ j(r) (25)

Since Lagrangian functional L is real and the orthogonal-
ity integrals are symmetric, the matrix of Lagrange multi-
pliers ε is Hermitian, i.e.,102

εi j = ε
∗
ji (26)

Hence, there exists a unique unitary transformation ma-
trix U that diagonalizes the matrix ε to εd as

εd = U†εU (27)

Using the corresponding canonical set of non-interacting
KS orbitals, KS-like equations, which are of the same form
as those derived in Ref. 41, can be obtained from Eq. 25.
Note that this parallel to Ref. 41 is only strictly valid in the
complete basis set limit, where we can reasonably expect
C1→ 0 and δn→ 0 at convergence.
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