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The Addition of Methanol to Criegee Intermediates†

Gustavo J. R. Aroeira, Adam S. Abbott, Sarah N. Elliott, Justin M. Turney, and Henry F.
Schaefer III∗

Bimolecular reactions involving stabilized Criegee intermediates (SCI) have been the target of
many studies due to the role these molecules play in atmospheric chemistry. Recently, kinetic
rates for the addition reaction of the simplest SCI (formaldehyde oxide) and its methylated ana-
logue (acetone oxide) with methanol were reported both experimentally and theoretically. We re-
examine the energy profile of these reactions by employing rigorous ab initio methods. Optimized
CCSD(T)/ANO1 geometries are reported for the stationary points along the reaction path. Ener-
gies are obtained at the CCSD(T)/CBS level of theory. Contributions of full triple and quadruple
excitations are computed to assess the convergence of this method. Rate constants are obtained
using conventional canonical transition state theory under the rigid rotor harmonic oscillator ap-
proximation and with the inclusion of a one-dimensional hindered rotor treatment. These correc-
tions for internal rotations have a significant impact on computed kinetic rate constants. With this
approach, we compute rate constants for the addition of methanol to formaldehyde oxide (H2COO)
and acetone oxide [(CH3)2COO] at 298.15 K as (1.2±0.8)×10−13 and (2.8±1.3)×10−15 cm3 s−1,
respectively. Additionally, we investigate the temperature dependence of the rate constant, con-
cluding that the transition state barrier height and tunneling contributions shape the qualitative
behaviour of these reactions.

1 Introduction
Carbonyl oxides, commonly known as Criegee intermediates
(CI), first gained attention as intermediates in the ozonolysis of
alkenes.1 The detailed study of these molecules was made vi-
able by the development of strategies to produce them in labo-
ratory.2,3 Now, the major source of atmospheric CIs is thought
to be the oxidation of alkenes by ozone,4 and the role of these
molecules, as well as their stabilities, have been the target of de-
bate in recent years.

Many of the Criegee intermediates produced through ozonoly-
sis have high internal energy (“hot CI") and will rapidly undergo
unimolecular reactions. However, a significant fraction (around
42% for the simplest CI, H2COO) is predicted to be collisionally
stabilized,5 and thus can participate in bimolecular reactions. It
was also observed that, for some alkenes precursors, there is a
nascent fraction of CIs formed with insufficient internal energy
to surpass unimolecular reactions barriers.6 Therefore, stabilized
Criegee intermediates (SCI) could be formed when ozone reacts
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with alkenes in the atmosphere.7 These SCIs are expected to react
with others gases, such as sulfur dioxide (SO2) to produce sulfuric
acid (H2SO4), which can contribute to aerosol formation.8 The
important role SCIs may play in tropospheric chemistry has moti-
vated several studies to examine its reactions with species such as
H2O,9–13 SO2,3,14–17 NO2,3,14 NH3,18,19 carboxylic acids,20,21

aldehydes22,23 and alcohols.24–26 These studies show that the
reaction rate depends strongly on the structure of the SCI.27 For
example, the anti conformer of acetaldehyde oxide (CH3CHOO)
is more reactive towards water than its syn conformer.14 More-
over, acetone oxide [(CH3)2COO], unlike the simplest CI, is rela-
tively unreactive towards water, but rapidly reacts with SO2.28,29

Unimolecular decomposition can account for more than half of
SCI loss in the atmosphere.30 Despite the relatively slow reaction
rate, the reaction with water is thought to be the major sink of
the remaining SCIs,31 as water is ubiquitous in the atmosphere.

The reaction of CIs and alcohols is known to produce α-
alkoxyalkyl hydroperoxides and peracids. Neeb and cowork-
ers noticed that methoxymethyl hydroperoxide (MMHP) is ob-
tained when ozonolysis of ethene takes place in the presence
of methanol.32 They attributed this product to the reaction of
methanol with the simplest CI, formaldehyde oxide. This chem-
istry is also likely to take place in nature, because alcohols are
commonly found in the atmosphere and methanol is the most
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abundant organic component after methane.33 Moreover, since
both alcohols and alkenes are released from biogenic sources,
such as plant emissions,34 one may expect considerable co-
location of alcohols and SCIs.24

The reaction of SCIs with organic compounds, such as alcohols,
will often generate low-volatility products that can contribute to
secondary aerosol formation.35,36 The atmosphere offers an ex-
tensive range of possibilities for bimolecular reactions involving
SCIs. Consequently, several kinetic studies have been performed
to determine which reactions are significant sinks for Criegee in-
termediates. Tobias and Ziemman measured the relative rate
of reactions of several molecules with a long-chain SCI and the
observed rates increased in the order: water � methanol < 2-
propanol � formaldehyde < formic acid < heptanoic acid.37

McGillen and coworkers used cavity ring down spectroscopy to
measure kinetics for reactions of SCI and alcohols over a range
of temperature and pressures.24 They found a negative tempera-
ture dependence for the rate of addition of methanol to formalde-
hyde oxide (H2COO). On the other hand, the rate of addition of
methanol to acetone oxide [(CH3)2COO] presented both positive
and negative temperature dependence, where the reaction rate
decreases until an inflection point (around 300 K), after which
it increases with temperature. In that same study, ethanol ad-
dition to SCIs was also examined, but they concluded that the
chain length on the alcohol does not affect the reaction rate
significantly.24 In a more recent work, Tadayon, Foreman and
Murray used a flash photolysis flow reactor to measure the rate
for the addition of alcohols to SCI.25 They found rate constants
of (1.4± 0.4)× 10−13 cm3 s−1 and (2.3± 0.6)× 10−13 cm3 s−1

for the reaction of formaldehyde oxide at 295 K with methanol
and ethanol respectively,25 in good agreement with the work by
McGillen and coworkers.24

Both experimental studies described above also provided sup-
porting ab initio computations. Tadayon and coworkers reported
energies for the formaldehyde oxide reaction with methanol at
the CCSD(T)/aug-cc-pVTZ level of theory using CCSD/cc-pVDZ
geometries. McGillen and coworkers computed relative energies
for the addition of methanol to both formaldehyde oxide and
acetone oxide at DF-LCCSD(T)-F12a/aug-cc-pVTZ level of theory
on B3LYP/aug-cc-pVTZ geometries.24 For both reactions, the pre-
reactive complex and transition state barrier were each observed
to lie energetically below the reactants. Zero-point vibrational
energy corrections, however, were not included in the relative
energies of the reaction surface. The authors acknowledge that a
more rigorous treatment for this system is needed.

Indeed, past literature results indicate that reactions involving
SCIs are particularly sensitive to the treatment of electron corre-
lation. Although CCSD(T) is capable of reproducing the experi-
mental geometry of the simplest SCI,38 some studies indicate that
the excitations beyond perturbative triples contribute significantly
to the energy of transition states involving SCIs. For example,
in the 1,4-hydrogen transfer reaction of the propionaldehyde ox-
ide (CH3CH2CHOO), the inclusion of full triples and perturbative
quadruples elevated the transition state by 0.43 kcal mol−1.39

Moreover, this correlation treatment further raises barriers by
0.70 kcal mol−1 when formaldehyde oxide (H2COO) reacts with

water40 and 0.84 kcal mol−1 when it reacts with ammonia.18

This suggests that, due to the complicated electronic structure of
SCIs, corrections for electron correlation beyond CCSD(T) may
be necessary to achieve quantitative results.

In this work, we use high-level theoretical methods to study the
potential energy surface of the reaction of formaldehyde oxide
(H2COO) and acetone oxide [(CH3)2COO] with methanol:

CH3OH+H2COO−−→ CH3OCH2OOH (R1)

CH3OH+(CH3)2COO−−→ CH3OC(CH3)2OOH (R2)

These results are used to discuss differences observed in the kinet-
ics based on the structure of the Criegee intermediate involved.

2 Computational Methods
Geometries for each species investigated were optimized via ana-
lytic gradients using coupled cluster theory with single, double,
and perturbative triple excitations [CCSD(T)] and the roughly
triple-ζ quality variant of the atomic natural orbital basis set
(ANO),41,42 commonly denoted as ANO1. The convergence of
single-point energies with respect to basis set and level of the-
ory was observed by employing the Focal Point Approach (FPA)
of Allen and coworkers.43–45 For each species Hartree–Fock en-
ergies were calculated using the Dunning correlation consistent
basis sets,46 cc-pVXZ (X = D, T, Q, 5). Correlation energies were
obtained using second-order Møller–Plesset perturbation theory
(MP2), CCSD, and CCSD(T) with the cc-pVXZ (X = D, T, Q) basis
sets. The subsequent complete basis set limit (CBS) extrapolation
used a three-point formula for SCF energies47,48 and two-point
formula for correlation energies.49 All computations of energy
and geometry optimizations were perfomed using the frozen core
approximation. Energies are presented at the CCSD(T)/CBS+∆

level of theory, where ∆ stands the for additive corrections:

∆ = ∆ZPVE +∆CORE +∆DBOC +∆REL

Zero-point vibrational energy corrections (∆ZPVE) in the harmonic
approximation were obtained using CCSD(T) level of theory with
ANO1 basis set for reaction R1 and with the ANO0 basis set for
reaction R2. The correction for the frozen core approximation
(∆CORE) was estimated as the difference between the all-electron
(AE) and frozen-core (FC) energies using a weighted core-valence
cc-pwCVTZ basis set:50

∆CORE = EAE-CCSD(T)−EFC-CCSD(T)

The diagonal Born–Oppenheimer correction (∆DBOC) was ob-
tained at the CCSD level using the ANO0 basis set.51,52 Correc-
tions for scalar relativistic effects (∆REL) were computed using the
spin-free X2C-1e method with an X2C-recontracted correlation-
consistent cc-pCVTZ basis set.53–58 The relativistic correction was
taken as:

∆REL = EAE-CCSD(T)/X2C-1e−EAE-CCSD(T)

Finally, contributions of full triple and perturbative quadruple
excitations (∆T(Q)) were computed to test the reliability of the
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CCSD(T) method for these reactions and to estimate the error
associated with electron correlation. Energies including this cor-
rection are denoted as CCSD(T)/CBS+∆+∆T(Q). This computa-
tion was performed using the cc-pVDZ and 6-31G* basis sets, for
reactions R1 and R2 respectively, as follows:

∆T(Q) = ECCSDT(Q)−ECCSD(T)

The MOLPRO 2010.1 package59 was used to compute
CCSD(T)/cc-pVXZ single point energies used in the FPA. Geome-
try optimization and additive corrections, including CCSDT(Q)
computations were performed using the CFOUR 2.0 quantum
chemistry package.60 Torsional scans, utilized in the construc-
tion of partition functions, were computed using the density fitted
second-order Møller–Plesset perturbation theory (DF-MP2) with
the cc-pVTZ basis set available in the Psi4 package.61 The rota-
tional scans are available in our supporting information (Figures
S1–S31); only torsions with barriers lower than 15 kcal mol−1

were treated with the one-dimensional hindered rotor approach.
These modes were projected from the CCSD(T) Hessian (ANO1
or ANO0 for reaction R1 and R2, respectively). With the resulting
frequencies, CCSD(T)/ANO1 geometry, and energy profiles for
the hindered rotors as input parameters, the Master Equation Sys-
tem Solver (MESS) code enabled us to solve for one-dimensional
hindered rotor partition function.62,63

3 Results and Discussion

3.1 Geometries

Selected geometric parameters obtained for the two Criegee in-
termediates studied in this work are presented in Figure 1. The
formaldehyde oxide (H2COO) CCSD(T)/ANO1 optimized struc-
ture agrees very well with the experimental geometry determined
by Nakajima and coworkers.38 The CCSD(T)/ANO1 bond length
for C−O is just 0.005 Å longer than the experimental value, while
the B3LYP/aug-cc-pVTZ structure underestimates the C−O bond
length by about 0.02 Å . These geometric parameters are partic-
ularly important for Criegee intermediates because the relative
C−O and O−O bonds distances are indicative of the electronic
structure of the C−O−O moiety. Historically, Criegee intermedi-
ates have been described using two different representations: as
a biradical or a zwitterion.64 Accurate ab initio methods predict
π character in the C−O bond, thus supporting the zwitterionic
picture.65,66 Su and coworkers have suggested that the infrared
absorption spectrum of the simplest CI (H2COO) also supports
a double bond (C−−O) model and used this feature to explain
the rapid self-reaction predicted for this molecule.67,68 Here, we
observe that acetone oxide [(CH3)2COO] has a slightly shorter
C−O bond (∼0.002 Å) and a longer O−O bond (∼0.033 Å) when
compared to its non-methylated counterpart, suggesting that the
methyl groups can enhance the zwitterionic character. This effect,
however, is not clear using the B3LYP method, where both C−O
and O−O bonds are stretched.

Optimized structures for stationary points along the reaction of
methanol with formaldehyde oxide (H2COO) and acetone oxide
[(CH3)2COO] are shown in Figures 2 and 3, respectively. Both
systems contain a hydrogen bonded pre-reactive complex, where

Fig. 1 Selected geometric parameters of CCSD(T)/ANO1 optimized
SCIs: (a) formaldehyde oxide (b) acetone oxide. Bond lengths are given
in Ångstrom. Values in parentheses are previously reported B3LYP/aug-
cc-pVTZ 24 parameters and in brackets are experimental values. 38

the C−O bond of the SCI is further shortened, whereas the O−O
bond is stretched. This indicates an increased zwitterionic charac-
ter of SCI once the complex is formed. The pre-reactive complex
shows sensitivity to steric hindrance when methyl substituents are
added; the intermolecular distance between the oxygen of the
methanol and the central carbon of the SCI is greater for the ace-
tone oxide complex by 0.264 Å when compared to the simplest
SCI. In the transition state, for both reactions, the intermolecular
carbon-oxygen distance is shortened by at least 0.8 Å as a bond
is being formed between these two atoms. Similarly, the hydro-
gen bond that holds the complex together becomes shorter by
about 0.2 Å as the proton transfer completes. Finally, the product
hydroperoxide presents C−O and O−O bond distances that are
typical of single bonds. Thus, based on geometric parameters, we
expect the products of each reaction to have no resonance struc-
tures. The most significant differences between the geometries
reported here and the B3LYP/aug-cc-pVTZ structures available in
the literature24 are observed in the products. For these, the inter-
nal hydrogen bonds are determined to be at least 0.22 Å shorter
at the CCSD(T)/ANO1 level of theory, which we expect will lead
to more accurate energies. The pre-reactive complex reported by
McGillen and coworkers24 had the formaldehyde oxide (H2COO)
in the same plane as the C−O bond of the methanol, whereas
our structure is slightly bent. Both configurations are minima in
the potential energy surface and are virtually degenerate, but our
intrinsic reaction coordinate (IRC) calculations indicate that the
bent structure is the true pre-reactive complex.

In a recent study, Watson and coworkers69 reported additional
transition states, including a path where methanol acts as a cat-
alyst to a 1,4-H transfer in the acetone oxide molecule. These
pathways have, however, higher barrier heights, therefore, would
not shift kinetics rates significantly.

3.2 Energies
Tables 1 and 2 show the incremented focal point table for the
formaldehyde oxide (H2COO) and acetone oxide [(CH3)2COO]
systems, respectively. In all cases there is a good convergence
with respect to basis set. However, we predict large corrections
by including full triple and perturbative quadruple excitations.
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Fig. 2 Optimized CCSD(T)/ANO1 geometries for the addition of
methanol to formaldehyde oxide: (a) pre-reactive complex (b) transi-
tion state (c) product. Bond lengths are given in Ångstrom. Values
in parentheses are previously reported B3LYP/aug-cc-pVTZ parameters
from Ref. 24.

Fig. 3 Optimized CCSD(T)/ANO1 geometries for the addition of
methanol to acetone oxide: (a) pre-reactive complex (b) transition state
(c) product. Bond lengths are given in Ångstrom. Values in parentheses
are previously reported B3LYP/aug-cc-pVTZ parameters from Ref. 24.
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This result is aligned with other studies on systems with Criegee
intermediates18,39,40 and it is normally understood as a conse-
quence of the multireference character of SCIs; t1 diagnostics70

for formaldehyde oxide and acetone oxide are 0.045 and 0.033,
respectively. These corrections of 0.83 and 0.60 kcal mol−1 for
reactions R1 and R2, respectively, result in a dramatic change in
their transition state barriers: for acetone oxide the barrier height
is raised nearly 4-fold when this contribution is included. To
assess whether these high-order correlation corrections are reli-
able, we computed the heat of formation at 0 K (∆H0 K

f ) for the
formaldehyde oxide at the CCSD(T)/CBS, CCSDT(Q)/CBS, and
CCSDTQ/CBS level of theory (see supporting information). For
these ∆H0 K

f values we obtain 27.12, 25.72 and 26.35 kcal mol−1,
respectively; while the reference value available in the Active
Thermochemical Tables (ATcT) is 26.74 ± 0.15 kcal mol−1.71–73

The CCSD(T) and CCSDTQ values differ from the reference by
less than 0.4 kcal mol−1; however, the CCSDT(Q) result differs by
nearly 1.0 kcal mol−1. This indicates that contributions evaluated
at the CCSDT(Q) level of theory should be taken with caution,
as the perturbative treatment for quadruple excitations might be
producing spurious results.

Additive corrections for the Born–Oppenheimer approxima-
tion, frozen core, and scalar relativistic effects are smaller than
0.17 kcal mol−1 in all cases, thus validating the employment
of such approximations herein. Although a satisfactory conver-
gence of relative energy with respect to method and basis set is
observed, the large contribution of higher-order excitations im-
plies in a large uncertainty. Based on the results for the heat of
formation, we believe that the correct barrier for the transition
state in each reaction should lie between the CCSD(T)/CBS+∆

and CCSD(T)/CBS+∆+∆T(Q) values, and hence we estimate our
uncertainty from this interval. Our final energies are expressed as
shown in equation 1, where Emin is the energy predicted by the
CCSD(T)/CBS+∆ level of theory and Emax is the value computed
by the CCSD(T)/CBS+∆+∆T(Q) level of theory.

Efinal =

(
Emin +Emax

2

)
±

∆T(Q)

2
(1)

Figure 4 depicts the potential energy surface along the reaction
coordinate for both systems studied in this work. The energy pro-
files obtained agree qualitatively with previous results available in
the literature.24,25,69 The addition of methanol to formaldehyde
oxide proceeds through the formation of a pre-reactive complex
that lies 7.24 ± 0.18 kcal mol−1 below the reagents. The tran-
sition state between the complex and the product is submerged
by 1.48 ± 0.42 kcal mol−1 and the product, methoxymethyl hy-
droperoxide, lies 46.53 ± 0.78 kcal mol−1 below the reactants.
The reaction of methanol with acetone oxide also forms a pre-
reactive complex lying below the reagents by 8.94 ± 0.18 kcal
mol−1. The transition state, however, is predicted to lie 0.54 ±
0.30 kcal mol−1 above the reagents. The methoxyisopropyl hy-
droperoxide product is formed with an excess of energy of 35.04
± 0.59 kcal mol−1. The energies of the transition states are the
key difference observed between the two reactions under study.
The inclusion of methyl groups on the SCI raises the barrier of

Fig. 4 Potential energy surface along the reaction path of the addition of
methanol to a Criegee intermediate. Uncertainties are taken as the inter-
val between the CCSD(T)/CBS+∆ and CCSD(T)/CBS+∆+∆T(Q) meth-
ods, whereas central values are the average of them, as shown in equa-
tion 1.

the reaction above the reagents and changes the qualitative be-
havior of the computed kinetic rate constant over a range of tem-
peratures. This impact will be further discussed in the next ses-
sion. The agreement of our energies with the recent work by
Watson and coworkers69 (H2COO) system is fairly good. Their
computed DF-LCCSD(T)-F12a/aug-cc-pVTZ transition state bar-
rier heights are within our range of uncertainty. However, this
apparent agreement seems to be accidental, since for the smaller
SCI (H2COO) their value is closer to our CCSD(T)/CBS+∆ result,
whereas for the bigger SCI [(CH3)2COO] their energy approaches
our CCSD(T)/CBS+∆+∆T(Q) value.

3.3 Kinetics

3.3.1 Model.

Following the reaction mechanism established in the litera-
ture24,25,69 and supported by this present work, chemical equa-
tion 2 gives a reasonable description of the process. Due to the
high exothermicity, the second step of the reaction is considered
irreversible.

SCI+A
k1−−⇀↽−−

k−1
SCI···A k2−−→ P (2)

The rate of formation of the product (P) depends on the concen-
tration of the pre-reactive complex (SCI···A) as shown in equation
3. This problem can be simplified using the steady-state approx-
imation (SSA),74 which yields equation 4. Additionally, a final
approximation is often suitable for this class of reactions: if we
assume that k2� k−1 the expression can be reduced to equation
5. Here the total reaction rate (ktot) is a product of the forward
reaction rate (k2) and the equilibrium constant of the pre-reactive
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Table 1 Incremented focal point table for reaction R1 involving formaldehyde oxide (H2COO). Energies are given in kcal mol−1 relative to the reactants.
Final values are computed at the CCSD(T)/CBS+∆ level of theory, where ∆ = ∆ANO1

ZPVE +∆CORE +∆DBOC +∆REL, with and without the correction for higher
order excitation (∆T(Q)) computed with the cc-pVDZ basis set

Basis set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee NET
Pre–reactive complex

cc-pVDZ –13.37 +1.97 +0.21 +1.05 –10.13
cc-pVTZ –11.32 +0.70 +0.08 +0.80 –9.74
cc-pVQZ –10.59 +0.58 –0.12 +0.72 –9.42
cc-pV5Z –10.20 [+0.53] [–0.20] [+0.69] [–9.17]

CBS [–9.95] [+0.49] [–0.27] [+0.65] [–9.08]
CCSD(T)/CBS+∆: –9.08 + 1.67 + 0.00 – 0.02 + 0.01 = –7.42

CCSD(T)/CBS+∆+∆T(Q): –9.08 + 1.67 + 0.00 – 0.02 + 0.01 + 0.35 = –7.07
Transition state

cc-pVDZ –7.07 –2.19 +2.97 +0.75 –5.54
cc-pVTZ –3.21 –4.79 +2.70 +0.23 –5.08
cc-pVQZ –1.97 –5.07 +2.30 +0.05 –4.69
cc-pV5Z –1.42 [–5.17] [+2.16] [–0.01] [–4.44]

CBS [–1.11] [–5.28] [+2.01] [–0.07] [–4.45]
CCSD(T)/CBS+∆: –4.45 + 2.45 + 0.14 – 0.03 – 0.01 = –1.90

CCSD(T)/CBS+∆+∆T(Q): –4.45 + 2.45 + 0.14 – 0.03 – 0.01 + 0.83 = –1.07
Product

cc-pVDZ –61.13 +0.35 +3.83 +3.86 –53.09
cc-pVTZ –58.22 –1.21 +2.88 +3.60 –52.95
cc-pVQZ –56.75 –1.13 +2.22 +3.54 –52.12
cc-pV5Z –56.16 [–1.11] [+1.98] [+3.52] [–51.76]

CBS [–55.84] [–1.08] [+1.73] [+3.50] [–51.69]
CCSD(T)/CBS+∆: –51.69 + 4.31 + 0.01 – 0.02 + 0.09 = –47.31

CCSD(T)/CBS+∆+∆T(Q): –51.69 + 4.31 + 0.01 – 0.02 + 0.09 + 1.56 = –45.75

Table 2 Incremented focal point table for reaction R2 involving acetone oxide [(CH3)2COO]. Energies are given in kcal mol−1 relative to the reactants.
Final values are computed at the CCSD(T)/CBS+∆ level of theory, where ∆ = ∆ANO0

ZPVE +∆CORE +∆DBOC +∆REL, with and without the correction for higher
order excitation (∆T(Q)) computed with the 6-31G* basis set

Basis set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) δEe NET
Pre–reactive complex

cc-pVDZ –13.27 –1.58 +1.24 +0.42 –13.18
cc-pVTZ –10.60 –2.67 +1.03 +0.12 –12.13
cc-pVQZ –9.67 –2.59 +0.80 +0.05 –11.42
cc-pV5Z –9.22 [–2.56] [+0.71] [+0.02] [–11.04]

CBS [–8.96] [–2.53] [+0.63] [–0.00] [–10.86]
CCSD(T)/CBS+∆: –10.86 + 1.77 – 0.01 – 0.03 + 0.01 = –9.12

CCSD(T)/CBS+∆+∆T(Q): –10.86 + 1.77 – 0.01 – 0.03 + 0.01 + 0.35 = –8.77
Transition state

cc-pVDZ +3.62 –12.16 +4.44 –1.03 –5.13
cc-pVTZ +8.25 –14.25 +4.47 –1.64 –3.17
cc-pVQZ +9.71 –14.09 +4.19 –1.77 –1.96
cc-pV5Z +10.31 [–14.04] [+4.09] [–1.81] [–1.45]

CBS [+10.62] [–13.98] [+3.99] [–1.86] [–1.23]
CCSD(T)/CBS+∆: –1.23 + 1.35 + 0.17 – 0.04 + 0.00 = + 0.24

CCSD(T)/CBS+∆+∆T(Q): –1.23 + 1.35 + 0.17 – 0.04 + 0.00 + 0.60 = + 0.84
Product

cc-pVDZ –40.28 –9.50 +4.66 +1.93 –43.19
cc-pVTZ –37.04 –10.33 +4.06 +1.58 –41.73
cc-pVQZ –35.53 –9.86 +3.60 +1.57 –40.23
cc-pV5Z –34.92 [–9.69] [+3.43] [+1.56] [–39.62]

CBS [–34.59] [–9.52] [+3.26] [+1.56] [–39.29]
CCSD(T)/CBS+∆: –39.29 + 3.53 + 0.06 – 0.02 + 0.09 = –35.62

CCSD(T)/CBS+∆+∆T(Q): –39.29 + 3.53 + 0.06 – 0.02 + 0.09 + 1.17 = –34.45
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complex formation (Kc)

d[P]
dt

= k2[SCI···A] (3)

SSA
==⇒ k2

k1

k−1 + k2
[SCI][A] (4)

k2�k−1
====⇒ k2

k1

k−1
[SCI][A] = k2Kc[SCI][A] (5)

The equilibrium constant can be obtained using the partition
function of each species, whereas the rate constant, k2, can
be obtained using conventional canonical transition state theory
(CTST).75,76 Expressed in terms of per volume partition func-
tions, these are

Kc =
qSCI···A
qSCIqA

(6)

k2 = κ
kBT

h
qTS

qSCI···A
(7)

where κ is the transmission coefficient, kB is the Boltzmann con-
stant, h is Planck’s constant, and T is the temperature. If we set
the energy of the reactants equal to zero, the electronic partition
function can be simplified and factored out to give the final ex-
pression:

ktot = k2Kc = κ
kBT

h
qtrv

TS
qtrv

SCIq
trv
A

e−
ETS
kBT (8)

where qtrv is the per volume partition function that includes trans-
lational, rotational, and vibrational degrees of freedom, and ETS

is the energy of the transition state relative to reactants, including
ZPVE. Therefore, aside from the transmission coefficient, within
this model the overall rate constant depends on the nature of the
transition state and reagents, but not on the pre-reactive com-
plex. Alternatively, one can write the thermodynamic formula-
tion of this model, as shown in equation 9, where p stands for the
pressure for which the Gibbs free energy was computed. This for-
mulation is completely equivalent to equation 8. This model was
used before to study the addition of ammonia to SCIs,18 yielding
satisfactory results that were subsequently validated experimen-
tally.77 The approach also has become the conventional method
to compute theoretical rate constants for the reaction of alcohols
and SCIs.25,69

ktot = κ
kBT

h
kBT

p
e−

∆GTS
kBT (9)

3.3.2 Rate constants at 298.15 K.

Tadayon and coworkers25 computed the rate of the reaction of
methanol and formaldehyde oxide (H2COO) using CCSD(T)/aug-
cc-pVTZ//CCSD/cc-pVDZ energies, paired with the kinetic model
underlying equation 9. They obtained results in good agree-
ment with experimental data, approximately greater by a fac-
tor of 2. However, in a recent computational work, Watson and
coworkers69 supplied this same kinetic model with DF-CCSD(T)-

F12/aug-cc-pVTZ//B3LYP/aug-cc-pVTZ energies and, despite us-
ing arguably more reliable electronic structure methods, obtained
rate constants one order of magnitude less than the experimental
values. This disparity suggests potential error cancellation be-
tween the limitations of the kinetic approach and the imprecision
in the energies reported by Tadayon and coworkers.25 This could
explain why their treatment was not able to reproduce experi-
mental trends when different alcohols reacted with SCIs. Wat-
son and coworkers69 argued that the differences between their
computed rate constants and the experimental values obtained
by McGillen and coworkers24 were due to variations in pressure:
experimental values were obtained at 10 Torr while theoretical
values were computed at standard pressure. However, equation 8
demonstrates that there is no pressure dependence in the model,
since the per volume partition functions depend only on temper-
ature. CTST, in fact, assumes the high pressure limit. We sus-
pect that Watson and coworkers introduced pressure dependence
in the pre-exponential factor of equation 9, but they likely ne-
glected the pressure dependence of ∆G in the exponential factor,
which would cancel out the former. Moreover, the experimental
data reported by McGillen and coworkers24 contain some mea-
surements at 100 Torr and no significant differences are observed
with respect to the values obtained at lower pressure. This sup-
ports the use of the pressure independent CTST for this system
over other kinetic models.

Table 3 presents our kinetic rate constants at 298.15 K for
both reactions under investigation; similarly to our energies, we
obtained rate constants by averaging a maximum value (kmax)
computed with the CCSD(T)/CBS+∆ method with a minimum
value (kmin) obtained with the CCSD(T)/CBS+∆+∆T(Q) method,
as shown in equation 10.

kfinal =

(
kmin + kmax

2

)
± ∆k

2
(10)

The tunneling factor (κ) was obtained from an asymmetric
Eckart function.78,79 Partition functions computed under the
rigid-rotor harmonic oscillator (RRHO) approximation provided
rate constants of (3.0±1.8)×10−14 cm3 s−1 for formaldehyde ox-
ide (H2COO). For acetone oxide [(CH3)2COO] a rate constant
of (2.8±1.3)×10−16 cm3 s−1 was obtained. When partition func-
tions are improved by utilizing a one-dimensional hindered ro-
tor (1-D HR) treatment for low-frequency modes corresponding
to internal rotations (see supporting information), the rate con-
stant for the first reaction is increased by a factor of 4 and the
improved rate constant is in excellent agreement with the exper-
imental value. More remarkable, the rate constant of the second
reaction, involving acetone oxide [(CH3)2COO], is increased by a
factor of 10. Our final rate constant, (2.8±1.3)×10−15 cm3 s−1,
is just one order of magnitude less than the experimental value
of (4.29±0.54)×10−14 cm3 s−1. This substantial improvement is
expected, as larger systems will have greater deviations from the
RRHO partition function approximation due to an increased num-
ber of torsional modes and anharmonicity. We believe that the
remaining discrepancy could be diminished by the inclusion of
anharmonic corrections for the partition functions and ZPVEs. To
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Table 3 Reaction rate constants computed using Canonical Transition
State Theory (CTST) and available experimental data. In this work, un-
certainties are taken as the interval between CCSD(T)/CBS+∆ and the
CCSD(T)/CBS+∆+∆T(Q) computed rates, whereas central values are
the average of them, as shown in equation 10

Ref. Method Temperature (K) ktot (cm3 s−1)

CH3OH+H2COO−−→ CH3OCH2OOH

25 RRHOa 298.15 2.5×10−13

69 RRHOb 298.15 1.2×10−14

This work RRHO 298.15 (3.0±1.8)×10−14

This work 1-D HR 298.15 (1.2±0.8)×10−13

25 Exp. 295 (1.4±0.4)×10−13

24 Exp. 292.6 (1.04±0.02)×10−13

CH3OH+ (CH3)2COO−−→ CH3OC(CH3)2OOH

69 RRHOa 298.15 5.68×10−16

This work RRHO 298.15 (2.8±1.3)×10−16

This work 1-D HR 298.15 (2.8±1.3)×10−15

24 Exp. 292.6 (4.29±0.54)×10−14

aCCSD(T)/aug-cc-pVTZ//CCSD/cc-pVDZ
bDF-CCSD(T)-F12a/aug-cc-pVTZ//B3LYP/cc-pVTZ

model the kinetics of these system, we need not only accurate
energies, but also accurate partition functions. The RRHO ap-
proximation underestimates the partition function values, which
lead to a smaller rate constant. On the other hand, lower lev-
els of theory tends to underestimate the transition state barrier,
which leads to a larger rate constant. Therefore, it can be under-
stood how cancellation of errors could give the right answer for
the wrong reason.

3.3.3 Temperature dependence.

We computed the total rate constant for both systems over a
range of temperatures using all combinations of methods em-
ployed herein; the results are presented in Figures 5 and 6. We
found that the key factor that commands the temperature depen-
dence is the energy component in equation 8, that is, the rela-
tive energy of the transition state. For the formaldehyde oxide
system, the energy of the transition state is negative (i.e., below

the reagents). Thus, the factor e−
ET S
kBT gives the overall rate con-

stant a negative temperature dependence. In contrast, for the
acetone oxide reaction the energy of the transition state is posi-

tive, rising above the reagents, thus the factor e−
ET S
kBT contributes

positively. We can conclude that the reason formaldehyde oxide
(H2COO) and acetone oxide [(CH3)2COO] display, respectively,
direct and inverse temperature dependence at high temperature
is mainly due the barrier height of the reaction. When methanol
reacts with formaldehyde oxide (H2COO), it encounters a sub-
merged barrier, whereas for acetone oxide [(CH3)2COO] it has
to overcome a positive barrier. This does not yet explain the
negative temperature dependence observed for the acetone ox-
ide system at low temperatures. Watson and coworkers69 sug-
gested that the presence of mixed temperature dependence for
that system could be caused by additional reaction channels. We
show, however, that such mixed behaviour is obtained by consid-
ering only one reaction channel. Moreover, we demonstrate here

in Figure 6 that this mixed temperature behaviour can only be
achieved, within this model, if a tunneling factor is included. As
temperature decreases the classical reaction rate (without tunnel-
ing contribution) gets smaller, but the transmission coefficient (κ)
increases. Hence, the combination of both factors gives rise to a
parabola-shaped curve. This indicates that the complex behaviour
of the acetone oxide system might be explained by a combination
of the energetically-driven positive temperature dependence and
the tunneling-driven negative temperature dependence. Similar
behaviour cannot be observed for the simpler SCI because there
both the energetic and the tunneling factors contribute negatively
as temperature is increased. It is important to notice, however,
that we only get a minimum point close to the experimentally ob-
served turning point (which is around 290 K)24 under the rigid
rotor approximation.

The inclusion of free and hindered rotors enhances the pos-
itive contribution for the temperature dependence, overcoming
the negative contribution of the transmission coefficient. This
indicates that further corrections in this model would still im-
pact the predicted qualitative behaviour. The inclusion of more
pathways, as proposed by Watson and coworkers, could improve
kinetic rate constant, but only in the high temperature region,
thus it could not account for the lack a negative temperature de-
pendence observed in the 1D HR approach. Since overall the
CCSD(T)/CBS+∆ energies are in better agreement with experi-
mental data, we suspect that the real transition state barrier could
be slight lower than predicted with our combined method. If this
barrier is submerged with respect to the reagents, there will be
no positive contribution from the energy factor. We discuss in our
Supporting Information that in this case the mixed temperature
dependence would arise from an entropy factor.

4 Conclusions
We have used high-level ab initio methods to study the addition
of methanol to formaldehyde oxide (H2COO) and acetone ox-
ide [(CH3)2COO]. Geometries obtained at the CCSD(T)/ANO1
level of theory indicate that the zwitterionic character of the SCI
changes depending on the substituent. The π character of the
C−O bonds increases as methyl groups are added to the Criegee
intermediate. We obtain a large contribution to correlation en-
ergy due to high-order dynamic correlation (∆T(Q)). The full in-
clusion of such a correction, however, seems to move our kinetic
results away from the experimental values. A computation of heat
of formation for the simplest Criegee also shows that the ∆T(Q)
displaces our value from the reference value. Following these re-
sults, we conclude that the perturbative quadruples treatment for
this system, combined with an insufficient sized basis set, might
overestimate the contribution of full quadruple excitations. Fu-
ture work could address the energy convergence for Criegee in-
termediates at high-order coupled cluster theory.

Energy profiles for the reactions R1 and R2 are reported, where
the ∆T(Q) contribution was employed to estimate our range of un-
certainty. In both reactions, we observed a formation of a pre-
reactive complex followed by a transition state that leads to the
alkoxyalkyl hydroperoxide product. The key difference between
the two reactions studied was the height of the transition state
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CCSD(T)/CBS+∆ CCSD(T)/CBS+∆+∆T(Q)

R
R

H
O

1D
-H

R

Fig. 5 Kinetic rate constant as a function of temperature without tunneling contribution (blue line) and with an Eckart transmission coefficient (red line)
for the reaction R1 of methanol and formaldehyde oxide (H2COO) under different combinations of methods.

CCSD(T)/CBS+∆ CCSD(T)/CBS+∆+∆T(Q)

R
R

H
O

1D
-H

R

Fig. 6 Kinetic rate constant as a function of temperature without tunneling contribution (blue line) and with an Eckart transmission coefficient (red line)
for the reaction R2 of methanol and acetone oxide [(CH3)2COO] under different combinations of methods.
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barriers: for the simplest SCI this barrier is submerged, whereas
for the methylated analogue the barrier rises above the reagents.
This can be understood by examining the steric hindrance cre-
ated by the methyl substituents around the carbonyl group and
reflects on the lower kinetic rate computed. The CTST along
with the RRHO approximation was used to compute kinetic rates.
The computed rate constant for reaction R1 under the RRHO ap-
proximation is (3.0±1.8)×10−14 cm3 s−1, which is only about a
factor of 3 smaller than the experimental value. However, the
same approach leads to a rate constant two orders of magnitude
smaller than expected for reaction R2. The inclusion of a 1-D
hindered rotor treatment of low energy vibrational modes corre-
sponding to torsions was employed to refine the partition func-
tions. This approach was found to be particularly important for
the acetone oxide system, where the rate of reaction improved
by a factor of 10. The final rate constants for reactions R1 and
R2 are (1.2±0.8)×10−13 and (2.8±1.3)×10−15 cm3 s−1, respec-
tively. The former is in excellent agreement with experiment,
whereas the latter is within an order of magnitude.

The experimental observation24 of a dual temperature depen-
dence for the rate constant of the reaction of methanol and ace-
tone oxide was also investigated. We found that the height of
the transition state barrier commands this behavior, as also noted
by Watson and coworkers.69 However, our results challenge the
suggestion that multiple reaction paths cause the mixed tempera-
ture dependence. We show that with only the lowest energy path
being considered, the positive and negative regions are obtained
when tunneling contributions are included onto the RRHO ap-
proach. Hence, within this model, tunneling contributes to the
qualitative description of the system. The lower bound energy for
this reaction transition state barrier is slightly positive (0.24 kcal
mol−1); however, treatments beyond what was applied here, such
as anharmonic treatment of the ZPVE, could move this barrier. If
such treatments bring the barrier below the reagents, the quali-
tative interpretation will change. Since the inclusion of 1-D hin-
dered rotors displace the minimum ktot(T ) from the experimen-
tally observed temperature, we conclude that there is still room
for improvement, though it is unclear whether better treatments
than those presented herein would be tractable. Nevertheless,
more elaborate methods for kinetics rates or tunneling contribu-
tions may be employed in the future to further study and model
this challenging system.
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