
Charge optimized many-body potential for iron/iron-
fluoride system

Journal: Physical Chemistry Chemical Physics

Manuscript ID CP-ART-04-2019-001927.R2

Article Type: Paper

Date Submitted by the 
Author: 07-Aug-2019

Complete List of Authors: Mejia-Lopez, Jose; Pontificia Universidad Catolica de Chile, Physics 
Institute
Tangarife, Edwin; Pontificia Universidad Catolica de Chile, Physics 
Institute
Romero, Aldo; West Virginia University, Physics; Benemerita Universidad 
Autonoma de Puebla,  

 

Physical Chemistry Chemical Physics



Journal Name

Charge optimized many-body potential for iron/iron-
fluoride system

E. Tangarifea, A. H. Romerob, and J. Mejía-López,∗a

A classical interatomic potential for the iron/iron-fluoride system is developed in the framework
of the charge optimized many-body (COMB) potential. This interatomic potential takes into con-
sideration the effects of charge transfer and many-body interactions depending on the chemical
environment. The potential is fit to a training set composed of both experimental and ab-initio
results of cohesive energies of several Fe and FeF2 crystal phases, the two fluorine molecules
F2 and F2

−1 dissociation energy curve, Fe and FeF2 lattice parameters of the ground state crys-
talline phase, and the elastic constants of the body center cubic Fe structure. The potential is
tested in an NVT ensemble for different initial structural configurations as the crystal ground state
phases, F2 molecules, iron clusters, and iron nanospheres. In particular, we model the FeF2/Fe
bilayer and multilayer interfaces, as well as a system of square FeF2 nanowires immersed in an
iron solid. It is showed that there exists a reordering of the atomic positions for F and Fe atoms at
the interface zone; this rearrangement leads to an increase in the charge transfer among of the
atoms that make the interface and put forward a possible mechanism to the exchange bias origin
based in an asymmetric electric charge transfer in the different spin channels.

1 Introduction
Iron fluoride (FeF2) has gained a lot of attention due to the di-
versity of interesting properties reported until now, such as spin-
phonon interaction1, magnon squeezing2, temperature depen-
dence of the Raman active phonons3, critical behavior of the spe-
cific heat, thermal diffusivity and conductivity at the Neel temper-
ature4, specific capacities and energy densities exceeding those
based on LiCoO2 as a result of a type of reversible conversion pos-
itive electrode for Li-ion batteries based on FeFx/C nanocompos-
ites5. In particular, the surface of FeF2 is especially relevant to the
understanding of the exchange bias phenomenon (EB), which has
important implications to the sensor industry6–8, and has been
extensively explored, both theoretically9 and experimentally10.

EB appears when an antiferromagnetic (AF) system is put in
contact with a ferromagnetic (FM) material, resulting in a shifting
of its hysteresis loop along the external field direction9,10. Due
to the interface nature of this phenomenon, it depends strongly
on the AF-FM interface structure and the associated character-
istics, such as the crystalline orientation, the interface disorder,
interface defects, presence of twin defects, among other factors.
Therefore a complete understanding of these properties requires
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a good characterization of the structural and the electronic prop-
erties of FeF2, as well as information about the geometric and
spin structure at the interface which is difficult to obtain from
experimental measurements. Experimental studies11–14 and ab-
initio calculations15–19 have shown that FeF2 bulk is an AF in-
sulator with strong ionic character. The crystalline structure is
a tetragonal rutile with space group P42/mnm, lattice parame-
ters a = 4.696 Å, c = 3.308 Åwith Wyckoff positions 2a (0, 0, 0)
for Fe and 4f (x, x, 0), x = 0.3011, for F. FeF2 has been studied
at the atomic level by first-principles calculations but mostly on
static configurations though there exist very few molecular dy-
namics (MD) simulations20,21 . One of the main reasons why we
do not find the characterization of the dynamical properties of
Fe/FeF2 systems is basically because there is not a good classical
interatomic potential that reproduces the geometric structure, the
structural reconstructions, the magnetic properties and the charg-
ing and discharging cycles that involve multiple valence states of
the transition-metal ion, in particular in length scales that involve
several hundred or even thousands of atoms.

In addition, there are only very few experimental and
theoretical studies on the FeF2 surface. For example, Ya-
mazaki and Satooka22 have used molecular beam epitaxy to
grow samples of FeF2(001)/ZnF2(001) on Al2O3(1010) and
FeF2(110)/ZnF2(110) on MgO(100), with different FeF2 thick-
nesses. From their x-ray diffraction measurements, they con-
cluded that the in-plane spacing is identical to the bulk value,
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while the spacing among different planes falls between both ma-
terials bulk values (3.3091 Å for FeF2 and 3.1335 Å for ZnF2) and
approaches the ZnF2 value as the thickness decreases. On the
other hand, from a theoretical point of view, Density Functional
Theory (DFT) calculations23,24, were reported for FeF2(110) sur-
face by Munoz et al.20, who showed that there exists a surface
relaxation in both F- and Fe-terminated surfaces, with the largest
displacements occurring for the first. There is a zigzag reconstruc-
tion, with half of the Fe atoms displaced 0.2 Å above their nom-
inal bulk position, and the other half displaced about the same
amount below that reference position, but the F-Fe bond length
remains close to its bulk value (2.04 Å). Similarly, classical MD
simulations have been reported by using a variable charge po-
tential developed to simulate how FeF2 and FeF3 can be used in
energy conversion21. They have reported a surface energy de-
crease when compare the surface energy to the case where the
charge transfer is not taken into account. Although this potential
simulates FeF2 well, it is not transferable to simulate metallic Fe.

To the best of our knowledge, there are no reported theoreti-
cal studies of the dynamical properties at the atomic scale of the
FeF2/Fe interface. In this interface, the electrostatic coupling be-
tween the FeF2 and Fe can modify the charge distribution of the
different layers close to the interface, as well as it can provide the
conditions to have atomic Fe migration towards the FeF2 surface.
This effect could be responsible for the uncompensated magneti-
zation necessary to obtain the unidirectional anisotropy responsi-
ble for the EB phenomenon9. This proposal has not been inves-
tigated from first-principles methods, due to the large constraints
on the system size and simulated time scales necessary to make
proper conclusions. On the other hand, classical MD simulations
are useful as long as an adequate interaction potential can be de-
veloped, which must consider correctly and simultaneously the
metallic bond of iron bulk conditions and the ionic bond present
in FeF2. There exist empirical potentials which can be extended to
describe a variety of complex chemical bonding environments by
using the same theoretical framework, as COMB25,26 or the reac-
tive force field (ReaxFF)27. These potentials are flexible enough
that allow the investigation of heterogeneous material systems. In
particular, COMB has been used to study heterogeneous systems
such as oxygen clustering at Zr surfaces and dissociation of O2 on
Zr (0001)28, deposition of Cu clusters on ZnO surfaces29, tensile
properties of Al and Al2O3 nanowires30, thermodynamic prop-
erties of several interfaces31–39, the absorption of oxygen atoms
and molecules on the TiN(001) surface40 and thermal transport
in Si-SiO2 nanostructures41.

The purpose of the present work is to present the COMB po-
tential developed for the Fe-F system. The generated poten-
tial will be used to investigate the behavior of Fe and FeF2

magnetic bulks, Fe and FeF2 surfaces and FeF2/Fe interfaces in
a Large-scale Atomic/Molecular Massively Parallel Simulator42

(LAMMPS), where the COMB potential is included. All MD simu-
lations are carried out using a NVT canonical ensemble where the
temperature is controlled through a Nose-Hoover thermostat43.

2 Computational methods

2.1 Density functional theory calculations

Whereas a large set of the data used to train our potential came
from experiment, we have also used density functional (DFT) cal-
culations to create some extra data. Here we set the most impor-
tant properties of the performed DFT calculations.

DFT calculations were performed under the projector-
augmented wave (PAW)44,45 method as implemented in the Vi-
enna ab initio simulation package (VASP)46–49. We use a plane-
wave energy cutoff of 520 eV to ensure a high precision in all
our calculations. The exchange correlation energy is described
within the GGA in the PBE50,51 prescription. The GGA+U method
is used to account for the strong correlation between the elec-
trons in the Fe d shell, on the basis of Dudarev’s method52, which
turns the calculations to be polarized. In this method, the on-site
Coulomb interaction, U , and on-site exchange interaction, JH , are
treated together as Ue f f = U − JH . For our GGA+U calculations
we choose U = 6 eV and JH = 0.95 eV for the Fe atom, which has
been previously tested to provide very good description in FeF2

19.

To guarantee that the used data is fairly independent of the
chosen exchange correlation functional, we have also calculated
some of the properties with the SCAN functional53. This func-
tional has been reported to be quite accurate with respect to en-
ergies and structural parameters54. Our SCAN calculations are
very close to those obtained from PBE, therefore, in the potential
training we have only used the PBE results.

2.2 COMB and parameterization formalism

The COMB potential is created from the basis of the interatomic
potential propounded by Tersoff55 with a generalization set out
by Yasukawa56, which includes the atomic charge as a potential
variable. This charge is calculated at every time step using the
charge equilibration developed by Streitz and Mintmire57, which
minimizes the energy function and allows to include the effects of
the charge transfer among atoms and changes in the local chem-
ical environment25,26. In the COMB potential, the total energy
(which depends on the charges {q} and the atomic positions {r})
is given by:

U tot [{q},{r}] = Ues[{q},{r}]+U short [{q},{r}]

+UvdW [{r}]+Uangular[{r}] (1)

where the electrostatic term Ues includes the energy required to
change the atomic charge on each atom in isolated conditions, the
charge-charge interactions, the core-charge interactions and the
energies associated to the polarizability. The short-range energy
U short has an attractive and a repulsive terms dependent on the
charge. The charge independent terms include the long-range van
der Waals interactions UvdW that are captured through a Lennard-
Jones formula, and an angular correction term Uangular that takes
into consideration the bond angles not included in the bond-order
energy. The complete details of each term in the COMB potential
are found elsewhere26 and they are revisited in appendix A.

The fitting of the COMB potential is treated like a problem of
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Table 1 Atomic and electrostatic parameters of Fe and F for the COMB
potential developed in this work

Parameters Fe F
χ (eV · e−1) 5.069430 11.830100
J (eV · e−2) 3.306150 6.147810
K (eV · e−3) -1.036760 -2.619360
L (eV · e−4) 0.563807 3.503500

η (Å
−1

) 1.489875 0.493250
Z(e) 1.414728 0.000000

P(Å
3
) 0.001 0.001

DU -1.720391 -2.497540
DL 2.540010 2.587250
QU (e) 4.0 5.0
QL (e) -4.0 -3.0
λ 2.709534 1.629496
α 1.620875 0.639121
m 1.0 1.0
n 1.0 1.0
nB 10.0 10.0

finding an optimal set of parameters that reproduce a set of calcu-
lated or experimental values for a given set of physical properties
of the system. The main objective of the parametrization of a
potential is to reproduce correctly the structural and mechanical
properties of the crystal phase (bulk) in the ground state, and the
relative formation of the different accessible phases, keeping at
the same time a reliable degree of transferability. Several param-
eters of the COMB potential are fitted directly from experimental
data, and the remaining parameters are calculated as the min-
imization of the square difference addition function58, through
the equation

F =
Nobs

∑
i=1

wi

(
f obs
i − f calc

i

f obs
i

)2

, (2)

where Nobs is the number of observables included in the test
set, f obs

i are the values of the observables obtained from exper-
imental data or first principles calculations, f calc

i are the val-
ues calculated with the COMB potential, and wi is the weight
factor of each observable. The group of physical properties is
composed by experimental data reported in the literature59–62,
some properties not reported experimentally are found from
first principles calculations using DFT23,24 as implemented in
the Vienna Ab-initio Simulation package (VASP)46–49 using the
generalized-gradient approximation (GGA)50 and the Perdew-
Burke-Ernzerhof (PBE)51 exchange-correlation functional. The
wavefunctions are expanded in a plane-wave basis set with a
520 eV energy cutoff. A Monkhorst-Pack k-point mesh63 is used
to describe quantities in the reciprocal space, and the projec-
tor augmented-wave (PAW) pseudopotentials44,45 are used for
Fe and F. The convergence criteria are set at 10−6 eV and 8×10−3

eV·Å−1
for energies and forces, respectively.

The function F is minimized following two steps. Initially a
genetic algorithm64,65 is used to optimize the parameters in the
COMB potential by varying the elements of a population (each
element with a different realization of the required parameters)
in an ample parameter phase space. As a second step we used

a Monte Carlo minimization to the best individual of the popu-
lation (where the "best individual" corresponds to the parameter
set with the smaller F value) in order to refine the global mini-
mum obtained by the genetic algorithm. In the genetic algorithm,
each set of parameters is considered like an individual of the pop-
ulation, and the 30% best individuals (in according to the fitness
function used in the genetic algorithms65) are preserved to the
next population. The new individuals are generated with the fol-
lowing rules65: mutation, inversion, arithmetic and geometric
mean, and 2-point-crossover.

2.3 Parametrization of atomic and metallic Fe

The cut-off radius for the short-range interactions between Fe-
Fe was chosen to capture first and second neighbors of the low-
est energy crystal phase of Fe and first neighbors for the case of
FeF2. The atomic parameters χFe, JFe, KFe and LFe that describe
the electrostatic self-energy term, U sel f , showed in Eq. (11) are
found through the fitting of least squares to the experimental
data66 of the electron affinity and the three first ionization en-
ergies of the isolated atom. The lower and upper charge limits
QLFe and QUFe are fixed to −4e and +4e respectively, where e is
the electron charge. In the electrostatic energy term for iron bulk
structures only the charge-independent terms are needed. The
angular function g(θ) within the bond-order term is fitted so that
it represents two minimum energy points in 70◦ and 110◦ formed
by the first neighbors in the BCC structure. The pair parameters
(Aii,Bii,λii,αii) and coordination parameters (cii−0−cii−3) are fit-
ted by minimization of the function F in Eq. (2) considering the
cohesion energy data for the ground state BCC, face center cu-
bic (FCC) and simple cubic (SC) stable phases, lattice parameter,
and elastic constants. The atomic and pair parameters for Fe are
showed in Table 1 and 2.

2.4 Parametrization of atomic and molecular F

The cut-off radius for the interaction among F atoms is defined
according to their mobility in the FeF2 rutile phase and consider-
ing up to fourth neighbors. The atomic parameters χF , JF , KF and
LF that describe the electrostatic self-energy term, U sel f , showed
in Eq. (11) are found using the same process than the Fe iso-
lated atom. The charge independent parameters (Aii,Bii,λii,αii)
are found through the least squares fitting of the bond dissocia-
tion energy curve of the F molecule (F2) calculated by Giner et
al.67 using a DFT all electron calculation (full potential DFT).
The charge dependent parameters (Pχ

ii ,P
J
ii ,ηi,Zi,DUi ,DLi ,λi,αi)

are found through the least squares fitting of the bond disso-
ciation energy curve of the ionized F molecule (F2

−1) obtained
through DFT calculations. The lower and upper charge limits for
QLF and QUF are set to −3e and +5e respectively. Finally, the
many-body bond-order angular parameters (βii,b

ang_0
ii − bang_6

ii )
are fitted through the minimization of the function F including
cohesion energy data for the atoms cluster with spheric symme-
try. The parameters resulting from the fitting for the interaction
among F atoms are showed in Table 1 and 2.
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Table 2 Parametrized parameters and cut-off radii used for Fe-Fe, Fe-F, F-Fe and F-F in the COMB potential developed in this work

Parameters Fe-Fe F-F Fe-F F-Fe
A (eV) 876.993080 9320.726050 1116.466581 1116.466581

λ (Å
−1

) 2.709534 4.817264 2.929905 2.929905
B (eV) 140.714377 2672.400832 244.603338 244.603338

α (Å
−1

) 1.620875 3.736428 1.946511 1.946511

β (Å
−1

) 2.009266 4.5 1.551968 3.429314
bang_0 0.068500 0.795324 0.055085 0.312161
bang_1 0.007753 0.910774 0.0 0.154800
bang_2 -0.946680 0.198679 -0.037719 0.509100
bang_3 0.005296 0.347296 0.009016 0.258240
bang_4 4.885325 0.679559 0.442023 -1.111954
bang_5 0.013383 0.220316 0.0 -1.008183
bang_6 -3.805910 1.480357 -0.461575 0.837549
c0 0.05 0.0 -0.126193 0.025046
c1 1.543624 0.0 0.993730 2.5
c2 -0.15 0.0 0.085114 -0.163767
c3 -0.683966 0.0 -0.687003 -0.892878

Pχ (eV ·Å3 · e−1) 0.0 -1.183010 -0.349429 -0.642628

PJ (eV ·Å5 · e−2) 0.0 16.147810 0.846363 -0.860076

Aχ (Å
2
) 0.0 0.0 0.5 0.5

AJ (Å
2
) 0.0 0.0 0.5 0.5

ε (eV) 0.0 0.0 0.0 0.0

σ (Å
−1

) 0.0 0.0 0.0 0.0
Ncross 1.0 1.0 1.0 1.0
rc (Å) 3.3 3.7 2.8 2.8
∆ (Å) 0.2 0.2 0.2 0.2
RCoulomb (Å) 11.0 11.0 11.0 11.0

Table 3 Angular parameters for the COMB potential developed in this work

Parameters Fe-Fe-Fe F-F-F Fe-Fe-F F-Fe-F Fe-F-Fe Fe-F-F
Kl p_0 (eV) -0.011048 0.0 0.002300 0.028200 0.028200 0.0
Kl p_1 (eV) -0.089068 0.0 0.0 0.0 0.0 0.0
Kl p_2 (eV) -0.020797 0.0 0.034710 -0.037719 0.0 0.0
Kl p_3 (eV) 0.010015 0.0 0.0 0.0 0.0 0.0
Kl p_4 (eV) 0.101801 0.0 -0.118298 0.463981 0.0 0.0
Kl p_5 (eV) 0.045519 0.0 0.0 0.0 0.0 0.0
Kl p_6 (eV) -0.082077 0.0 0.100795 -0.427058 0.0 0.0
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2.5 Parametrization of iron fluoride

The cut-off radius for the interaction among Fe and F atoms is
considered up to first neighbors in the rutile phase of FeF2. The
coordination function Pi j in Eq. (23) is fitted to have a minimum
in the coordination number, Ωi = 15.0, for fluoride atoms. This
function favors the rutile phase, but it does not mean that this is
the most stable since Pi j only affects the bond-order term (bi− j).
The angular correction function in Eq. (26) is fitted to have a
minimum point at the angles 39.2◦, 90◦ and 140.8◦ for the Fe-Fe-
F atomic triple and, 78.3◦, 90◦ and 101.7◦ for the F-Fe-F atomic
triple, which are the main torsion angles for the rutile phase
of FeF2. The charged chemical environment of FeF2 in the ru-
tile phase makes it necessary to include the electrostatic parame-
ter (ηi,Zi,DUi ,DLi ), for the atomic Fe, to be fitted. The remain-
ing parameters plus the parameters aforementioned are fitted by
minimization of the function F , including DFT charge reference
values, cohesion energies of rutile, Pnmn, Pbca, Fmmm, Pnma
phases and rutile lattice parameters. The parameters correspond-
ing to the interactions Fe-F and F-Fe are listed in Table 2, and
those corresponding to the angular interactions are listed in Ta-
ble 3.

3 Results and Discussion

3.1 Properties of fluorine using COMB potential

Figure 1 shows the dissociation energy of the fluorine molecule
as a function of the interatomic distance for the neutral (F2) and
ionized (F2

−1) states. Keeping in mind that the charge indepen-
dent parameters were fit using an all-electron DFT calculation as
reported by Giner et al.67 data. Therefore, it is natural to ob-
serve a very good agreement between the COMB potential and
the DFT neutral state dissociation energy (F2). While for the io-
nized state (F2

−1) the same qualitative behavior is observed be-
tween the COMB potential and our DFT calculation. In particular,
we found a difference of 0.2 Å in the binding distance between
the two calculations. Additionally, the inclusion of the ionized
state in the fitting of the COMB potential allows us to reproduce
the larger stability of the ionized molecule with respect to the
neutral molecule, as well as the nonexistence of a stable distance
for the ionized molecule F2

−2, as it is obtained also in our DFT
calculations.

The differences between the properties of the molecule and
bulk-type structures are contained in the charge dependent terms
of the COMB potential through the field term (U f ield), which
modifies the atomic hardness according to the charged chemi-
cal environment and the polar term (U polar). This responds to
changes in the atomic dipolar moment due to potential overlap-
ping in the Coulomb integrals and charge transfer among atoms
with different type of chemical bonding. Thus, the effect of the
neutral chemical environment is reproduced in the dimer forma-
tion through the bonding term (bi− j) while the other terms are
zero. Within this parameter set, the potential reproduces the in-
stability of cluster-type structures, where the cluster cohesivity is
due to van der Waals interactions between the dimers without
any charge transfer, i.e. if NVT MD simulations are performed in
a cluster formed by N atoms of fluorine, they are separated in a
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Fig. 1 (Color online) The bond dissociation energy of F2 and F2
−1. The

black curve is in Giner et al. 67. Purple circles are calculated with DFT
and green squares are values from the COMB potential.

gas composed by neutral dimers it the temperature is larger than
the small van der Waals cohesive energy.

3.2 Properties of iron using COMB potential

Table 4 compares the properties of the metallic BCC phase of Fe-
bulk predicted by the COMB potential with the experimental59

data and other reported DFT calculations. The physical construc-
tion of the COMB potential provides a good description of the
metallic bond at the ground state phase as well as in metastable
crystal phases. An important point of the COMB potential fitted
here is its ability to reproduce the relative stability and the cor-
rect order among the main metallic iron stable phases (BCC, FCC
and SC), as shown in Figure 2. The energy differences between
BCC-FCC and BCC-SC are 0.067 eV and 1.5206 eV, respectively,
which are in agreement with the differences obtained from DFT
calculations. The lattice parameter of the iron ground state calcu-
lated using the COMB potential differs in 0.6% compared to the
experimental value reported by Rayne and Chandrasekhar59. In
the same way, the elastic constants are predicted with deviations
lower than 16% compared to the experimental values reported by
Zotov and Ludwig60. The elastic constants obtained in this work
are in a better agreement regarding those obtained from DFT,
which have deviations of up to 33% (C11). The Fe (110) surface
energy20, obtained for a slab of 6-nm-thick with two free surfaces

in a box of 20× 20× 160 Å
3

with 2170 atoms and with periodic
conditions along [100] and [010] directions, is of 124 meVÅ−2,
in agreement with the DFT calculated value (154 meVÅ−2). The
last external layers of Fe atoms are dilated in 0.31% with respect
to the bulk, similarly to the DFT value of 0.35%, while the re-
maining inner atomic layers do not undergo any changes.

We also have tested our COMB potential to the NVT simulation
of an Fe spherical nanoparticle with 4 nm radius (2861 atoms)
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Table 4 Properties of iron metal and iron fluoride given by the COMB
potential for Fe/FeF2 developed in this work in comparison with experi-
mental and DFT calculations

Property Exp DFT Present
work

Fe
a0 (Å) 2.87 (Ref.59) 2.829 2.830
E0 (eV/atom) -5.0037 -5.0037
C11 (GPa) 243.1 (Ref.60) 346.52 228.73
C12 (GPa) 138.1 (Ref.60) 164.08 146.14
C44 (GPa) 121.9 (Ref.60) 136.28 141.36
aFCC (Å) 3.45 3.525
EFCC (eV/atom) -4.8531 -4.9367
aSC (Å) 2.26 2.275
ESC (eV/atom) -3.9226 -3.4831

FeF2
a0 (Å) 4.696 (Ref.61) 4.800 4.804
c0 (Å) 3.308 (Ref.61) 3.324 3.330
E0 (eV/atom) -4.0993 -4.0999
C11 (GPa) 126.50 (Ref.62) 120.75 131.66
C33 (GPa) 184.01 (Ref.62) 164.37 504.41
C12 (GPa) 98.72 (Ref.62) 88.90 123.60
C13 (GPa) 93.04 (Ref.62) 77.06 79.01
C44 (GPa) 36.81 (Ref.62) 33.90 39.08
C66 (GPa) 84.37 (Ref.62) 78.84 139.05
qFe (e) 1.56 1.14
qF (e) -0.78 -0.57
EPnmn (eV/atom) -4.0946 -4.0948
EPbca (eV/atom) -4.0530 -4.0575
EFmmm (eV/atom) -3.9985 -3.7459
EPnma (eV/atom) -3.8983 -2.8635
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Fig. 2 (Color online) Cohesive energies as a function of unit volume
for Fe phases. The phases shown are BCC with black curve and purple
circles, FCC with green squares and SC with cyan rhombuses. The black
curve is calculated with DFT and colored symbols are values from the
COMB potential.

using temperatures of 1500 K, 1000 K, 500 K and 10 K. It was
found that the nanoparticle at 10 K keeps the BCC phase within
it and there are only a small surface reconstruction, which are or-
dered according to the crystalline directions [110] and [001], as
reported experimentally68. The charge transfer among atoms is
negligible with the most relevant charge values (±0.04e) observed
at the surface atoms. A binding energy of −4.726 eV, greater than
the bulk energy, was obtained. In addition, the Fe-Fe interaction
of the COMB potential was tested reproducing stable structures
for clusters of Fe atoms between Fe2 and Fe19. Figure 3 shows
the binding energy as a function of cluster size and it includes a
comparison between our results and those available in the litera-
ture reported by Q.-M. Ma et al.69 and O. Diéguez et al.70. Our
geometries were obtained by using a very simple annealing pro-
cess as it is usually performed when for low energy configurations
are searched. The binding energy decreases monotonically with
an increasing atom-number in the cluster and it can be expected
to approach the binding energy of the iron bulk for larger iron
clusters. We have obtained the same geometric structures for the
ground state as reported by Q.-M. Ma et al.69, except for N = 8
where our ground state seems different to that reported using
DFT calculations. This could be contradictory to the DFT results.
To address this difference, we have performed an analysis of the
different isomers for N = 8 obtained by using our COMB potential.
Our results indicate that we have recovered all reported isomers
as well as the energy classification of each one of them. The only
difference is that our ground state is a bit deformed in relation to
the one obtained from DFT, as the angular contribution is more
important. We cannot relax more this term, as it is necessary to
stabilize correctly the different phases of Fe bulk.
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Fig. 3 (Color online) The binding energies of the global minimum com-
pared with the results by Q.-M. Ma et al. 69 and O. Diéguez et al. 70. Some
of the obtained low energy configurations are included.
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3.3 Properties of iron fluoride using the COMB potential
The structural parameters of the FeF2 rutile phase (P42/mnm the
ground state symmetry) calculated with the COMB potential are
compared to experimental61 data and DFT19 calculations in Ta-
ble 4. The calculated COMB potential lattice parameters, a0 and
c0, are found in a difference of 0.2%. In addition, the atomic
charge found with the COMB potential differs in a 27.1% regard-
ing the DFT atomic charge Bader analysis. The decrease in the
calculated charge value in relation to the stoichiometric reference
value [+2,−1] is due to a mix of the ionic and covalent bonds,
which depends strongly on the parameters in the COMB poten-
tial. The elastic constants derived from our potential are in good
agreement with the experimental values62. The COMB calculated
cohesive energy as a function of the volume for several stable
phases of FeF2 are shown in Figure 4. A good agreement for the
structural parameters of the rutile phase with respect to DFT cal-
culations is found, as well as the right energetic order for different
metastable phases. Moreover, it is important to emphasize that
this COMB potential predicts the correct geometric structure and
the stability of the FeF3 ground state (a trigonal structure with R-
3c ground state symmetry), with lattice parameters of a = 4.87 Å
and c = 13.41 Å, in agreement with previous work21 and our DFT
calculations.
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Fig. 4 (Color online) Cohesive energies as a function of volume for FeF2
phases. The phases shown are rutile (P42/mnm) phase with black curve
and purple circles, Pnmn with green squares, Pbca with cyan rhombuses,
Fmmm with orange triangles and Pnma with blue hexagons. The black
curve is calculated with DFT and colored symbols are values from the
COMB potential.

Figure 5 shows the radial distribution function (RDF) and the
angular distribution function (ADF) for the rutile phase with two
different temperature values, those obtained from DFT are also
showed for comparison. RDF and ADF are obtained from the MD

simulations with a cell of 33×27×27 Å
3

with 1920 atoms, avera-
ged during a simulation time of 50 ps. There exists a good overall
agreement in the positions of the peaks in comparison to DFT

results, where broadened peaks come from the highest atom mo-
bility related to temperature effects. In particular, it is observed
that the COMB potential is able to differentiate the first two peaks
in spite of being very close to each other. F-F peaks are more
prone to change with temperature because fluorine atoms have
the highest mobility around their equilibrium positions. The peak
located in ≈ 3.46 Å is displaced to the right and to the left taking
values of ≈ 3.35 Å and ≈ 3.6 Å because of the thermal movement.
The Fe-F peak located in ≈ 3.65 Å splits in two peaks, due to the
asymmetry in the elastic constants in the principal directions C11,
C22 and C33, and the anisotropy in the Debye Waller coefficient71.
The angular distribution function shows a good agreement with
the Fe-Fe-F, F-Fe-F and Fe-F-Fe angles obtained from DFT calcu-
lations. The peaks in 38◦, 90◦ and 142◦ are related to the angles
between Fe-Fe-F; 78◦, 90◦, 102◦ and 180◦ are related to the an-
gles between F-Fe-F, and 102◦ and 128◦ are related to the angles
between Fe-F-Fe.
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Fig. 5 (Color online) Radial and angular distribution functions of FeF2.
The solid line gives the peak positions and angles that are derived of the
DFT calculations in the rutile structure. The pointed (green) and dashed
(purple) discontinue lines give MD average at 10K and 100K.

The averaged MD atomic charges obtained for the rutile FeF2

phase (at zero pressure and 10 K) are showed in Figure 6. The
average equilibrated charge was modeled with a Gaussian distri-
bution function. We found that, at 10 K, there exist charge differ-
ences of up to 7% of all different considered phases with respect
to the rutile phase. This is comparable to changes of 1% obtained
by the atomic charge Bader analysis calculated from DFT calcu-
lations (at 0 K). On the other hand, the room temperature effect
over the average equilibrated charge in the rutile phase only af-
fects the standard deviation of the Gaussian distribution function;
this increases the average equilibrated by 0.3%. In this way, the
charges are very stable regarding the geometric structure and the
temperature.
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Fig. 6 (Color online) Charge distribution of FeF2 for the case of the rutile
structure (black dashed line) and along the surface norm (110) surface
with fluorine terminations (purple circles).

3.4 Behavior of FeF2 surface

Fig. 7 (Color online) Snapshot of the surface structure of FeF2 obtained
by MD simulations. We label in Roman numerals the layers that compose
the surface.

The initial FeF2 (110) surface structure is generated from the
relaxed bulk structure, where the z−axis points out in the [110]
direction, including an empty space of 50 Å to avoid interaction
with its periodic images. In this form, a slab of 93 Å with two

free surfaces is simulated in a box of 20× 20× 193 Å
3

with 2952
atoms. Figure 7 shows a surface snapshot of FeF2, where the slab
layers are alternated between Fe-F and F layers, with termina-
tions with fluorine layers for both free surfaces. We chose this
type of surface orientation particularly because this orientation
exhibits a remarkably large EB field and it is more stable energeti-
cally than the surface with Fe termination20. The surface is made
by layers I to VII, as the remaining inner atomic layers do not
undergo any change in this slab geometry. The calculated inter-
layer relaxations are the following: ∆dI−II = −31.7%, ∆dII−III =

−11.6%, ∆dIII−IV = 5.2%, ∆dIV−V =−11.0%, ∆dV−V I = 0.4%, and
∆dV I−V II = 3.4%. The compression and dilation between the dif-
ferent layers generate new peaks in the radial function distribu-
tion (see Figure 8) in comparison with the bulk radial function. In
particular, the peaks at ≈ 2.6 Å and ≈ 2.8 Å correspond to bonds
between fluorine atoms belonging to the II and IV layers, and to
the I and III layers but now at a distance of ≈ 2.8 Å. The peak at
1.97 Å corresponds to the bond between the fluorine atoms from
layers I and V and the iron atoms in III layer. The approach of the
fluorine atom layers that surround the iron and the surface flu-
orine layer reconstruction (compression of layers II and IV with
respect to layer III) generates two new angles in the F-Fe-F an-
gular distribution of 75◦ and 110◦ and two new angles between
Fe-Fe-F triples at 35◦ and 144◦, and a new angle for the triple Fe-
F-Fe at 110◦. There is also a peak widening in peaks at 38◦, 90◦,
100◦, 140◦ and 180◦.
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Fig. 8 (Color online) Radial and angular distribution functions of the sur-
face of FeF2. The black solid line gives the peak positions and angles that
are derived of the MD average for FeF2 rutile phase at 10K calculations
and the purple dashed line gives MD average for FeF2 (110) surface at
10K.

The FeF2 (110) surface charge distribution with the fluorine
termination is showed in Figure 6. The superficial atoms show an
increase in the average charge of 6% with respect to bulk. This re-
sult agrees with DFT calculations, which show an increase in the
charge of the superficial atoms of 12%. The surface reconstruc-
tion is very small and the surface atoms positions remain close to
those in bulk. The COMB surface energy is overestimated with
respect to the DFT value, which is 179 meVÅ−2 for the COMB po-
tential and 57.1 meVÅ−2 for DFT. This overestimation is due to
the angular term in the COMB potential, which affects the short-
range attraction and repulsion of the surface atoms, but it is nec-
essary in the FeF2 in order to obtain a stable surface structure.
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Fig. 9 (Color online) Snapshot of an interface FeF2/Fe heterostructure
obtained from NVT MD simulations. Blue and gray spheres represent Fe
and F atoms in their respectively bulk counterpart, turquoise sphere are
Fe atoms forming the interface and coming from Fe slab and sky blue
and red spheres are Fe and F atoms forming the interface and, coming
from FeF2 slab, respectively. Here The interface is defined as composed
for those atoms with effective charge different to those of the bulk (see
fig. 11).

3.5 FeF2/Fe interface
From a magnetic point of view, FeF2 is AF while Fe is FM. When
they are in contact, EB (displacement of hysteresis loop) is ob-
tained, which is mainly an interfacial phenomenon9. The atomic
structure of FeF2/Fe interface is not yet well understood. In this
section we attempt to give an overview of the interface atomic
structure obtained by means of NVT MD simulations using the
parametrized COMB potential. The structures studied consist of
a 6-nm-thick slab of Fe interfaced with a 9-nm-thick slab of FeF2.
Periodic boundary conditions are applied in three and two dimen-
sions; in other words, we simulate both, an FeF2/Fe heterostruc-
ture and an FeF2/Fe bilayer. In order to obtain a thermodynam-
ically stable state of the interface, we performed a temperature
annealing with different initial temperatures: (i) 1000K, lower
than the melting point of FeF2 and Fe bulks. (ii) 1500K, higher
than the melting point of FeF2 bulk and lower than the melting
point of Fe bulk. (iii) 2000K, higher than the melting point of
FeF2 and Fe bulks. Next, we started to cool the system at a rate
of 100K every 10 ps until reaching 10K where we let equilibrate
the system for a time of 60 ps. Each of these procedures leads to
similar results: there is no geometric reconstruction at the inter-
face zone, but there is a relaxation of the interface atoms of both
materials, generating bonds among the F in FeF2 and Fe in FM
in order to compensate their coordination number. This implies a
charge transfer with a different distribution than the one in bulk,
which can define a 1.2-nm-long interface zone. Figure 9 shows
the final structure found (all considered temperatures provided
a similar picture). The atoms forming the interface have been
drawn with different colors as discussed in the figure caption.

Figure 10 shows the comparative between RDFs for the Fe
atoms layers in the Fe and FeF2 bulk, in the Fe and FeF2 surfaces,
and in the interface FeF2/Fe. The Fe RDFs per layer in Fe-bulk
and Fe-surface do not show changes in the positions of the char-

acteristic peaks with respect to the bulk BCC structure. This is due
to the low Fe mobility as compared to F. As showed in Figure 10
there are new peaks present in the RDF from the layers close to
the interface due to new F-Fe and F-F bonds. On the other hand,
in the Fe RDF from the FeF2/Fe interface layers, some of the peaks
are broaden due to the generation of new bonds at the interface
zone with values close to bulk. As some of the Fe-F and Fe-Fe
distances increase, the Fe atom mobility is larger, as it is weakly
bonded as compared to bulk. The obtained Fe roughness at the
interface layers is small, 0.15 Å for Fe layer and 0.07 Å for FeF2

layer. Though, it is a noticeable increase in comparison to the Fe
roughness in bulk (0.03 Å for Fe and 0.02 Å for FeF2).
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Fig. 10 (Color online) Radial distribution functions of the Fe atoms at
bulk, surface and interface in FeF2/Fe heterostructure at 10K, after a
temperature annealing. The black solid line gives the peak positions of
FeF2 and Fe bulks, the purple dotted line gives the peak positions of FeF2
and Fe surfaces, and the green dashed line gives the peak positions of
FeF2 and Fe interface.

The interface energy can be calculated as EI = (EFe−slab +

EFeF2−slab−EFeF2/Fe)/A, where each energy is evaluated in the
relaxed structure and A is the surface area. It was found that the
interface energy obtained by the annealing temperature proce-
dure is of 0.768 eVÅ−2. The distribution of the charge average at
the interface for the most stable FeF2/Fe heterostructure and at a
temperature of 10K, is shown in Figure 11. The new Fe-F bonds at
the interface produce an increase in the charge transfer between
Fe and F atoms. The absolute value of the atomic F charge av-
erage increases since they share bonds with more Fe atoms (the
coordination number increases) compared to FeF2 bulk. Similarly,
the charge average of the Fe atoms decreases with respect to the
FeF2 bulk, while the charge of the surface Fe atoms increases due
to the bondings with fluoride atoms. The interface Fe atoms have
charge values varying from −0.2e up to 0.5e.

The second structure studied consists of a FeF2 nanowire with
a transversal section of 2 nm× 2 nm embedded in a BCC Fe crys-
tal. Periodic boundary conditions are applied in three dimen-
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Fig. 11 (Color online) Charge distribution along [110] direction of the
interface FeF2/Fe (purple circles), FeF2 surface (green squares) and Fe
surface (cyan diamonds).

sions, this last environment is big enough to avoid the interac-
tions among nanowires; in other words, we simulated an array of
FeF2 nanowires separated a distance of 3 nm. With the objective
of finding the thermodynamically stable state of the interface, we
follow the same annealing procedure aforementioned with an ini-
tial temperature of 1500K. The atoms at the interface zone pre-
sented a reordering in their atomic positions. This reordering
generated structural changes regarding the initial positions of the
structure. Figure 12 shows a snapshot of the structure found af-
ter the annealing procedure. The atoms forming the interface
have been drawn following the same color convention discussed
before.

Figure 13 shows the RDF and ADF for the FeF2/Fe interface.
A short-range interaction with three mean values around 2.1 Å,
2.45 Å and 2.9 Å is observed. The first and second values corre-
spond to the F-Fe and Fe-Fe atomic distances, which are favored
by new bonding at the interface zone. The third value corre-
sponds to the combination of Fe-Fe and F-Fe atomic distances. In
the same way, ADF shows a generalized broadening in all RDF
and ADF peaks, allowing the presence of new angles favored by
the new bonds in the interface zone. The distribution of charge
average for the stable FeF2/Fe nanowire at temperature of 10K is
showed in Figure 14. Atoms in the interface zone present a re-
construction of their atomic positions due to new Fe-F and Fe-Fe
bonds generated during the annealing. These new bonds increase
the charge transfer among F and Fe atoms. The Fe charge average
decreases at the interface in the FeF2 system with respect to the
FeF2 bulk, while the interface Fe atoms belonging to the Fe crys-
tal phase have a charge increase, as there is an increase of Fe-Fe
and Fe-F neighboring. At the same time, the appereance of the
new bonds due to the atomic reconstruction at the interface zone
promotes an increase in the roughness of around 0.33 Å.

The observed atomic structural relaxation and the change in

Fig. 12 (Color online) Snapshot of an interface FeF2/Fe nanowire ob-
tained by MD simulations. Blue and gray spheres represent Fe and F
atoms in their respectively bulk counterpart, turquoise sphere are Fe
atoms coming from Fe environment and sky blue and red spheres are
Fe and F atoms, coming from FeF2 nanowire, respectively.
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Fig. 13 (Color online) Radial and angular distribution functions of the
interface of FeF2/Fe nanowire. The black solid and dot lines give the
peak positions and angles of bulk of FeF2 and Fe, respectively, and the
purple dashed line give the interface region at 10K, after a temperature
annealing.

the charge transfer at the interface can be a possible mechanism
to the origin of the unidirectional anisotropy necessary to explain
the exchange-bias phenomenon. Due to the generation of new
bonds at the interface zone, the atoms that make part of the in-
terface present a more important charge transfer than the bulk
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atoms, as shown in Figure 11. The electric charge transfer is as-
sociated mainly to the Coulomb term UCoul , as seen in Eq. (6),
through the charge density. Because in a magnetic system the
charge density, for both spin channels, is different, the charge
transfer at the interface can be different for each spin channel.
Therefore, non compensated magnetic moments at the interface
would be created, which through the exchange coupling with the
ferromagnetic layers of the Fe film would originate an effective
unidirectional anisotropy. These unbalanced magnetic moments
would freeze during the hysteresis loops because at low temper-
atures the interface atoms do not show an appreciable change
in their positions and therefore, there is no extra charge trans-
fer. This is equivalent to a frozen uniaxial anisotropy as the one
proposed by Kiwi et al.72,73, which explains not only the magni-
tude of the exchange-bias phenomenon in compensated surfaces,
but also the positive and negative dependance of the exchange-
bias phenomenon74 and the asymmetries in the magnetization
curves75.

4 Conclusions
We have obtained a parameterization of the COMB potential for
iron and iron fluoride, which takes into consideration the effects
of atomic charge transfer and many-body interactions depend-
ing on the chemical environment. Using classical NVT MD sim-
ulations, as implemented in the LAMMPS code, we verified that
this potential reproduces the physical properties of the metallic
iron in BCC phase, the dissociation energy curve for F2 and F2

−1

molecules and the rutile phase of FeF2. The new group of pa-
rameters is found to satisfactory model atomic clusters, magnetic
bulks, surfaces and interfaces between the different materials,
demonstrating the capacity of the potential to capture different

types of atomic local chemical environment. The potential de-
scribes successfully the ground state and the properties of FeF3,
which was not considered initially in the training set. This po-
tential has been used to study the properties of FeF2 surface and
FeF2/Fe heterostructures in order to obtain a deeper understand-
ing of the atomic structure of these systems. The NVT MD simula-
tion of the interface of FeF2/Fe shows a reordering of the atomic
positions of the F and Fe atoms in the interface zone generated by
the temperature annealing procedure. For the interface zone the
charge transfer is an important property in the formation of ionic
bonds between Fe and FeF2, all this is activated by the process
of cooling from high to low temperature. This spin dependence
electric charge transfer could be a mechanism which explain the
exchange bias origin in ferromagnetic/antiferromagnetic systems.
The COMB parametrization for Fe and F, which can be used di-
rectly in the LAMMPS code, can be downloaded from76 and some
movies showing the dynamics obtained for the considered sys-
tems can be downloaded from the same directory.
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A Details of the COMB potential

The electrostatic energy Ues for a charged atom system showed in
Eq. (3) include: the Coulomb interaction energy (UCoul) between
charge-charge and charge-core type charged ions, the self-energy
for charged atoms (U sel f ), the effect field energy (U f ield) and the
polarization energy (U polar).

Ues =UCoul +U polar +U sel f +U f ield . (3)

The large range electrostatic interaction between a pair of
charged ions is described by Coulomb’s law. When the distance
between ions tends to be zero, the Coulomb interaction tends to
infinity. This behavior is known as Coulomb Catastrophe and is
considered by COMB potential through a density charge function
expressed as spherical distribution function ρi(r,qi) proposed by
Streitz and Mintmire57,

ρi(r,qi) = Ziδ (|r− ri|)+(qi +Zi) fi(|r− ri|), (4)

fi(|r− ri|) =
η3

i
π

exp[−2ηi|r− ri|], (5)
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where δ (|r− ri|) is the Dirac delta function for the effective point
charge of core, fi(|r− ri|) is a radial distribution function that
models the decrease of the valence electronic density like an or-
bital 1s-Slater77 and the parameter ηi is the orbital exponent that
controls the effective distance of the radial distribution function.
The Coulomb interaction energy is calculated as the two center
double integral of the product of the total charge density for a
pair of atoms i and j.

UCoul = ∑
i

∑
i> j

UCoul
i j ,

UCoul
i j =

∫
d3r1

∫
d3r2

ρi(r1,qi)ρ j(r2,q j)

|r1− r2|
. (6)

The analytic solution of the double integral was found using the
procedure proposed by Streitz and Mintmire57, where the solu-
tion can be written in two principal terms78: one term 1/ri j that
is conditionally convergent and that we added directly using the
technique described by Wolf 79, and the other term multiplied by
an exponential function that decreases quickly with the distance.

The atomic polarization is considered as distortions and fluctu-
ations in the charge density around the atom in response to the
electric field generated by the variations in the overlapping of the
valence charge density80,81; that is, the charge exchange among
atoms. The dipolar moments induced in each atomic point due to
the total electric field are given by:

µ i = Pi

[
Eq

i +ED
i

]
, (7)

where Pi is the atomic polarizability of the atom i which is an
adjustable parameter of the potential, Eq

i is the electric field gen-
erated by the charged atoms adjacent to i, and ED

i is the dipolar
electric field generated by the dipolar moments adjacent to i,

Eq
i = ∑

j 6=i
q j

∂Jqq
i j

∂ ri j

ri j

ri j
, (8)

ED
i = −∑

j 6=i

[
µ j

r3
i j
−3

(µ j · ri j) ri j

r5
i j

]
. (9)

The polarization energy (U polar) is formed by the dipole self-
energy, the dipole-electric field and dipole-dipolar field interac-
tion energies considered as the negative of the dipolar moment
by the electric field.

U polar = ∑
i

1
2

[
µ2

i
Pi
−µ i ·

(
Eq

i +ED
i

)]
, (10)

The dipoles induced are calculated in a self-consistent way at ev-
ery time step in the same way as the charge equilibration and un-
dergo the same instability for very short distances than the charge
variables, as a consequence the dipolar moment is multiplied by
a damping function.

The self-energy (U sel f ) is the energy that is required to charge
an atom in an isolated chemical environment and it is expressed
by the expansion in the Taylor’s series regarding the charge
(Eq. (11)), where χ, J, K and L are adjustable parameters of the

COMB potential. The final term is an energy barrier to penalize
charge values out of the allowed range defined by QL and QU that
represent the lower and upper charges for each atomic species.

U sel f = ∑
i

[
χiqi + Jiq2

i +Kiq3
i +Liq4

i

+ 100 (qi−qlim
i )q4

i

]
. (11)

The field energy U f ield represents the correction to electroneg-
ativity and the atomic hardness due to the chemical bonds that
each atom experiments as a result of the local chemical environ-
ment82. Pχ

i j , PJ
i j, Aχ

i j and AJ
i j are adjustable parameters of the

COMB potential,

U f ield = ∑
i

∑
j>i

 Pχ

i j q j

r3
i j +

(
Aχ

i j
ri j

)3 +
PJ

i jq
2
j

r5
i j +

(
AJ

i j
ri j

)5

 . (12)

The bond-order type short-range energy (U short) is based on the
Tersoff potential55 with a repulsive term (UR

i j), and an attrac-
tive term (UA

i j) joined by one charge independent bond term
(bi− j). Originally the short-range energy only depends on the
interatomic distance (ri j). Nevertheless, in the COMB potential,
the short-range energy depends on the interatomic distance (ri j)
and the atomic charge (qi,q j)

56,

U short = ∑
i

∑
j>i

Fc(ri j)
[
UR

i j −bi− j UA
i j

]
, (13)

UR
i j = Ai j exp

[
−λi jri j +λ

∗
i j
]
,

λ
∗
i j =

1
2
[
λiDi(qi)+λ jD j(q j)

]
, (14)

UA
i j = Bi j B∗i j exp

[
−αi jri j +α

∗
i j
]
,

α
∗
i j =

1
2
[
αiDi(qi)+α jD j(q j)

]
, (15)

The dependence with the charge is considered through λ ∗i j and
α∗i j which modify the exponential coefficient of the attraction and
repulsion energies, reflecting changes in the effective distance of
the interaction among charged atoms. DU and DL are adjustable
parameters of the COMB potential that reflect the differences of
the atomic radius between the neutral and charged atom,

Di(qi) = DUi +

∣∣∣∣∣∣ (QUi −qi)(DLi −DUi)
1

nDi

QUi −QLi

∣∣∣∣∣∣
nDi

(16)

nDi =
ln(DUi)− ln(DUi −DLi)

ln(QUi)− ln(QUi −QLi)
, (17)

aditionally, the charge dependence is considered in the attractive
term through the function B∗i j =

√
B∗i (qi) B∗j(q j), which is equal to

the unit for charge within the allowed range and zero elsewhere.
Q0 and ∆Q are the semi-addition and the semi-substraction be-
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tween QU and QL, that together with A, B, λ , α, DU , DL and nB

are adjustable parameters of the COMB potential,

B∗i (qi) =

aBi −

∣∣∣∣∣∣ (qi−Q0i)|aBi |
1

nBi

∆Qi

∣∣∣∣∣∣
nBi
 , (18)

aBi =

(
1−
∣∣∣∣ Q0i

∆Qi

∣∣∣∣nBi
)−1

. (19)

The bi− j in Eq. (13) is the semi-addition of bond-order parame-
ters83 bi j and b ji, both modify the attraction energy regarding the
local chemical environment, including the effect of the neighbor
atoms (k-atom) to the atom i in the bond i j and to the atom j in
the bond ji,

bi j =

{
1+

[
∑

k 6=i, j
ζi jk gi j(θ jik)+Pi j

]ni
}−1/2ni

(20)

ζi jk = Fc(rik) Ncross
ik exp[β mi

i j (ri j− rik)
mi ], (21)

gi j(θ jik) =
6

∑
n=0

bang_n
i j cosn(θ jik), (22)

Pi j = c0 Ωi + c1 exp[c2Ωi]+ c3, (23)

where ζi jk is a screening function on the bonds, gi j and Pi j are
the angular and coordination functions respectively, that allow to
characterize the flexibility and the anisotropy of the local chem-
ical environment, Ωi is the number of neighbors (not including
j) around the atom i and θ jik is the angle formed by the vectors
ri j and rik with a vertex in the i atom. β , n, m, bang_0− bang_6,
c0− c3 and Ncross are adjustable parameters of the COMB poten-
tial. The function Fc(r) is a cut-off function Tersoff type55 which
ends smoothly the region of interaction between the cut-off radius
R = rc−∆ and S = rc +∆, with rc and ∆ adjustable parameters of
the COMB potential,

Fc(ri j) =


1 ri j ≤ Ri j,
1
2

[
1+ cos

(
π(ri j−Ri j)

Si j−Ri j

)]
Ri j < ri j ≤ Si j,

0 ri j > Si j.

(24)

The long-range interaction of van der Waals is considered by
the Lennard-Jones’ classic formula, where εi j and σi j are the in-
tensity and the distance of equilibrium for the van der Waals in-
teraction and are adjustable parameters of the COMB potential,

UvdW = ∑
i

∑
j>i

4εi j

[(
σi j

ri j

)12
−
(

σi j

ri j

)6
]
. (25)

The charge independent angular interaction is included to de-
scribe the direction of the bonds present in the local environ-
ment84, where Kl p_0

jik − Kl p_6
jik are adjustable parameters of the

COMB potential,

Uangular =
1
2 ∑

i
∑
j 6=i

∑
k 6=i, j
{Fc(ri j) Fc(rik)

×
6

∑
n=0

Kl p_n
jik cosn(θ jik)}. (26)
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