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A model is introduced for treating early-stage nucleation, growth kinetics, and mesoscale domain structure 

in submonolayer polycrystalline films prepared by solution-phase processing methods such as spin casting, 

dip coating, liquid-based printing, and related techniques.  The model combines a stochastic treatment of 

nucleation derived from classical nucleation theory with deterministic computation of the spatiotemporal 

dynamics of the monomer concentration landscape by numerical solution of the two-dimensional diffusion 

equation, treating nuclei as monomer sinks.  Results are compared to experimental measurements of 

solution-processed submonolayer tetracene films prepared using a vapor-liquid-solid deposition technique.  

Excellent agreement is observed with most major kinetic and structural film characteristics, including the 

existence of distinct induction, nucleation, and growth regimes, the onset time for nucleation, the number 

of domains formed per unit area, and the micron- to millimeter-scale spacing statistics of those domains. 

The model also provides a detailed description the dynamically-evolving monomer concentration landscape 

during film formation as well as quantities derived from it, such as time- and position-dependent domain 

nucleation and growth rates.  
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Solution-processed polycrystalline thin films are used in a wide range of application contexts, from 

large-area molecular electronics, to flexible displays, to perovskite photovoltaics.1-12  Compared to similar 

films prepared by vacuum-deposition, solution-based methods such as spin-casting, dip-coating, liquid-

phase printing, meniscus-guided coating, etc. may enable lower fabrication costs and higher manufacturing 

throughput rates, while involving milder conditions compatible with temperature-sensitive materials.13  

However, the properties of polycrystalline active layers are strongly influenced by film morphology, so 

careful control over nanometer- to micron-scale structure is essential, including factors such as the 

nucleation density, domain size and spacing distributions, and film roughness.14 - 22  Film morphology in 

turn is sensitive to a large number of experimental variables, such as solvent and additive chemistries, the 

rate of solvent removal or antisolvent addition, temperature profiles, nucleation and growth rates, and other 

factors, making optimization an arduous and complex task.23  An improved theoretical understanding of the 

underlying thermodynamics and kinetics of early-stage polycrystalline film formation and their relationship 

to film structure would therefore be of both fundamental and practical importance, but remains surprisingly 

underdeveloped.24,25,26  Consequently most progress to date has been achieved through trial-and-error 

experimentation, slowing the rate of advancement and producing a large variability in reported results.

This situation stands in contrast to the case for vacuum-deposited thin films, where the linkages 

between early-stage domain nucleation and growth processes, and late-stage film morphology, are 

comparatively well-understood.27  With vacuum-deposited films for example, it is often possible to predict 

features such as nucleation densities, domain size and spacing statistics from knowledge of just a few basic 

parameters like the critical nucleus size, diffusion and flux rates, whereas this is generally not possible for 

solution-processed films.  The development of comparable models for solution-processed films is more 

challenging in part because they encompass a wider range of processing methods, conditions, and materials.  

This points to the need for generic models capable of describing salient film properties relatively 

independent from experimental details.  Toward this end we recently introduced a mean-field rate equation 

(MFRE) treatment of early-stage nucleation and growth in solution-processed polycrystalline small-

molecule organic semiconductor films based on a nucleation rate expression derived from classical 

nucleation theory, implemented using a concentration-dependent critical nucleus size.28,29  The model 

successfully explains major kinetic and structural features, including measured induction times, nucleation 

rates, the number of domains formed per unit area, and the variation of these quantities with the 

supersaturation driving rate.  However, a significant limitation associated with all mean-field models is that 

by construction they treat the monomer concentration as being spatially homogeneous, averaging out 

fluctuations in local concentration, which necessarily obscures many interesting and potentially quite 

important spatiotemporal details of the monomer concentration field and its effects on film morphology.   

Kinetic Monte Carlo (KMC) or molecular dynamics (MD) simulations can be used to address this issue by 

Page 2 of 19Physical Chemistry Chemical Physics



3

representing the monomer concentration explicitly as individual adatoms undergoing deposition, diffusion 

and aggregation.30  Due to their high computational cost however, KMC and MD models are limited to 

treating cases where the number of particles is relatively small, implying either a small size scale 

characterizing film structure, or a small critical nucleus size (e.g.  10 monomers).  While this may be <

sufficient for treating domain formation in vacuum-deposited films, these conditions are seldom satisfied 

for crystallization in solution, where the critical nucleus size and characteristic structural size scales can be 

an order of magnitude larger (see below), and atomistic simulation becomes unfeasible.  

In this paper we introduce a model for treating the early-stage kinetics of domain formation in 

solution-processed films that combines deterministic time-dependent calculation of the monomer 

concentration field through numerical solution of the 2D diffusion equation on a discretized lattice with a 

statistical treatment of nucleation based on classical nucleation theory.  The approach is an adaptation of a 

technique previously introduced to describe film formation in vacuum,31,32,33 implemented here with a 

nucleation rate expression appropriate for the liquid environment.  By combining computationally efficient 

modeling of diffusion-mediated mass transport with a chemically realistic description of nucleation, the 

model enables an integrated treatment of the most influential kinetic phenomena governing early-stage film 

morphology over multiple length- and time-scales.  Results are compared to experimental measurements 

of domain formation in solution-deposited tetracene films, where excellent agreement is observed with a 

wide range of kinetic and structural properties, including the nucleation rate, domain density, and spacing 

statistics.  The model also provides new insights into how these quantities are influenced by mass transport, 

along with predictions of initial crystal growth rate and size distributions.

Description of the Model.  We are interested in modeling the spatiotemporal evolution of the 

distribution of crystalline domains,  as the supersaturation  is driven toward and 𝑁(𝑥,𝑦,𝑡) 𝑆(𝑡) = 𝑛(𝑡)/𝑛𝑜

ultimately beyond a critical level inducing crystallization in a quasi-2D liquid environment. Here  is the 𝑛𝑜

equilibrium (saturation) monomer concentration and  is the instantaneous concentration.  The 𝑛(𝑥,𝑦,𝑡)

quantity  essentially constitutes a record of the position and time of nucleation of every domain 𝑁

comprising the film, and as such is the central quantity governing film structure.  Various methods can be 

used to drive  depending on the particular deposition technique employed, such as the evaporation of a 𝑆(𝑡)

solvent, or reduction in the temperature of a saturated solvent, or the introduction of an anti-solvent.  Here 

we model the situation where monomers are continuously and uniformly added to a quasi-2D solvent layer 

having fixed thickness and temperature.  This is the situation represented by our experimental system, 

described below, in which monomers are added to a thin liquid layer coating a glass substrate at a constant 

flux rate  (monomers m-3 s-1).  New monomers are delivered by a gas flow impinging onto the surface of 𝐹

the solvent layer at near-ambient pressure and temperature, which undergoes negligible evaporation during 
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the experiment due to its low vapor pressure, maintaining a constant thickness.  Once a monomer dissolves 

into the solvent it is assumed to be irreversibly trapped in the liquid.  Compared to other common solution-

processing methods such as spin casting or dip coating, this “organic vapor-liquid-solid” (OVLS) technique 

affords a much higher degree of experimental control over the driving rate , produces large, high-𝑑𝑆/𝑑𝑡

quality crystallites suitable for device applications, and enables growth of molecular films from compounds 

of even very low solubility.34,35,36

As noted above, nucleation and growth in solution-processed polycrystalline films involve two very 

different length- and time-scales.  At one extreme is crystal nucleation, which in our system involves 

clusters less than 100 molecules in size.  At the other is the dynamically-evolving monomer concentration 

landscape on which nucleation occurs, where the characteristic length- and time-scales are governed by the 

rate of diffusion,  and , and can be up to hundreds of microns and seconds.  To deal with this, 𝐷 𝑑𝑆/𝑑𝑡

nucleation is treated statistically, using a rate expression derived from classical nucleation theory, while the 

monomer concentration is computed deterministically through numerical solution of the diffusion equation 

on a discrete lattice.  The model is implemented on a square grid with periodic boundaries, with crystals 

occupying single grid sites.  New crystals may be added to the system via nucleation, and existing crystals 

can accrete monomers from their surroundings, but crystal size is fixed, producing point-island-like 

behavior in this implementation.  The latter approximation is justified by the observation that the nucleation 

and growth regimes are distinctly separated under typical conditions, as shown below.  All results presented 

here were computed on a 2000×2000 grid, with each grid site representing an area  1×1 um2, 𝛿𝑥 × 𝛿𝑦 =

using a timestep  2.37 × 10-5 s.  The monomer concentration at each lattice site is found by numerically 𝛿𝑡 =

solving the 2D diffusion equation, including a term for the addition of new monomers at rate , and a 𝐹

boundary condition at the perimeter of each crystal fixing the monomer concentration there at .  𝑛0

Nucleation is accounted for via a Monte Carlo step at each site wherein a new crystal added when ℛ > 𝑒𝑥𝑝

, where 0  1 is a uniformly distributed random number, and  is the thickness of the ( ―𝐽𝛿𝑥𝛿𝑦𝑑𝑠𝛿𝑡) ≤ ℛ ≤ 𝑑𝑠

solvent layer.  The nucleation rate  (m-3 s-1) depends on the monomer concentration  (m-3) and is modeled 𝐽 𝑛

using classical nucleation theory (CNT) assuming homogeneous nucleation:

   (1)𝐽 = 𝐾𝑛2( 𝑛
𝑛0)

𝑖 ∗ ― 1
𝑒𝑥𝑝[ ―4𝜋𝜎𝑎2(𝑖

∗
2
3 ― 1)

𝑘𝑇 ]
where  is the concentration-dependent critical nucleus size, given by:𝑖 ∗

. (2)𝑖 ∗ (𝑛) = ( 8𝜋𝜎𝑎2

3𝑘𝑇𝑙𝑛( 𝑛
𝑛0))

3

Here  (J m-2) is the solid-liquid interfacial energy associated with the formation of the critical nucleus,  𝜎 𝑘

is the Boltzmann constant, and  is the solvent temperature.  The factor  is a collision kernel, which we 𝑇 𝐾
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treat with a Smoluchowski function37 for diffusion limited coalescence of spherical particles with 

diffusivity  (m-2 s-1): , where  is a unitless interaction 𝐷 𝐾 = 𝛾4𝜋(𝑎 + 𝑎𝑖 ∗
1
3)(𝐷 + 𝐷𝑖 ∗ ―

1
3) ≈ 𝛾4𝜋𝑎𝑖 ∗ 1/3𝐷 𝛾

parameter accounting for microscopic processes that have been omitted from the full kernel, such as the 

effects of attractive or repulsive intermolecular forces on the aggregation rate,27 and  is the radius of a 𝑎

monomer.  Equations 1 and 2 are based on a free energy expression for the formation of a cluster of size  𝑖

given by:38,39 

. (3)∆𝐺𝑖(𝑛) = ― (𝑖 ― 1)𝑘𝑇ln(𝑛/𝑛𝑜) +4𝜋𝜎𝑎2(𝑖2/3 ― 1)

 The concentration of critical clusters, ,  is then𝑃(𝑖 ∗ ,𝑛) = 𝑛𝑒𝑥𝑝[ ―
Δ𝐺 ∗

𝑖

𝑘𝑇 ]

, (4)𝑃(𝑖 ∗ ,𝑛) = 𝑛( 𝑛
𝑛0)

𝑖 ∗ ― 1
𝑒𝑥𝑝[ ―4𝜋𝜎𝑎2(𝑖

∗
2
3 ― 1)

𝑘𝑇 ]
which leads directly to the expression for the nucleation rate (1) via , where  is the 𝐽 =

𝑑𝑁
𝑑𝑡 = 𝐾𝑃(𝑖 ∗ ,𝑛)𝑛 𝑁

concentration of stable crystals. Additional details on numerical implementation are provided in Supporting 

Information. We note that, while other, potentially more accurate treatments of nucleation are also 

available,40 as shown below this simple classical nucleation theory approach provides an accurate 

description of experimental behavior.  

Comparison to Experiment.  In order to assess the model, we studied crystallization in submonolayer 2,3-

benzanthracene (tetracene, TET) films in a thin layer of the organic solvent squalane (2,6,10,15,19,23-

hexamethyltetracosane) on glass.  As described above, TET growth units were continuously added to the 

solvent layer as a vapor, produced in a heated Knudsen cell and delivered to the liquid layer by an impinging 

laminar stream of nitrogen, resulting in a uniform and constant flux over an area of ~1 cm2 (Figure 1A).  

Details of the apparatus, including discussion of the hydrodynamics of the deposition process, are given in 

Ref. 41.  The flux rate  1,797 monomers µm-2 s-1 is computed based on the onset time for nucleation, 𝐹 =

, along with knowledge of the solvent layer thickness (measured by interferometry) and experimental 𝑡 ∗

critical supersaturation concentration  1.93 × 1024 m-3 for tetracene in squalane at the temperature 𝑛 ∗ =

used in the experiment (  333 K).28  The induction time  is therefore the time required to raise the 𝑇 = 𝑡 ∗

concentration to  at flux rate : . Capillary forces pin crystals into fixed positions, giving each 𝑛 ∗ 𝐹 𝑛 ∗ = 𝐹𝑡 ∗

a well-defined and static separation from its neighbors.  Nucleation was recorded in situ using 

epifluorescence videomicroscopy, which enables observation of crystals as small as ~1 µm2 in area.  Videos 

were analyzed using the program ImageJ.42 

Figure 1B shows a typical film, where each small bright feature corresponds to an individual crystal 

(Video 1 in ESI shows the entire sequence of film formation).  These data were first reported and analyzed 
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in Ref. 28 using a MFRE model, where it was 

shown that each feature is a TET single-crystal 

having the previously reported bulk triclinic 

phase.43  By the end of the experiment crystals 

were 100 – 150 nm in thickness and 10 - 100 

µm in length, as measured by atomic force 

microscopy.  The function  is 𝑁(𝑥,𝑦,𝑡)

determined directly from the data in Video 1, 

simply by counting the number and position of 

crystals in each frame, which were acquired in 

5 s intervals.

We are interested in comparing the 

characteristics of  measured in the 𝑁(𝑥,𝑦,𝑡)

experiment to those predicted by the model.  

To do so, we first consider the time-dependent 

properties , found by spatially averaging  over the full observation region, after which we 𝑁(𝑡) 𝑁(𝑥,𝑦,𝑡)

discuss the spatial properties  of the distribution at fixed times.  Figure 2 compares the experimental 𝑁(𝑥,𝑦)

crystal density  (solid points), to the results of fitting the model (line).  The experimental nucleation 𝑁(𝑡)

rate  is shown in the inset.  The origin on the time axis corresponds to the beginning of the 𝐽(𝑡) = 𝑑𝑁 𝑑𝑡

experiment, initiated by opening a shutter to start the flux of monomers into the solvent layer coating the 

substrate.  The fit was obtained by repeatedly running the model using experimental values for all the known 

parameters (  1,797 monomers µm-2 s-1,  3.36×1023 m-3,  4.09×10-10 m, and  333K) while 𝐹 = 𝑛0 = 𝑎 = 𝑇 =

varying the diffusion coefficient  and the surface energy .  Best-fit values were found to be  4.22×10-𝐷 𝜎 𝐷 =
10 m2 s-1, and  21.7 mN m-1.  The Smoluchowski interaction parameter  was set equal to 1.  Note that  𝜎 = 𝛾

in this model  and  are inseparable;  is 𝛾 𝐷 𝛾

included here only for consistency with the 

presentation of the analogous MFRE treatment 

in Ref. 28.   may also be estimated via the 𝐷

hydrodynamic radius of TET in squalane (  𝑟ℎ =

0.092 nm)44 and viscosity of squalane at the 

temperature of the solvent (  7.9 mPa s)45 𝜂 =

from the Stokes-Einstein equation, which gives 

 3.4×10-10 m2 s-1.  The slightly 𝐷 = 𝑘𝑇 6𝜋𝜂𝑟ℎ =

Figure 2.  The number of crystals formed as a 
function of time since the onset of deposition, 
comparing model and experiment.  Inset shows the 
experimental nucleation rate.
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Figure 1. (A) TET vapor produced in a heated crucible 
is carried by a stream of inert gas, impinging with 
axisymmetric stagnation point flow onto a squalane-
coated glass substrate.  This results in uniform 
deposition over a 1 cm2 area at a constant and well-
controlled flux rate.  The substrate temperature is held 
fixed by a thermoelectric element. Film growth is 
monitored in situ via fluorescence videomicroscopy 
through a viewport in the lid. (B) An epifluorescence 
micrograph showing a representative TET film.  Small 
bright spots are crystals  Field of view is 2.4 × 2.0 mm.  
(C) Molecular structures of squalane and TET.
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larger value found above by fitting the data in Figure 2 may reflect an additional component of convective 

mixing in the solvent layer produced by the impinging gas flow.   is more difficult to estimate 𝜎

independently, but the best-fit value found here is in close agreement with that reported in Ref. 28 using a 

MFRE analysis (  24 mN m-1).  𝜎 ≈

Three distinct regimes are evident in the behavior of  in Figure 2: (i) an induction regime prior 𝑁(𝑡)

to the first appearance of crystals, (ii) a nucleation regime lasting about 30 s during which all crystals 

formed, and (iii) a growth regime during which crystals increased in size but no new crystals formed.  The 

origins of this burst nucleation behavior may be understood as follows:46 the steady addition of monomers 

into the liquid layer eventually drives the concentration to a critical level  at which the nucleation rate 𝑛 ∗

becomes appreciable.  As crystals form they begin to accrete monomers from their surroundings, which 

then causes the concentration to fall back below  when the rate of monomer uptake by growing crystals 𝑛 ∗

exceeds , ending the nucleation regime.  Afterwards, as the flux continues, existing crystals grow but no 𝐹

new crystals nucleate, defining the growth regime.  Because crystals are treated as point-like entities in this 

model, eventually the system reaches a steady-state with both  and  becoming constant. 𝑁(𝑥,𝑦,𝑡) 𝑛(𝑥,𝑦,𝑡)
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These processes are illustrated in more detail in Figure 3, which shows the time-dependent 

Figure 3.  Simulated time dependence of the monomer 
concentration, nucleation rate and critical nucleus size 
(inset). Induction, nucleation and growth regimes are 
indicated (I, N, G), along with the critical and 
equilibrium monomer concentrations.
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monomer concentration, nucleation rate and 

critical nucleus size from the model (each 

averaged over the simulated area), along with 

the values for  and , shown as horizontal 𝑛 ∗ 𝑛𝑜

dotted lines.  The three regimes of film 

development are demarked by the vertical red 

lines and labelled (I)nduction, (N)ucleation and 

(G)rowth.  In the induction regime  increases 𝑛

linearly at a rate  until the concentration 𝐹

exceeds .  During this time, the increasing 𝑛 ∗

supersaturation causes the critical nucleus size, 

given by Equation 2, to decrease rapidly (inset, 

Figure 3), triggering the onset of nucleation.47  

In the nucleation regime, newly formed crystals 

begin accreting monomers from the 

surrounding solvent, depleting the local 

concentration, initially suppressing nucleation 

near existing crystals, and eventually halting 

nucleation altogether.  These phenomena are illustrated in Figure 4 and Videos 2 and 3 (ESI), which present 

sequential monomer concentration maps computed by the model.  In the panels of Figure 4, a crystal has 

formed at the center of each dark spot, the latter being a region of depleted concentration surrounding each 

crystal.  As these “depletion zones” grow in size and number the average concentration begins to fall, and 

 to rise, once again shutting down nucleation. Because the nucleation rate given by Equation 1 depends 𝑖 ∗

very strongly on , most crystals form in a narrow concentration range, near the minimum critical nucleus  𝑛

size  58 monomers (see inset, Fig. 3).  This is close to the value found in Ref. 28 based on a MFRE 𝑖 ∗ ≈

analysis (  59), and to the previously reported minimum critical size of TET in the organic solvent 𝑖 ∗ ≈

bis(2-ethylhexyl)sebecate under similar conditions (  53).29  By contrast, the critical nucleus size of 𝑖 ∗ ≈

TET in vacuum-deposited films on bare SiO2 was estimated to be  3,48 similar to that of the 𝑖 ∗ ≈

structurally-related compounds pentacene (  6 on Si(001))49 and sexithiophene (  5 on H-𝑖 ∗ ≈ 𝑖 ∗ ≈

terminated Si(100)).50   is thus consistently found to be about an order of magnitude larger in the liquid 𝑖 ∗

environment than in vacuum.

 Returning to Figure 2, we observe that the model succeeds in accurately describing most aspects 

of the time-dependent behavior of , including the existence of distinct induction, nucleation, and 𝑁(𝑡)

growth regimes, as well as quantitative agreement with the experimental induction time, critical 

Figure 4.  Simulated monomer concentration maps 
during the nucleation regime corresponding to the 
times indicated in the lower left of the panel.   Each 
shows a 2 × 2 mm region. Brightness is proportional 
to concentration.  Dark spots correspond to the 
location of crystals.
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concentration, and number of crystals formed per unit substrate area.  One discrepancy however concerns 

the duration of the nucleation regime, which the model predicts as being somewhat narrower than is 

observed experimentally (i.e. a steeper nucleation curve in Figure 2). There are several possible reasons for 

this.  One is that the point-island model overstates initial crystallite size by equating nuclei with an entire 

grid site, whose volume is much larger than actual the volume of the critical nucleus, 10-8 µm3.  This 
4𝑖 ∗ 𝜋𝑎3

3 ~

overstates the collisional cross section, accelerating the depletion rate of monomers in the vicinity of the 

crystal and narrowing the time window for nucleation.  Another is that by neglecting capillarity, i.e. by 

treating  as a constant independent of crystal size, the saturation concentration at the crystal-solution 𝑛𝑜

interface is underestimated for small crystals, which also drives an overly rapid decrease in proximal 

concentration.  In principle these approximations could be relaxed in a more detailed model.
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We now consider how well film 

morphological features predicted by the 

model compare to experiment.  Figure 5 

shows three statistical measures of film 

structure, all computed at the end of the 

nucleation regime after the last crystal 

formed: (A) the nearest-neighbor spacing 

probability distribution , equal to 𝑃𝑁𝑁(𝑟)𝑑𝑟

the probability that the nearest-neighbor to a 

given crystal is at a distance between  and 𝑟

; (B) the radial distribution function 𝑟 + 𝑑𝑟 𝜌

, equal to the probability of observing a (𝑟)𝑑𝑟

crystal at distance between  and  from 𝑟 𝑟 + 𝑑𝑟

a given crystal; and (C) the Voronoi cell area 

distribution.  In computing the experimental 

distributions, crystals were treated as point-

like objects located at the position where they 

were first detected.  The mean nearest-

neighbor spacing distances are 67 ± 4 and 72 

± 1 for the experiment and model, 

respectively, where the uncertainty is the 95% 

confidence interval.  On the basis of these 

comparisons, the domain spacing statistics 

and nucleation density predicted by the model 

are essentially indistinguishable from 

experiment.  Also shown as solid lines for 

comparison are the respective distributions for 

a 2D Poisson point process, i.e. complete 

spatial randomness (CSR).51  The CSR 

distributions clearly differ from both the 

model and experiment, highlighting the 

tendency of new crystals to avoid nucleating 

near existing ones as a result of diffusion-

driven competition for monomers.

Figure 5.  Comparing experimental and modelled 
statistical measures of film structure.  (A) The nearest-
neighbor distance distribution, (B) crystal-crystal radial 
distribution function, and (C) Voronoi cell size 
distribution.  Parts (A) and (C) share the same legend.  
Inset in (C): Voronoi tessellation shown for a small 
portion of the simulation region.  Model data in (A) and 
(C) are an average of 5 simulations; (B) is an average 
of 14 simulations, each run with a different random 
number seed.
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The monomer distribution function, .  𝒏(𝒙,𝒚,𝒕)

Thus far we have focused on the spatiotemporal 

properties of the crystal distribution, , 𝑁(𝑥,𝑦,𝑡)

whose behavior can be compared directly to 

experimental observations.  A feature of the 

present model however, is that it also provides 

information about the monomer concentration 

landscape , and quantities derived from it, 𝑛(𝑥,𝑦,𝑡)

such as  and , which are difficult 𝐽(𝑥,𝑦,𝑡) 𝑖 ∗ (𝑥,𝑦,𝑡)

or impossible to observe experimentally.  As an 

example, Figure 6a shows the monomer 

concentration at one particular time, 

, when the system had reached a 𝑛(𝑥,𝑦,𝑡 = 300 𝑠)

steady-state, i.e. both  and  had stopped 𝑛 𝑁

changing (refer to Figure 3).  Each minimum on 

this surface corresponds to the location of a 

crystal.  Videos 2 and 3 in ESI show how the 

monomer concentration evolves from the time the 

first crystal appears.  The behavior is summarized 

in Figure 6b, which shows monomer 

concentration distributions at a series of different 

times, beginning shortly after appearance of the 

first crystal and continuing until the system 

reaches a steady-state.  The cutoff on the high 

concentration side in Figure 6b corresponds 

approximately to the critical concentration, , and on the lower end, to . The three shaded distributions 𝑛 ∗ 𝑛𝑜

on the right all lie within the nucleation regime.  Thereafter the distributions evolve toward a fixed steady-

state form, shown shaded in blue.  

As noted above, the burst nucleation behavior in Fig. 2 results from the interplay between the rate 

of uptake of monomers by growing crystals and the supersaturation driving rate, , which in the present 𝑑𝑆/𝑑𝑡

case is determined by the flux rate  of new growth units from the vapor.  Further insight into how these 𝐹

phenomena combine to produce a burst of nucleation yielding a fixed number of crystals formed per unit 

area can be gained by examining the behavior of the time-dependent fractional surface area available for 

Figure 6. (A) The monomer concentration 
landscape at  300 s, after the system reached 𝑡 =
steady-state. Simulated region measures 2×2 mm.  
Each conical depression corresponds to a crystal.  
The z-scale ranges from (3 – 11)×1024 m-3.  (B) 
Concentration histograms at various times, from the 
beginning of the nucleation regime through steady-
state.  The three shaded distributions on the right 
correspond to different times within the nucleation 
regime.  All other distributions are from the growth 
regime. The blue peak on the left is the steady-state 
distribution corresponding to part (A). 
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nucleation during the nucleation regime, , i.e. the fraction of sites having , where  3.4×1011 𝐴𝑛(𝑡) 𝐽 > 𝐽 ∗ 𝐽 ∗ =

m-3 s-1 is the nucleation rate at the onset of the nucleation regime, which occurs at  97 s.   is 𝑡 ∗ =  𝐴𝑛(𝑡)

computed from  via Equations 1 and 2, and is meaningful only within the nucleation regime.  This 𝑛(𝑥,𝑦,𝑡)

function is plotted in Fig. 7A.  At ,  everywhere, and therefore  1.  As crystals begin to 𝑡 ∗ 𝐽 = 𝐽 ∗ 𝐴𝑛 =

nucleate and take in monomers from their surroundings, their growing depletion zones reduce the amount 

of area available for further nucleation, shaded green in the insets of Figure 7A.  Eventually the entire 

surface is tessellated and the nucleation regime comes to an end.

At the same time  is decreasing however, additional growth units continue to be added to the 𝐴𝑛(𝑡)

system at rate . This tends to drive the supersaturation 𝐹

ratio higher outside the depleted zones, and therefore 

the nucleation rate there higher as well, according to 

Equations 1 and 2.  The combination of these two 

factors causes new crystals to tend to avoid nucleating 

near existing ones, which is what gives rise to the 

interdomain spacing behavior seen in Figure 5.  We 

note that this phenomenon and the mesoscale structure 

resulting from it cannot be captured by a mean-field 

model, as it depends on local fluctuations in  . 𝑛(𝑥,𝑦,𝑡)

In order to more clearly illustrate the effects of 

local fluctuations in the density on the nucleation rate, 

we consider the distribution function , defined 𝐴[𝐽(𝑛)]

as the fraction of the total area that has the particular 

nucleation rate .  Figure 7B shows the log of the 𝐽

distribution  vs. the log of  during the first ~24 s 𝐴[𝐽] 𝐽

after the onset of nucleation, spanning most of the 

nucleation regime. Again, each line shows the 

fractional surface area having a particular nucleation 

rate at a particular time.  The black line corresponds to 

, with subsequent distributions in 2 s intervals.  The 𝑡 ∗

dotted vertical line shows the value of  for reference.  𝐽 ∗

Nucleation is completely dominated by the right-hand 

tails of the distributions.  Beginning with the black line: 

during the initial ~12 s following the appearance of the 

first crystal, the portion of the distributions where 𝐽 >

 
Figure 7. (A) Time-dependence of the 
fractional surface area available for nucleation.  
Insets are monomer concentration maps at the 
indicated times with brightness proportional to 
concentration.  Green regions are where 𝐽 > 𝐽 ∗

.  (B) Nucleation rate distribution at a series of 
times during the nucleation regime beginning 
at  97 s in 2 s increments.   is shown as 𝑡 ∗ = 𝐽 ∗

a vertical dotted line.  As the nucleation regime 
matures, new crystal formation is increasingly 
dominated by an ever shrinking fraction of 
sites.
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 terminates as a nearly vertical line.  These points correspond to surface regions located a distance  𝐽 ∗ 𝑑

greater than  from any crystal, where  is the time since that crystal formed.  Such regions have 𝜉 ≈ 𝐷∆𝜏 ∆𝜏

not yet experienced any depletion so the concentration there is just .  These regions tend to be located 𝐹𝑡

farthest from existing crystals.  By  109 s, no regions remain where , and the vertical terminal 𝑡 ≈ 𝑑 > 𝜉

segments of the distributions  begin to turn over, now pointing downwards.  For a significant fraction 𝐴[𝐽]

of the surface however it is still the case that , and hence nucleation remains ongoing, but over an 𝐽 > 𝐽 ∗

increasingly smaller fraction of available surface area .  As the simulation continues,  steadily 𝐴𝑛(𝑡) 𝐴𝑛(𝑡)

decreases, reflected in the downward curve of the distributions  and their progressive shift toward the 𝐴[𝐽]

left.  Eventually no points on the distribution falls above  (such a distribution is not shown in Figure 7B, 𝐽 ∗

which only presents data from the nucleation regime) and nucleation is arrested. In this case, explicitly, 𝐴𝑛

, while the function  lies entirely in the region . It is important to note that for the (𝑡) = 0 𝐴[𝐽] 𝐽 < 𝐽 ∗

distribution , the sum  for all times, where  is the total area of the simulation, which 𝐴[𝐽] ∑
𝐽𝐴[𝐽] = 𝐴𝑇 𝐴𝑇

accounts for the nearly four order-of-magnitude increase in the fractional area having small nucleation rates 

over the temporal course of the nucleation regime; this dramatic change further illustrates the significant 

effects of the local environment on nucleation rates.     

Finally, we note that the function  can also be used to find the growth rate  (monomers 𝑛(𝑥,𝑦,𝑡) 𝐺

s-1) and size of each crystal, by application of Fick’s Law to solve for the diffusive flux to a crystal integrated 

along its perimeter boundary on the square grid: , where  is the direction 𝐺 = ―𝐷𝛿𝑥,𝑦𝛿𝑠∑4
𝑖 = 1∂𝑛/∂𝑥𝑖 𝑥𝑖

normal to the crystal-solvent interface,  1 µm is the edge length of a grid cell and  0.1 µm is the 𝛿𝑥,𝑦 = 𝛿𝑠 =

solvent layer thickness.  In this point-like island model, where each crystal occupies a single grid site, ‘size’ 

refers to the number of monomers the crystal has 

accreted, .  Figure 8 shows the ∫𝑡
0𝐺(𝜏)𝑑𝜏

normalized size distribution at the end of the 

nucleation regime, along with the crystal growth 

rate distribution at steady-state.  For a point-

island model with no ongoing nucleation, the 

former approaches the latter at long times.  The 

distribution begins as a relatively sharp peak, 

reflecting the burst character of the nucleation 

kinetics in which all crystals appear in a narrow 

time window, but broadens over time to reflect 

the non-uniform distribution of capture zone 

Figure 8.  The crystal size distribution at the end of 
the nucleation regime and growth rate distribution at 
steady-state.
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sizes. The red curve is thus the predicted steady-state size distribution as .𝑡→∞

Conclusions.  In summary, we describe a multi-scale model combining stochastic treatment of nucleation 

based on classical nucleation theory with deterministic computation of the monomer concentration 

landscape on a fixed grid to simulate early-stage domain nucleation and growth in submonolayer solution-

processed thin films.  Using only two adjustable parameters (the monomer diffusion coefficient  and 𝐷

nucleus-solvent interfacial energy ), the model accurately captures many experimentally-observed 𝜎

characteristics of tetracene films grown from a squalane solvent on glass, including the existence of distinct 

induction, nucleation, and growth regimes, the onset time for nucleation, the number of domains formed 

per unit area, and the spacing statistics of those domains. The model also provides a detailed description of 

the time-dependent monomer concentration landscape  and quantities derived from it, such as the 𝑛(𝑥,𝑦,𝑡)

spatiotemporally-varying nucleation and crystal growth rates. The effects of local variations in density 

provide an important mechanism for both the onset and duration of nucleation, and also the spatial 

correlations reflected in crytal size- and spatial-distributions.  The model introduced here should also be 

applicable to a wide range of other materials and solution-phase processing methods.  Although in the 

present case the supersaturation is driven by an external flux of new growth units, it would be 

straightforward change this to other driving mechanisms, e.g. solvent evaporation (by introducing a time-

dependence to the solvent layer thickness, ) or solvent cooling (by making  and  functions of a time-𝑑𝑠 𝐷 𝑛𝑜

dependent temperature), or introduction of an antisolvent (by making  and  functions of a time-𝑑𝑠 𝑛𝑜

dependent solution composition).

Supporting Information. Epifluorescence microscopy video showing crystal nucleation and growth; video 

showing evolution of the monomer concentration landscape computed by the model.      
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