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Energetics of Exciton Binding and Dissociation in Polythiophenes: A Tight Binding Approach

Joel H. Bombile, Michael J. Janik, and Scott T. Milner

Organic photovoltaics offer a potential low-cost alternative to inorganic solar cells. Crucial to the performance of these devices is the generation of free charges, which occurs through the dissociation of excitons. Here we study excitons in polythiophenes, their stability and energetics of dissociation and separation into charge carriers. Excitons are excited electron and hole pairs bound by Coulomb interactions. To separate into unbound charges, the exciton binding energy must be overcome. We use a tight binding Hamiltonian to describe the exciton binding energy and its dissociation potential, for an exciton confined to a single polymer chain. Our model accounts for polaronic effects, arising from reorganization of nuclei and from polarization of the surrounding dielectric, which stabilize the separated carriers and thereby affect the exciton dissociation potential. We examine the effects of an applied electric field on the dissociation potential, and relate the field strength necessary to unbind the hole-electron pair to the maximum attractive Coulomb force between them. We apply our model to study the exciton at a donor-acceptor interface on a block-copolymer. Interfacial polarization alters the exciton binding potential, rendering the hole-electron pair easier to unbind.

Introduction

Semiconducting polymers are the subject of much interest and study as active elements in a number of electronic devices, including light emitting diodes\(^1\), field effect transistors\(^2\), and photovoltaic cells\(^3\). Among these devices, organic photovoltaics (OPV) are particularly attractive as a low cost alternative photovoltaic technology due to their light weight, flexibility, thin film character, ease of manufacturing by printing techniques even on flexible substrates, and production from abundant and non-toxic materials. These unique characteristics are set to enable applications that are difficult to realize with traditional inorganic materials\(^4\)–\(^6\).

Crucial to the performance of photovoltaic devices is the generation of free charge carriers, which occurs through the dissociation of excitons. Excitons are excited electron and hole pairs bound by Coulomb interactions. In photovoltaic devices, singlet excitons form when light is absorbed in the active layer, made of a photo-responsive semiconductor. For separation into individual charge carriers, the electron-hole binding energy must be overcome. In inorganic solar cells, excitons are weakly bound and readily dissociate to form free carriers under thermal energy\(^6\). In contrast, excitons in OPVs are tightly bound. Their dissociation relies on a two-component system made of an electron donor and an electron acceptor material, typically in a bulk heterojunction (BHJ) structure. Exciton dissociation occurs at the donor-acceptor interface, where the electron is transferred to the acceptor, driven by the difference in electron affinity between the two materials\(^6\). Because of the strong Coulomb interaction between the hole and the electron, they remain bound even though they now reside on two different materials across the donor-acceptor interface. Complete dissociation or charge separation is driven by an external electric field, or induced by quenched structural disorder within the semiconductors\(^7\). If the exciton is not able to dissociate within its lifetime, it will undergo recombination back to the ground state, resulting in the loss of the energy gained from photon absorption\(^6\). A clear understanding of exciton formation, dissociation, and recombination in OPVs is necessary for the design of more efficient devices.

We focus on the stability of excitons in organic semiconducting polymers, and the energetics of their dissociation and separation into charge carriers, which can then be transported to the electrodes. The stability of an exciton is measured by its binding energy, which quantifies the energy needed to separate this exciton into free hole- and electron-polarons. For singlet excitons, the exciton binding energy is practically evaluated as the energy difference between the transport gap and the excitation energy to the lowest lying dipole-allowed singlet excited state\(^8\)–\(^10\). The exciton binding energy of organic semiconductors is in the range of 0.5 - 1 eV\(^4\),\(^5\),\(^7\), and is still debated due to difficulties in deter-
mining it experimentally or computationally.

From an experimental point of view, one must accurately measure the optical gap (which gives the excitation energy) and the transport gap. The optical gap is measured by optical absorption, while the transport gap is estimated from a combination of ultraviolet photoelectron spectroscopy (UPS) and inverse photoemission spectroscopy (IPES).\(^\text{8,10}\) Computationally, the binding energy is determined by evaluating the same two quantities, for which various \textit{ab-initio} and semi-empirical methods have been used.

Among the first-principles methods, the state-of-the-art is many-body perturbation theory using the \textit{GW} approximation and the Bethe-Salpeter equations (BSE), shown to provide reliable quantitative predictions of excited states for organic systems\(^\text{11–26}\), including the optical gap and the transport gap. However, this method shows some reliance on the mean-field starting point used in the perturbative approach, and comes at a large computational cost\(^\text{25,26}\), making it impractical to be applied to large systems.

The other commonly used \textit{ab-initio} method is time-dependent density functional theory (TDDFT). Though widely applied to predict the excited state properties of molecules, TDDFT shows significant dependence on the exchange-correlation (XC) functional, which dictates the excited state properties of molecules\(^\text{27,28}\). TDDFT with range-corrected functionals still presents limitations\(^\text{29,30}\), a global hybrid functional) recently shown to severely fail at predicting the transport gap\(^\text{9}\) and some excited state properties such as charge-transfer excitation energies for organic semiconductors\(^\text{31–33}\). The failure of these functionals can be attributed to the self-interaction error\(^\text{33–35}\), which results in too much localization or delocalization of molecular orbitals, described in details elsewhere\(^\text{36,37}\). Recent efforts in reducing the self-interaction error, and its implication in the description of several properties, has led to the development of non-empirically tuned range-separated hybrid functionals\(^\text{38–41}\). The use of these functionals has shown remarkable success in describing ground and excited state properties relevant in organic electronic materials research\(^\text{31,42–46}\), including singlet exciton binding energies\(^\text{9}\). Although much less expensive than the \textit{GW}-BSE approach, TDDFT with range-corrected functionals still presents limitations in the system sizes to which it can be practically applied. Here we note that the issue of computational cost of this method has been recently addressed with the simplified Time-Dependent Density Functional Theory (\textit{sTD-DFT}) approach, with some compromise on accuracy.

Semi-empirical models offer an attractive alternative to \textit{ab-initio} techniques. Being much less computationally expensive, these methods allow access to much larger system sizes, and have been widely applied to study of the dynamics of excited states in organic semiconductors. In particular for excitons in conjugated polymers, the commonly used methods are the Su-Schrieffer-Heeger (SSH) model\(^\text{47–51}\), often used in an extended form including the Hubbard\(^\text{52}\) electron-electron interaction effects, and the Pariser-Parr-Pople (P-P-P) model\(^\text{53–56}\). Both these models are quantum-based approaches employing the tight-binding formalism. They have proved useful in providing qualitative understanding of excited state static and dynamic properties; quantitative accuracy can also be achieved with careful parametrization\(^\text{54}\).

Here we use a similar model Hamiltonian to describe the binding energy and dissociation potential (i.e., energy versus relative position of electron and hole), for a singlet exciton confined to a single polymer chain. The main objective of the model is to describe qualitatively and quantitatively the dissociation/binding potential of the exciton, so as to elucidate how factors such as an electric field or a donor-acceptor interface affect the energetics of the hole-electron pair. Establishing such potential requires a reliable description of the continuum between the bound exciton and the separated/free hole and electron polarons, which will be difficult to accomplish with available first-principles methods.

As in the P-P-P model, we adopt a quantum description of the electron, the hole and their Coulomb interaction, following the tight-binding approximation. Our model takes into account polaronic effects arising from the reorganization of nuclei and from polarization of the surrounding dielectric, handled classically as described in our previous work\(^\text{57}\). These effects substantially stabilize the separated carriers and affect the exciton dissociation potential. We apply our model to poly(3-hexylthiophene) (P3HT), chosen as a model polymer. All parameters besides the exciton Coulomb interaction are adopted from our previous work\(^\text{57,58}\), where they were determined by periodic DFT calculations. The Coulomb interaction parameter is determined by TDDFT calculations, using a non-empirically tuned range-corrected functional.

We examine the effect of an applied electric field on the exciton binding potential. We want to know how the exciton is polarized by the field, and determine how large a field would be needed to unbind the electron-hole pair, i.e., overcome their Coulomb attraction, in the absence of any other factors, such as an interface or energetic disorder. Then we consider the exciton at a covalent donor-acceptor interface along a block copolymer. The LUMO energy offset at the interface polarizes the exciton. We quantify the induced hole-electron separation and observe how the exciton dissociation potential is altered by the interface.

Our transparent and flexible tight binding model, with carefully determined parameters, provides qualitative and quantitative description of the continuum between the bound exciton and the free electron and hole polarons after dissociation. In addition, the model shows the contribution of polarization of the surrounding environment and nuclei reorganization on the energetics of exciton binding/dissociation. Although not included in this work, the model is well suited to studying the effects of energetic and spatial disorder, which are known to play an important role in the generation of free charge carriers from exciton dissociation\(^\text{59,60}\).

The rest of the paper is organized as follows. We begin by presenting the tight-binding model used to describe the electron and hole on a polymer chain. We detail the components that dictate the exciton energy within our model: the kinetic energy of the electron and hole, their onsite Coulomb interaction parameter is determined by TDDFT calculations. Along with the TD-DFT determination of this relevant parameter, and the stabilization energy arising from the polarization of the surrounding dielectric medium and the reorganization of nuclei. Then, we show our calculated optimal singlet exciton for P3HT for two cases: (1) “vertical” exciton on an isolated chain,
(2) exciton in a polarizable medium with nuclei reorganization. Comparison is made to GW-BSE and TD-DFT results to validate our TB model. We then compute the exciton dissociation potential (i.e., energy versus hole-electron distance) and discuss how it changes with the dielectric constant of the medium. Finally we present the exciton dissociation by an external electric field and by a donor-acceptor 1D interface with a given HOMO and LUMO energy offset.

**Tight-binding Hamiltonian**

We describe a charge carrier (electron or hole) on a polymer chain using the tight-binding model, as in our previous work. Following this model, the electron or the hole occupies sites with some onsite energy, and is stabilized by hopping between neighboring sites, with hopping restricted to immediate neighbors. The polymer model is modeled as a one-dimensional array of sites, each site corresponding to a monomer unit or moiety along the polymer backbone. For P3HT, a thiophene ring constitutes a site. The polymer backbone. For P3HT, a thiophene ring constitutes a site.

\[
H = \sum_k \epsilon_k c_k^\dagger c_k - \sum_k t_k (c_k^\dagger c_{k+1} + c_{k+1}^\dagger c_k)
\]

(1)

Here \(c_k^\dagger\) and \(c_k\) are creation and annihilation operators for an electron on site \(k\); \(\epsilon_k\) is the onsite energy of the carrier at site \(k\); and \(t_k\) is the hopping matrix element between sites \(k\) and \(k+1\).

The electron and hole are two different particles and therefore have different \(\epsilon\) and \(t\) values, determined by ground-state DFT calculations. The onsite energies are determined from the energy of the HOMO (for a hole) and LUMO (for an electron) of the moiety making up a site. The onsite energies govern the HOMO and LUMO energy levels for the overall polymer chain. These values will be varied on either side of a covalent donor-acceptor interface in Section 6, when we study the effects of interfacial energy level offset on exciton dissociation. The hopping matrix elements for the hole and electron were obtained from the widths of valence and conduction bands for the polymer chain.

**Exciton binding energy**

We want to define the exciton binding energy in a simple and tractable manner. As such, we choose the HOMO - LUMO gap, i.e., the energy difference between the extended states of the hole and electron in an infinitely long polymer chain, as a reference. This is illustrated in Figure 1, which shows the gap energy levels for the polymer for three cases: (i) in the ground state (gap, \(E_{\text{LUMO}} - E_{\text{HOMO}}\)), (ii) during charge transport (transport gap, \(P^2 - P^1\), with \(P^2\) and \(P^1\) being negative and positive polaron energy levels,) and (iii) after singlet excitation formation (optical gap, \(S_1 - S_0\), in the bound exciton). Below, we reference the exciton binding energy to the band gap; note that we do not explicitly compute the band gap itself.

The terms entering the exciton energy are: (1) the kinetic energy of the two carriers, (2) the Coulomb interaction between the two charge carriers, (3) the stabilization energy from polarization of the surrounding dielectric medium (polarization energy), and (4) the stabilization energy from reorganization of coupled nuclei (reorganization energy). Below we describe each of these energy terms in detail. The description is in reference to the fully delocalized exciton in a infinitely long polymer chain. The energy of this state relative to the ground state is the band gap (\(E_{\text{LUMO}} - E_{\text{HOMO}}\)).

**Kinetic energy of hole and electron**

The kinetic energy of the hole and electron are given by the square gradient term of the electronic Hamiltonian. For the conduction electron we have:

\[
\langle \psi^h | H^e | \psi^h \rangle = \sum_i |a_i^h|^2 + \sum_i (a_i^h a_i^{h\dagger} + a_i^{h\dagger} a_i^h) = (\epsilon_e - 2\epsilon_h) + \sum_i |a_i^h|^2 - \sum_i |a_i^{h\dagger}|^2
\]

(2)

Here \(H^e\) is the one-electron tight binding Hamiltonian, \(|\psi^h\rangle = \sum_i a_i^h |i\rangle\) is the electron wavefunction, with \(a_i^h\) the amplitude of the wavefunction on site \(i\), and \(c_i^h\) the creation operator for an electron, acting on the empty conduction band \(|0\rangle\). Similarly, for the valence hole we have:

\[
\langle \psi^v | H^h | \psi^v \rangle = \sum_i |a_i^v|^2 + \sum_i (a_i^v a_i^{v\dagger} + a_i^{v\dagger} a_i^h) = -2|\phi_h| + \sum_i |a_i^v|^2 - \sum_i |a_i^{v\dagger}|^2
\]

(3)

where \(|\psi^v\rangle = \sum_i a_i^v c_i |V\rangle\) is the hole wavefunction, with \(c_i\) the annihilation operator for an electron, acting on the full valence band \(|V\rangle = \prod_i c_i^\dagger |0\rangle\). Note the sign change of the hopping term in the first line of Equation 3 in comparison to Equations 2 and 1. This is because of the asymmetry of the local thiophene HOMO orbital, in which the hole wavefunction is expanded, resulting in a negative hopping matrix element \(t_h\). The total kinetic energy of the exciton relative to the extended exciton or the band gap will be the sum of the square gradient terms for the two carriers, as given by:

\[
\Delta(T) = t_h \sum_i |a_i^v|^2 - |\phi_h| \sum_i |a_i^v|^2 + \sum_i |a_i^{v\dagger}|^2
\]

(4)
where we have used the fact that the extended exciton has vanishing square gradient terms in the long polymer limit. The subscripts e and h denote an electron and a hole respectively, and t has the same meaning as in Equation 1. $\Delta(T)$ decreases with the wavefunction square gradient of both carriers, and thus favors a more extended exciton.

**Electron-hole Coulomb interaction**

In the absence of any reorganization of the medium surrounding the electron-hole pair, the singlet exciton energy with respect to the band gap is given by

$$\Delta(V)_{ex} = -(V_{HLLH} - 2\delta_{ee}V_{HLLH})$$

where $s$ and $s'$ are the spins of the excited electron and the electron in the singly-occupied HOMO, respectively. The two terms in the above equation are the direct and exchange Coulomb interaction between the hole and the electron. The direct term has the form

$$V_{HLLH} = \int d\mathbf{r}d\mathbf{r}'V(\mathbf{r} - \mathbf{r}')\psi^\alpha(\mathbf{r})\psi^\beta(\mathbf{r}')\psi^\alpha(\mathbf{r}')\psi^\beta(\mathbf{r})$$

and the exchange term has the form

$$V_{HLLH} = \int d\mathbf{r}d\mathbf{r}'V(\mathbf{r} - \mathbf{r}')\psi^\alpha(\mathbf{r})\psi^\alpha(\mathbf{r}')\psi^\beta(\mathbf{r}')\psi^\beta(\mathbf{r})$$

where $V(\mathbf{r}) = 1/(4\pi\epsilon_0 r)$ and $\psi^\alpha(\mathbf{r}) = \sum_i a_i^\alpha \phi_i(\mathbf{r})$ and $\psi^\beta(\mathbf{r}) = \sum_i a_i^\beta \phi_i(\mathbf{r})$ are the hole and electron wavefunctions, written as a superposition of local HOMO orbital $\phi_i(\mathbf{r})$ and LUMO orbital $\phi_i(\mathbf{r})$. We introduce these expansions into Equations 6 and 7. We initially have four sums over site indices in each of the two terms, but these are reduced to double sums by the fact that the orbitals $\phi_i(\mathbf{r})$ and $\phi_i(\mathbf{r})$ integrated over $r$ have to be on the same site, because they are local to each site, likewise for the orbitals integrated over $r'$. 

$$V_{HLLH} = \sum_{i,j} \langle a_i^\alpha | a_i^\beta \rangle \langle a_j^\alpha | a_j^\beta \rangle \int d\mathbf{r}d\mathbf{r}'V(\mathbf{r} - \mathbf{r}')\phi_i^\alpha(\mathbf{r})\phi_j^\alpha(\mathbf{r}')\phi_i^\beta(\mathbf{r}')\phi_j^\beta(\mathbf{r})$$

The exchange integral can be shown to amount to dipole-dipole interactions between transition dipole moments located on sites $i$ and $j$:

$$V_{HLLH} = \sum_{i,j} \langle a_i^\alpha | a_i^\beta \rangle \langle a_j^\alpha | a_j^\beta \rangle$$

$$\left( \mu_i : \mu_j - 3 \frac{\langle \mu_i | \mathbf{R}_i \rangle \langle \mu_j | \mathbf{R}_j \rangle}{\mathbf{R}_{ij}^3} \right)$$

where $\mu = \langle \phi_i | \phi_h \rangle$, $\mathbf{R}_{ij} = | \mathbf{R}_i - \mathbf{R}_j |$, and $\mathbf{R}_i$ and $\mathbf{R}_j$ are the position vectors of sites $i$ and $j$. This result is found by observing that the dominant term of the exchange integral in Equation 8 comes from expanding $V(\mathbf{r} - \mathbf{r'})$ on each site about the center. The offsite contributions to $V_{HLLH}$ are small, because this integral scales like $1/R_{ij}^3$. We computed a contribution of less than 1 percent to the exciton binding energy. The exchange term can thus be approximated to have only an onsite contribution to the Coulomb energy. The exchange term contributes a positive amount to the exciton energy when the excited electron in the LUMO and the electron in the now-singly-occupied HOMO have the same spin (see Equation 5). As such the singlet exciton is of higher energy and more extended compared to the triplet-exciton, for which the electron and hole have opposite spins.

The direct integral can likewise be approximated as a sum of onsite and offsite contributions. These contributions have been handled in P-P-P models following the Coulomb repulsion potential suggested by Ohno. Here we approximate the HOMO and LUMO located on sites $i$ and $j$ as smeared charge distributions represented by three-dimensional Gaussians, and evaluate the integral in $V_{HLLH}$ explicitly for offsite contributions (i.e., $i \neq j$) as $E_C(i,j)$, described in detail in Supplementary Information. The distributed charges in the HOMO and LUMO orbitals on the same site cuts off the divergence issues of the Coulomb integral when $|\mathbf{r} - \mathbf{r'}|$ approaches zero. We lump the onsite direct and exchange contributions into one constant $V_C$, and resort to TD-DFT calculations for its estimation. The hole-electron Coulomb interaction is then:

$$\Delta(V)_{ex} = -\sum_{i,j\neq i} |a_i^\alpha|^2 |a_j^\beta|^2 E_C(i,j) - V_C \sum_i |a_i^\alpha|^2 |a_i^\beta|^2$$

Below we describe our estimation of the onsite Coulomb interaction $V_C$, before presenting the polarization energy.

**TD-DFT calculation of $V_C$**

To determine the onsite Coulomb interaction, we compare the prediction of Equation 10 to TD-DFT calculations for the binding energy of a singlet exciton for our system of interest. For P3HT, $V_C$ can be estimated by TD-DFT calculations for an isolated thiophene ring, corresponding to a single site, such that $\Delta(V)_{ex} = V_C$. We specifically compute the HOMO-LUMO gap $A_{ex}$ and the vertical excitation energy to the lowest lying singlet excited state, i.e., the optical gap $E_{g,o}$ without reorganization of nuclei, so that $V_C$ is given by:

$$V_C = \Delta(V)_{ex} = E_{g,o} - E_g$$

We perform our TD-DFT calculations in the Gaussian g09 package, using the optimally tuned long-range corrected hybrid functional LC-$\omega$PBE* and 6-311g basis set. LC-$\omega$PBE* uses PBE exchange-correlation in the short-range and Hartree-Fock (exact) exchange in the long-range. The $\omega$ parameter dictates the ranges of applicability of the two regimes, and is highly system-specific. We determine $\omega$ for thiophene by minimizing the difference between the negative of the HOMO energy and the vertical ionization potential. The ring geometry was fixed to that obtained from ground state periodic DFT calculations of an infinitely long polythiophene chain, as performed in the Vienna Ab-initio Simulation Package (VASP) using the PW91 functional.

To illustrate the importance of the functional choice for our TD-DFT calculations, we have computed the HOMO-LUMO gap
The different functionals largely disagree in their prediction of $E_g$ (See Figure 2a) with functionals that include more exact exchange being more accurate compared to GW-BSE. We observed a spread of only about 0.2 eV in the predicted excitation energy to the lowest singlet excited state $E_{g,o}$ between these functionals (not shown). However, the failure to predict the HOMO-LUMO gap is clearly reflected in the predicted $E_o^0$ values, for which LC-oPBE* is most accurate with respect to GW-BSE, as can be seen in Figure 2b. The $E_o^0$ disagreement among the functionals is both qualitative and quantitative. The spread of predicted values is wider for a single monomer compared to the long-polymer limit. Note that the accuracy with which $E_o^0$ is predicted also affects the exciton configuration. Smaller exciton sizes are associated with more tightly bound excitons and vice-versa. This highlights the importance of our choice of LC-oPBE* for computing $V_C$. The result is a value of $V_C = 1.93$ eV, obtained from $E_g = 7.78$ eV and $E_{g,o} = 5.85$ eV.

**Polarization energy and electron-hole Coulomb interaction**

We have discussed above the Coulomb interaction between the excited electron and the hole. Here we describe this interaction together with the interaction of the two charge carriers with the surrounding polarizable medium of dielectric constant $\varepsilon_r$. When the hole and electron are far apart, we should recover their respective polaron states, in which the two carriers are stabilized by the surrounding polarizable medium. When the carriers are brought closer, the polarization effects decrease, since the carriers of opposite signs are competing to polarize the same surrounding (and cancel each other's charge, as they co-occupy sites along the chain.)

We treat the surrounding dielectric as a classical continuum, interacting with the net charge distributions of the two localized carrier wavefunctions. The two carrier wavefunctions are a superposition of molecular orbitals, the monomer HOMO for the hole and LUMO for the electron. The two carrier probability distributions are seen as one net charge distribution by the dielectric. As already mentioned for the offsite hole-electron Coulomb interaction above, we model the molecular orbitals crudely and conveniently as spherical Gaussians, with a radius of 2 Å, about half the size of a single thiophene ring. The net charge $q_i = q_i^h + q_i^e$ on the $i$th ring induces a polarization distribution $P_i(r)$ in the surrounding material. (The hole and electron onsite charges are given by $q_i^h = q_{01} |\psi_i^h|^2$ and $q_i^e = -q_{01} |\psi_i^e|^2$, with $q_0$ being the elementary charge.) By superposition, the total polarization distribution is the sum of the individual $P_i(r)$ terms.

The classical electrostatic energy of this system can be expressed as the sum over sites $i$ and $j$ of interactions: between net charges $q_i$ and $q_j$, between $q_i$ and polarization $P_i$, and between $P_i$ and $P_j$. As for our earlier treatment of polarons, we must avoid the unphysical self-interaction of the two carrier charge distributions each with itself. We do this by including only the Coulomb interaction between $q_i^h$ and $q_j^e$. The desired electrostatic energy is therefore given by

$$E_{C}^{be} + E_P + E_{CP} = \Delta(V)_{ex} - \left(1 - \frac{1}{\varepsilon_r}\right) E_C$$

(12)

where $E_{C}^{be}$, $E_P$ and $E_{CP}$ are sums of: interactions between $q_i^h$ and $q_j^e$, polarization-polarization interactions, and charge-polarization interactions. We have replaced $E_{C}^{be}$ with $\Delta(V)_{ex}$, and used $E_P + E_{CP} = -\left(1 - 1/\varepsilon_r\right) E_C$, where $E_C$ is the sum of interactions between $q_i$ and $q_j$. We replace the left-hand side of Equation 12 with $U_{el}$ and sum over the whole chain to finally obtain

$$U_{el} = -\frac{1}{\varepsilon_r} \sum_{i,j} |q_i^h|^2 |q_j^e|^2 E_{C}^{be}(i,j) - V_C \sum_i |q_i^h|^2 |q_i^e|^2$$

$$-\left(1 - \frac{1}{\varepsilon_r}\right) \frac{1}{2} \sum_{i,j} \left(|q_i^h|^2 - |q_i^e|^2\right) \left(|q_j^h|^2 - |q_j^e|^2\right) E_C(i,j)$$

(13)

The first two terms represent the hole-electron Coulomb interaction $\Delta(V)_{ex}$, and the last term is the polarization energy, which we denote $\Delta(H_{pol})$. The factor 1/2 in this term is used to avoid double-counting. $E_C(i,j)$ is the Coulomb integral of two smeared charge distributions located at $i$ and $j$, described in detail in Ref and summarized in Supplementary Information.

**Reorganization energy of nuclei**

The last term of the exciton energy is the stabilization of the hole-electron pair by the reorganization of nuclei. A detailed deriva-
tion of the reorganization energy for a charge carrier distributed over multiple sites can be found in our previous work\textsuperscript{57}. More briefly here, the energy terms of the Hamiltonian involving the amplitude of distortion of the nuclei in response to a single carrier are

\[ \langle H_{\text{nuc}} \rangle = U_0 \sum_i |a_i|^2 X_i + \frac{1}{2} U_0 \sum_i X_i^2 \]  

(14)

Here \( X_i \) is the amplitude of distortion along a composite mode, i.e., the actual distortion of the nuclear coordinates in response to the presence of the carrier. \( X_i \) is normalized such that \( X_i = -|a_i|^2 \) at equilibrium. At this condition, \( \langle H_{\text{nuc}} \rangle \) reduces to \(-\frac{1}{4} U_0 \sum_i |a_i|^4 \), where the constant \( U_0 \) characterizes the strength of interaction between a charge and the nuclei distortion it induces. We have shown in our previous work\textsuperscript{57} that this constant is the same for both extra electrons and holes in P3HT, with a value of 0.66 eV.

For an extra electron and a hole simultaneously present on the same chain, the reorganization energy will be the sum of the two contributions to the distortion of the nuclei:

\[ \Delta \langle H_{\text{nuc}} \rangle = -\frac{1}{2} U_0 \sum_i (|a_i|^4 + |a_{\text{h}}|^4) \]  

(15)

We verified the validity of this approach by comparing the prediction of Equation 15 to the relaxation energy of the singlet excited state for a single thiophene ring, for which the largest nuclear re-organization energy for a charge carrier distributed on isolated chain with no nuclei reorganization is expected. A difference of less than 0.1 eV is observed.

**Exciton energy assembled**

We assemble the kinetic energy of the hole and electron \( \Delta(T) \), the hole-electron Coulomb interaction \( \Delta(V)_e \), the polarization energy of the surrounding dielectric \( \Delta(H_{\text{pol}}) \), and the reorganization energy of the nuclei \( \Delta(H_{\text{nuc}}) \), to finally obtain the exciton energy with respect to the hole and electron extended states \( E_0 = \Delta(T) + \Delta(V)_{\text{ex}} + \Delta(H_{\text{pol}}) + \Delta(H_{\text{nuc}}) \), as follows:

\[
\Delta E_0 = \varepsilon_e \sum_{i,j} |a_i h_j - a_i^* h_j^*|^2 + \varepsilon_h \sum_{i,j} |a_i h_j - a_i^* h_j^*|^2 \\
- \sum_{i,j} |a_i|^2 |a_j|^2 V_{\text{C}}(i,j) + V_{\text{C}} \sum_i |a_i|^2 |a_j|^2 \\
- \left( 1 - \frac{1}{\varepsilon_r} \right) \frac{1}{2} \sum_{i,j} \left( |a_i|^2 |a_j|^2 - |a_i|^2 |a_j|^2 \right) V_{\text{C}}(i,j) \\
- \frac{1}{2} U_0 \sum_i (|a_i|^4 + |a_{\text{h}}|^4) 
\]  

(16)

where \( i \) and \( j \) are site counters along the polymer chain.

Below, we use this expression to determine the optimal exciton configuration, including the width of the electron and hole probability densities and the binding energy, for an exciton on an isolated chain and on a chain in a polarizable medium. Unless otherwise noted the parameters used in computing \( E_0 \) are: \( \varepsilon_e = 0.76 \) and \( \varepsilon_h = -0.98 \) eV\textsuperscript{38}, \( E_0 = 0.66 \) eV\textsuperscript{57}, \( V_{\text{C}} = 1.9 \) eV, \( \sigma = 2 \) Å (see Eq S1), and \( \varepsilon_r = 2 \).

**Optimal exciton configuration**

To obtain the optimal configuration of the exciton, we minimize Eq (16) with respect to the electron and hole wavefunctions. We do this by imposing two variational wavefunctions, one for the hole and the other for the electron, and minimize the exciton energy with respect to their parameters. For convenience, we initially assume both electron and hole wavefunctions are represented by a Gaussian distribution across the chain. The amplitudes \( \{a_i\} \) are given by

\[ a_i = e^{-(i - i_0)^2/2\sigma^2} \frac{1}{(\sum e^{-(i - i_0)^2/\sigma^2})^{1/2}} \]  

(17)

where \( \sigma \) and \( i_0 \) are the width and center of the Gaussian respectively. The optimal exciton configuration and associated energy is attained by minimizing \( E_0 \) with respect to the four parameters: \( i_0 \) and \( \sigma \) for the hole and electron wavefunctions. We will later relax the Gaussian constraint on the carrier envelope, when discussing exciton polarization and dissociation. This will be done by minimizing \( E_0 \) with respect to the whole set of site amplitudes \( \{a_i\} \).

**Exciton on isolated chain with no nuclei reorganization**

We first consider the simple case of a singlet exciton formed by vertical excitation on an isolated P3HT chain. With no dielectric to polarize and no nuclear rearrangement, the terms \( \Delta(H_{\text{pol}}) \) and \( \Delta(H_{\text{nuc}}) \) of \( E_0 \) vanish. In this situation, the most stable singlet exciton has an electron and hole with coinciding charge centers, as shown in Figure 3a. Figure 3b displays the exciton binding energy versus exciton width. The exciton configuration is optimal at 1.6 rings or 6.4 Å, in good agreement with the results of Mewes et al.\textsuperscript{65}, who predicted a value of 7 Å for a number conjugated polymers by first-principle calculations at the Configuration Interaction Singles (CIS) level. The optimal exciton is -3.53 eV more stable than the exciton confined to a single site, and -1.95 eV more stable than the fully delocalized exciton, i.e., the hole and electron extended states in an infinitely long chain. The binding energy and exciton size for this configuration of the exciton are summarized in Table 1. The exciton size is here defined as \((\langle r_e - r_h \rangle)^2)^{1/2} \) or \( \sum_i |a_i|^2 |a_j|^2 R_{ij} \), where \( r_e \) and \( r_h \) are the electron and hole coordinates, respectively\textsuperscript{65,66}. \( E_0 \) and \( E_B \) are identi-
Exciton on chain in a dielectric medium

Now we consider an exciton on a chain in a polarizable medium, and allow the nuclei to reorganize in response to the exciton. The terms of the exciton binding energy that control these effects, $\Delta(\mathcal{H}_{\text{pol}})$ and $\Delta(\mathcal{H}_{\text{nuc}})$, are now turned on. We adopt an effective dielectric constant $\varepsilon_r = 2$ for the polarizable medium surrounding the exciton. This dielectric constant reflects only the electronic contribution to the polarizability of P3HT, as discussed in detail in our previous work\(^\text{57}\). When $i = j$, we reduce this constant to 1.75, so that the local self-interaction in $\Delta(\mathcal{H}_{\text{pol}})$ is less screened. This was done in order to match the polaronic stabilization to experiment for P3HT chains in the amorphous phase\(^\text{57,58}\). The total polaron stabilization energy of the two carriers sets the difference between $E_B^0$ and $E_B$, i.e., the exciton binding energy with respect to the separated hole and electron polaron (See Figure 1.) $E_B$ is the relevant binding energy for photocurrent generation and electroluminescence, and is therefore more practically meaningful.

Similar to the isolated chain, the optimized exciton is unpolarized, with its hole and electron center of charges co-located along the chain. The binding energies and exciton size are listed in Table 1. The binding energy with respect to the two carriers extended states $E_B^0$ differs from that of the isolated chain by -0.18 eV, solely due to the nuclei reorganization energy. This effect also accounts for the small decrease in exciton size. Polarization has no stabilizing effect on the exciton, because the optimal co-location of the two carriers ensures a perfectly neutral quasiparticle. The exciton binding energy $E_B$ with respect to the polaron state of two separated carriers is about 1 eV lower than for the isolated chain, because of polaronic effects arising mainly from polarization. Such reduction in binding energy, when going from an isolated chain to a chain in a dielectric, was also reported by Sun et al.\(^\text{9}\) (1.93 to 0.97 eV) who used non-empirically tuned range-corrected TD-DFT, and by van der Horst et al.\(^\text{12}\) (1.85 to 0.76 eV) using the GW-BSE approach. The agreement between this work and these more rigorous approaches is both qualitative and quantitative. Our prediction of the exciton binding energy with respect to the free hole and electron polaron, $E_B = 0.9$ eV, is also close to the experimental value of 0.7 eV determined by careful measurements of the transport and optical gaps\(^\text{8,69}\) (see Figure 1).

Now that we have the value of $E_B$, we can map out the potential energy surface between the bound exciton and the separated polarons. The potential will also be useful to understand how the exciton is unbound by external forces, such as an applied electric field and a donor-acceptor interface.

**Exciton dissociation potential**

We next map out the exciton binding potential, i.e., the binding energy $E_B$ as a function of distance between the hole and the electron. The same variational approach outlined above is followed, but with the constraint of a fixed distance between the centre of charges of the two carriers. We control the separation distance by fixing the parameter $i_0$ for the two trial wavefunctions, and minimize $E_B^0$ with respect to $\sigma$ for the two envelopes. The exciton potential for parameters corresponding to P3HT is given in Figure 4.

Fig. 3 (a) Optimal exciton configuration on an isolated P3HT chain, with no nuclei rearrangement. The exciton is 1.6 ring wide (see definition in text.) (b) Exciton binding energy with respect to hole and electron extended states ($E_B^0$) as a function of exciton size. The dashed line represents the asymptotic large-size limit.

Fig. 4 Exciton potential, i.e., binding energy as a function of hole-electron distance, for P3HT obtained with $\varepsilon_r = 2.0$. (Inset) Extrapolation to infinite separation. Energy is plotted versus $1/R$ (R the hole-electron distance). Solid line is a fit to first four points; while dashed line is a pure Coulomb interaction with the same intercept.

The potential follows the expected Coulomb behavior of two interacting bare charges at large separation, as shown in inset of Figure 4. At small separations, the spreading of the charge distributions leads to deviation from this behavior. $E_B$ can be clearly understood from the two Figures, 4 and inset, as the difference between the minimum in the binding potential, which occurs at...
zero separation distance, and the value of the potential at the large separation limit, where \( E_B^2 \) approaches the value for isolated hole and electron polarons.

We also observe the size of the hole and electron probability distributions at various separation distances along the exciton potential (See Figure 5.) The size is measured as twice the standard deviation of the probability density. Far away from each other the two carriers have a size determined by polarization and ring reorganization. The charge carriers maintain these sizes as their separation distance decreases until their charge distributions begin to overlap. At this point, the carriers compete to polarize the same medium. This competition contributes a positive energy to their interaction, and the carriers expand to minimize this effect. When brought even closer, the two carriers begin to shrink in order to maximize the attractive Coulomb interaction between them. At very short separation distances, two sites and below, the competition to polarize the same medium dominates the interaction between the two carriers; they expand to minimize the repulsive contribution to their interaction (see binding potential at higher \( \varepsilon_r \) in Figure 6a).

All results above have used a dielectric constant \( \varepsilon_r = 2 \). We now consider how the binding potential is affected by the magnitude of \( \varepsilon_r \).

**Effect of dielectric constant on exciton binding potential**

The dielectric constant of the medium affects the stability of the separated electron and hole polarons, and controls the screening of their Coulomb interaction. A more polarizable medium leads to more stable hole and electron polarons, and more effective screening of the Coulomb interaction between the separated carriers. The result is a reduced binding energy of the exciton relative to the polaron states \( E_B \) (See Figure 6.)

Figure 6a reveals that the Coulomb attraction between the carriers at zero separation distance is unchanged, regardless the dielectric constant, because the corresponding exciton is everywhere uncharged. The polaron stability as well as the path from bound exciton to polarons is strongly affected by the dielectric constant. For a dielectric constant of \( \varepsilon_r = 3 \) and larger, the strongly screened Coulomb attraction is overcome by the short-range repulsive competition to polarize the dielectric, such that the exciton becomes more stable when the carriers sit some short distance apart (see the position of the binding potential minimum.) This picture is analogous to a solvent-separated ion pair, for which the optimal configuration involves two ions separated by some short distance. The formation and stability of such ion pairs is primarily dictated by the dielectric constant of the solvent.

We also see that the depth of the minimum in the binding potential decreases with increasing dielectric constant \( \varepsilon_r \). Figure 6b shows the exciton binding energy as a function of dielectric constant. The behavior of \( E_B \) versus \( \varepsilon_r \) closely follows the \( c/\varepsilon_r \) trend expected of two interacting point charges in a dielectric medium, as shown by the dashed curve. The constant \( c \) was adjusted to match \( E_B \) for \( \varepsilon_r = 1 \). The deviation observed at intermediate dielectric constant is due to the solvent-separated-pair effect explained above.

At very large dielectric constant, the binding energy can fall below the threshold of thermal energy at ambient temperature \( kT \), and the exciton would readily dissociate after formation. Given the hopping parameters of P3HT, the relative permittivity for which \( E_B \) would match \( kT \) is \( \varepsilon_r = 40 \). Increasing the dielectric constant of the photoactive layer is being pursued as an avenue for increasing the exciton separation efficiency and therefore the power conversion efficiency of organic photovoltaics. As potentially effective as this strategy may be, one must keep in mind that a high dielectric constant also leads to more stable polaron states, with associated reduced carrier mobility. One must also consider the polarization mechanism, not just the magnitude...
of the dielectric constant, since slow polarization modes may not be effective at screening the hole-electron Coulomb interaction.

**Exciton polarization and dissociation**

**Unconstrained exciton wavefunctions**

Before examining the dissociation of the exciton in an electric field and at a donor-acceptor 1D interface, we introduce the following simplification: we set $t_e$ and $t_h$ to 0.98 eV, the hopping integral of the hole. This decouples the effects of the introduced external factors on the probability distribution of carriers from those associated with the difference of hopping integrals. We also relax the constraint that restricts the shape of the hole and electron envelopes to a Gaussian, so that we have no restriction on the shape the individual carrier wavefunctions can adopt. In other words, we minimize the binding energy $E_B^0$, given by Equation 16, with respect to the entire set of wavefunction onsite amplitudes $\{a_i\}$.

We find that the optimal states deviate from a Gaussian shape, as external factors (electric field and interface) are added to polarize the charge carrier distributions. As above, the binding potential is obtained by performing the minimization for different separation distances between hole and electron. We use umbrella potentials to control the positions of the two centers of charge. The resulting potential is portrayed in Figure 7a. We have used a smaller system size (20 sites) because of the larger cost of minimizing over the whole set of $\{a_i\}$. Examples of the resulting charge carrier probability distributions are shown in Figure 7b, where the solid line is for the electron, and the dashed line for the hole. The distributions are color-coded by their relative distance.

**Exciton in an electric field**

We examine the exciton binding potential under an applied external electric field. The external electric field applied along the direction of the chain adds a linear potential of the form $U = -Ez$, where $E$ is the field and $z$ is the coordinate along the chain axis. It introduces a bias for pulling the charge carriers apart, i.e., the energy decreases when the electron moves down the field and the hole moves up the field. The result is a tilted binding potential, as shown in Figure 8.

![Fig. 8](image)

Fig. 8 Effect of applied external electric field of various strengths on the exciton. The field strengths are $E = \{0.0, 0.01, 0.02, 0.03, 0.04, 0.05\}$ from the top curve to the bottom one, respectively.

Figure 8 was obtained by adding to the bare exciton potential (see Figure 7a) a linear potential $U$ with magnitudes of $E$ ranging between 0 and 0.05 V/Å. The figure reveals that the field reduces the depth of the binding/dissociation potential minimum; larger field strengths lead to a shallower minimum. The field that just manages to suppress the minimum in the potential is able to unbind the charge carriers. The value of this threshold field is 39 mV/Å; however, exciton dissociation can practically occur when the depth of the minimum is comparable to $kT$. Negative values of the x-axis in Figure 8 indicate separations of an electron and hole in a direction that opposes the electric field.

The threshold field is equal to the largest attractive force between the electron and hole. This force corresponds to the largest slope in the exciton binding potential. Figure S2 shows the slope of the bare binding potential (see Figure 7a) as a function of the hole-electron distance. The maximum force of attraction between the two carriers is around 40 meV/Å, which matches the field strength that leads to dissociation in Figure 8.

We have seen that, without the contribution of other factors to aid the exciton dissociation, a large external electric field is required to overcome the Coulomb attraction between the hole and the electron. In practice, organic photovoltaics rely on the presence of two semiconducting materials for efficient photocurrent generation. An electron donor material, in which excitons usually form by photo-excitation, is mixed with an electron acceptor, such that the HOMO/LUMO energy level offset at the interface between the two materials facilitates the dissociation of excitons.
Below we examine quantitatively the role played by such interface in the generation of free charge carriers.

**Covalent donor-acceptor interface**

Here we look at an exciton at an idealized covalent interface between donor and acceptor blocks, with a HOMO energy difference \( \Delta_{D-A} \) (level offset) between the two polymer segments. For simplicity we assume both the HOMO and the LUMO on one side of the interface are shifted by the same amount. This is done by adjusting the onsite energy parameters (Equation 1) across the interface. We place the interface exactly between the two middle sites along the chain, and leave the hopping parameters unmodified between all sites.

The effects of the energy level offset at the interface are shown in Figure 9, where the distance between the center of charge of the electron and the hole is plotted versus the level offset. The exciton is increasingly polarized at the interface as the HOMO/LUMO energy level offset increases. Once the offset is large enough to achieve a separation of one unit, the slope of Figure 9 decreases with carrier sizes, to maximize their Coulomb interaction. Increasing the energy offset at the interface is an effective strategy for overcoming this attraction only up to a certain magnitude, beyond which the benefit of this strategy becomes marginal. This is important to realize for the optimization of organic solar cells, where there is a trade-off between the energy level offset driving exciton dissociation and the device open circuit voltage.

The dissociation of the exciton is accompanied by a change in shape and size of the charge carriers. The size versus offset is also plotted in Figure 9 (see secondary y-axis), which reveals that the electron and hole shrink when they are pulled apart by the interface. (Here the size change is the same for the two carriers, because we assumed they have the same hopping matrix elements.) The hole and electron shape adjustment is evident from Figure 10, where representative carrier probability distributions are shown. The carrier wavefunctions became asymmetric to keep the two centers of charge close to each other while staying on the favored side of the interface. The hole favors the side of the interface with a higher HOMO, while the electron prefers the side with a lower LUMO. As a result, the exciton shows a preference for being at the interface whenever an energy level offset exists.

To better understand the effect of the interface on the exciton, we show how the level offset affects the exciton binding potential. Figure 11 displays the potential for three different scenarios: (1) in the absence of any HOMO/LUMO offset, and (2) and (3) when an energy offset of 0.2 and 0.3 eV exists at the interface, respectively. It is energetically less expensive to pull the exciton...
discussed above (See Figure 11b), Figure 12 shows the field required to unbind the CT state decreases with the level offset. This can also be seen from the tilted binding potentials in Figure 11a. These potentials have a reduced maximum slope (attractive force between the two charge carriers) in the second half of the figure, so that a smaller field is required to overcome the hole-electron attraction. However, even with an offset as large as 2 eV, a still large field of 15 mV/Å is needed for complete dissociation.

CT state binding energy are routinely estimated based on the interfacial intermolecular distance and even measured to be about 0.5 eV$^{72,73}$, but a value as high as 0.84 eV has been reported for molecular organic semiconductors$^{74}$. Given the high internal quantum efficiency of some high-performing organic photovoltaic devices, many explanations for how the hole and electron escape the still-large Coulomb binding energy of the CT state have been suggested. One such explanation is that the excess energy available after dissociation of the bound exciton at the interface leads to the formation of a ‘hot CT state’, as opposed to the lowest-energy CT state, with more delocalized electron and hole, and easier to unbind$^{75,76}$. Another explanation suggests that the generation of free carriers from the CT state is aided by energetic disorder and dynamic effects$^{59,60,77}$. We did not consider disorder in this work, though our flexible and cost effective tight-binding model can lend itself well to the study of the effects of both energetic and spatial disorder at the interface on the dissociation of the CT state.

Conclusions

We have developed a model based on the tight binding approximation for the description of singlet excitons on one-dimensional polythiophene chains. Our model is similar in some respects to the Pariser-Parr-Pople model, but we treat the electron and hole and the their effective interaction explicitly, which allows for a simultaneous description of the two carriers spatial probability distribution. Our model also takes into account the carrier-induced reorganization of nuclei along the chain and the polarization of the surrounding dielectric medium. These effects are responsible for the formation of polarons when the hole and electron are separated, and for screening the interaction between the two particles, in the case of dielectric polarization.

We used this model to study the binding and dissociation of excitons on single chains. On an isolated P3HT chain, we find that vertical excitons have a binding energy of about 1.9 eV. When we turn on reorganization of nuclei and consider a chain in a polarizable medium, we observe that nuclear reorganization lowers the exciton energy by about 0.2 eV, but the binding energy is reduced to 0.9 eV because of polaronic effects arising mainly from dielectric polarization. These findings agree well with higher level calculations following the GW-BSE approach and TD-DFT with tuned range-corrected hybrid functionals.

We computed the exciton binding potential, and study the effect of the dielectric constant of the surrounding medium. We define the exciton binding energy as the energy difference between the minimum in the potential and its value at infinite charge separation, which corresponds to two separated polarons. Polarization, governed by the dielectric constant, dictates the value of the potential at infinity and screens the hole-electron interaction. For dielectric constant larger than 2, the optimal exciton adopts a configuration resembling a solvent-separated ion pair, in which the hole and electron center of charges are separated by some distance. The binding energy closely follows an inverse relationship with the dielectric constant, with a small deviation for intermediate dielectric constants due to the solvent-separated-pair effect.

We then investigated the effects on the exciton of an applied electric field and a covalent donor-acceptor interface. We find that the field tilts the exciton binding potential. The critical field to unbind the exciton is the field that just manages to suppress the
minimum in the potential. This field equals the maximum attractive force between the hole and electron, i.e., the largest slope in the binding potential. We also show how a donor-acceptor interface with a given HOMO/LUMO energy offset pulls the hole and electron apart, and forms a charge-transfer state with reduced binding energy. The binding energy decreases with increasing level offset, but the effect quickly saturates at high offset values. Along with a reduction in binding energy, the level offset also reduces the maximum slope in the hole-electron binding potential, such that the hole-electron pair can be more easily unbound.

As demonstrated in this work for P3HT, our transparent tight binding model offers the potential to answer a number of pertinent questions on the properties and behavior of exciton in conjugated polymers as relevant for photovoltaics. While we have not shown and cannot claim that our method will work for all conjugated polymers, we have no reason to doubt its applicability to other conjugated polymers to some extent. The parameters that enter the model, namely the hole and electron hopping integrals, the effective onsite interaction parameter, the characteristic nuclear reorganization energy, the effective dielectric constant and the size of the moiety constituting a site, can all be determined for other conjugated polymers. Efforts along this direction are underway, including the application of the model to push-pull copolymers, and will be the subject of a future publication.
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