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Abstract 

We present a mesoscale characterization of carrier transport in W/Mo-doped ms-BiVO4 (BVO) 

to supplement our earlier study of electron and hole transport in bulk BVO. The mesoscale 

kinetic Monte Carlo (KMC) approach, informed by first principles-determined electron and hole 

hopping rates, captures the complex dynamics of electron carriers arising from light absorption 

and from metal doping. The computations and simulations support the observation that, for the 

doping level used in experiment, doping atoms do not affect significantly the transport dynamics 

proper of the charge carriers compared to stoichiometric BVO. W/Mo doping increases the 

electron carrier concentration, and consequently the electrode conductivity. We used a density 

functional theory DFT+U method to characterize the electronic structure of doped BVO. Each W 

and Mo atom brings one more valence electron than a V atom. These excess electrons are 

mobile. We adopted the theories and methods of our earlier investigations on BVO. The DFT+U 

theory affords an accurate description of small electron polarons with electron localized on either 

W or Mo or V, as well as of the hopping barriers from W/Mo-to-V or V-to-V.    Calculations on 

a 3x3x1 supercell of W/Mo-doped ms-BVO indicate that the excess electron from W or Mo does 

not reside on the doping atom. There is a shallow interaction region around the doping atom 

where the excess electron localized on a V atom is more stable than when localized on the 

doping atom, and slightly more stable than when the excess electron is localized far away from 

the doping atom. This region is two nearest V atom-wide for W and three nearest atom-wide for 

Mo. The depths of these stabilization regions are very small, ~ - 0.65 kBT (at 300K) for W and ~ 

- 0.73 kBT for Mo. Calculated V-to-V hopping barriers in doped material are little affected within 

the region and not affected outside the region. Using our recently developed lattice-based kinetic 

Monte Carlo code adapted to account for doping atoms and their energy stabilization regions, we 

calculated the diffusivity of electrons for carrier density relevant to experiment, as well as the 

conductivity. The stabilization regions have little effect on the diffusivity compared to the 

stoichiometric system because of the smallness of the stabilization. The diffusivity is found to 

decrease slightly with an increasing number of carriers, but the conductivity of a system with 

electron polarons arising from doping together with light absorption increases compared to the 

un-doped system. This work will set the foundation to study electron transport in gradient 

(W/Mo)-doped systems and other mixed phase systems.   
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I. Introduction 

The holy-grail in efficient and cost-effective conversion of solar energy into electrical 

and chemical energy is solar energy-driven water splitting using semi-conductor-based photo-

catalysts. Photoelectrochemical (PEC) cells are attractive due to their design whereby the direct 

contact between semiconductor and liquid electrolyte integrates efficiently the processes of light 

absorption and conversion of generated charge carriers. Such a design is much simpler and 

potentially more efficient than ‘integrated photovoltaic-electrolysis cells’. [1, 2] In any system 

intended for harvesting solar energy, including PEC cells, the semiconductor material plays the 

most crucial role. Semiconductor electrodes absorb the sunlight and create excited charge 

carriers (electrons and holes). Upon separation, these charge carriers generate an electronic 

potential that, if suitable, can drive the electrochemical reaction(s) at the surface of the electrode. 

Thus, the choice of semiconductor material is critical in governing the performance of PEC cells. 

The characteristics of an viable photo-electrode are: (i) it must generate a sufficient voltage to 

split water; (ii) it must have a suitable bandgap to harvest a significant portion of the solar 

spectrum while developing a sufficient photo-potential to drive the water splitting reactions; (iii) 

it must have band edges well-positioned to support the water splitting half-reactions; (iv) it must 

exhibit long-term stability in aqueous and oxidizing conditions; (v) it must require minimal 

kinetic over-potentials for charge transfer processes at the semiconductor–liquid junction 

(SCLJ); and, lastly, (vi) the semiconductor material must be made of abundant and cheap 

chemical elements. [1-3]  

 

In the pursuit of ideal materials, semiconducting transition metal oxides are considered as 

potential candidates primarily owing to their chemical stability in aqueous environments. 

However, poor semiconducting properties of binary oxides have resulted so far in small 

photocurrents compared to theoretical maxima. [1] The limited efficiency in extracting the 

photo-generated charge carriers prompted a shift towards ternary and more complex multinary 

oxides. Among the large number of possible combinations for mixed metal oxides [4], bismuth 

vanadate BiVO4 (BVO) is one of the highest performing ternary metal oxide photo-anode 

material reported to date. [1] The most active polymorph of BVO has the monoclinic-scheelite 

crystal structure (ms-BVO) with impressive theoretical efficiency limits of photocurrent 

densities. [5] The excellent activity of ms-BVO is a result of its well suited band structure for 

water splitting with an indirect band gap of ~2.4-2.5 eV [6] and a favorable conduction band 

edge positioned close to thermodynamic hydrogen evolution reaction (HER) potential. [7] 

However, the major limitations that hinders this material towards achieving theoretical 

efficiencies are rather poor electron-hole separation [7], poor electron transport [8], and poor 

water oxidation kinetics. [9] In order to address these challenges, a wide variety of strategies 

have been implemented, which include morphology control, doping, and, finally, coupling with 

oxygen evolution catalysts. [9] 

 

Of the above mentioned strategies, doping BVO with either Mo6+ [10, 11] or W6+ [12, 

13] or simultaneous doping with Mo6+ and W6+ [8] at the V5+ sites [14] was found to be effective 

in increasing photo-electro-catalytic activity in terms of electronic conductivity. A general 

observation resulting from these doping studies is an increased carrier density as interpreted from 

Mott-Schottky plots. [15] A consequence of the influx of excess mobile electrons from dopant 
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sites resulting in an increased carrier density n and thus an increase in electrical conductivity   

according to: 

 

𝜎 = 𝑛𝑒𝜇 (1) 

where 𝒆 is the elementary charge, and 𝝁 is the carrier mobility.  

 

Carrier transport in BVO and (W/Mo)-doped BVO has been the subject of many recent 

experimental and computational investigations, including from our group. [16]  [17] [18]  [19]  

[20] [21] [22] [23]  We recently reported first principles-based mesoscale simulations of electron 

and hole transport in stoichiometric bulk BVO [16], whereby hopping activation energies were 

obtained from DFT+U calculations. This earlier work is illustrated in Figure 1. We determined 

all possible hopping energies for electrons and for holes. We reported selected cluster 

calculations of the electronic coupling (VAB) underlying the small polaron theory that led us to 

identify the strong non-adiabatic character of the electron transport processes. We assigned 

values of G* ~ 0.37 eV for electron hops corresponding to a reorganization energy (in Marcus 

parlance)   ~ 1.48 eV. Hole transport was shown to be bimodal, with fast but not transport-

efficient hops among pairs of VO4 tetrahedra and slow but transport efficient hops across VO4 

pairs. Nonetheless, electron mobility is about one order of magnitude smaller than hole mobility, 

so that conductivity in BVO is gated by electron transport. We determined that electron hops 

have VAB electronic coupling (in Marcus/Holstein parlance) values of ~ 600 cm-1, confirmed by 

Figure 1 Crystalline structure of ms-BVO comprising 4 chemical structures per unit cell. MO4 

(M=V/W/Mo) units are shown in polyhedra. Figure illustrates the migration of excess electron from 

dopant site (X=W/Mo) to a neighboring V site.  A typical energy profile of electron hopping (through-

space) between two V sites is illustrated in the inset. The intersecting of potential energy curves were 

determined along the pathway interpolated between the initial and final participating polaron 

structures with their localized wavefunction states.  
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Constraint DFT calculations[22], in-between the regimes of diabatic and adiabatic hopping. Our 

value of G* for electron polarons is in good accord with the drift mobility experimental value 

of G* ~ 0.300 eV.[24]  Lattice-based KMC showed that both electron and hole mobility 

decrease slightly with increasing carrier density. 

 

Abdi et al. [20] and Han et al. [21] showed that gradient doping of BVO by W atoms into 

n+-n homojunctions was a successful strategy in increasing carrier separation and BVO’s overall 

conversion efficiency. Jovic et al. [18] [19] used soft X-ray absorption spectroscopy to establish 

key characteristics of W/Mo-doping in ms-BVO: the excess electron from W/Mo does not reside 

on the doping atom, but rather as a small polaron localized on V sites. They also observed a 

small anisotropy in electronic structure between the ab-plane and the c-axis. Our earlier study 

[16] yielded also such a finding at the level of the dynamics. Overall, these authors concluded 

that the “improved conversion efficiency of W-doped BVO relative to the un-doped material is 

largely due to the increased carrier concentration in spite of increased carrier recombination 

rates”.  

 

Park et al. [8] applied DFT+U approach to understand the effects of W or Mo doping on 

the electronic structure of BVO. They found that the excess electron from W or Mo localizes on 

V atoms and creates a localized state in the band gap. The small polaron formation involves a 

sizable lattice distortion around the reduced V4+ ion. They suggested that the excess electron 

residing at the V4+ site may undergo migration to an adjacent V5+ (or Mo6+, W6+) site. Yin et al. 

[25] studied the extrinsic doping properties of BVO and they found substitutional Mo and W 

atoms on V sites are very shallow donors and have very low formation energies. Ding et al. [26] 

explored the origin of the enhanced photocatalytic activity of Mo-doped BVO using DFT. They 

showed that the Mo atoms prefer to substitute the V atoms in the bulk phase, but that for the 

(010) surface, Mo atoms prefer to substitute Bi atoms at the outermost layer. Overall it is 

accepted that doping of Mo or W in BVO bring excess electrons and these electron form mobile 

small polarons.  

  

Wu et al. [22] and Zhang et al. [23] provided further experimental evidence and 

computational understanding why W-doping and Mo-doping is at the source of higher 

photocurrent. Several DFT-based levels of theory showed that the excess electron from W and 

Mo does not like the doping site but becomes a small polaron in the material. They calculated a 

hopping activation energy of G* ~ 0.25 eV and suggested that hopping barriers are reduced by 

the presence of doping atoms due to some strong electrostatic interactions. This value is 

somewhat smaller than our previously reported value of ~ 0.37 eV [16] and also smaller than the 

experimental value of ~ 0.30 eV.  

 

In this paper, we report on the nature of the stability and mobility of electron polarons in 

ms-BVO when doped with W or Mo as substitutions at V sites. QM calculations confirm that the 

excess electron localization on W/Mo sites is energetically unfavorable. At the same time, 

localization of the excess electron becomes energetically favorable by a small amount on V sites 

extending up to ~ the 3rd nearest neighbor shell in the vicinity of the dopant site. It is widely 

accepted that slow carrier transport in complex metal oxides arises from the nature of carrier 

localization in the form of small polarons [3, 27], so that the characterization of the electron 

transport in doped systems ought to account for the stabilization (trapping) near the dopant sites. 
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Using data from first-principle calculations, we performed KMC simulations to characterize the 

nature of electron transport in the presence of extrinsic doping in ms-BVO. The paper is 

organized as follows: in Section II we describe the computational methods and details, first about 

the DFT calculations, then about the KMC implementation, in particular with regards to the 

treatment of substitutional defects. In Section III we present and discuss the results. We conclude 

in Section IV. 

II. Computational methods 

a. DFT calculations:  

We performed spin-polarized DFT calculations using the Vienna ab initio Simulation Package 

(VASP).[28, 29] The exchange correlation potential was described by the Perdew-Burke-

Ernzerhof (PBE) functional within the generalized gradient approximation. [30] The projector 

augmented wave method was applied to describe electron-ion interactions.[31, 32]  We used the 

+U correction approach for the self-interaction correction [33], using the values of +Ueff = (U - J) 

= 5.0 eV (J = 1.0 eV) on V(3d), W(5d), Mo(4d) states when performing charge localization 

calculations. The +Ueff value on d orbitals of metal ions are taken from earlier work[16], 

affording localization of electron polarons on desired sites. The +U values on Mo(4d) and W(5d) 

were taken as the same as for V(3d). We used a 3x3x1 supercell with 216 atoms. A plane-wave 

cutoff energy of 400 eV and a (1x1x2) k-point mesh were used for geometry optimization. The 

Γ-centered k-point mesh of the Brillouin zone sampling was set at (2x2x1) based on the 

Monkhorst–Pack scheme.[34] The structures were relaxed until all forces on ions were less than 

0.01 eV Å-1. The core electrons were represented with pseudo-potentials with 6, 11, 12, 12, and 5 

valence electrons for plane-wave description of O, V, W, Mo and Bi respectively. We used the 

conjugate gradient algorithm for ionic convergence with an energy difference cutoff set to 1.0E-

05 eV. For Mo or W single doping, one V atom was substituted by one Mo or W atom in the 

supercell corresponding to a concentration of ~ 2.8 %. As for Mo and W co-doping, two V atoms 

far away from each other are substituted by Mo and W atom in the supercell.  

 

b. Polaron modeling:  

To describe polaron hopping, we made use of the Marcus/Holstein two-state model, of which 

several descriptions exist.[35-40]  The details of how to use DFT to obtain the important 

parameters of Marcus theory are published in several of these papers [36-38, 41], including the 

definition of approximate reaction pathways. These papers describe also how to use the DFT 

data to get diffusion and mobility from Einstein’s model of diffusion. In brief, the ‘initial’ and 

‘final’ states in the two-state model of polaron hop correspond to localized spin densities on the 

‘initial’ or ‘final’ sites respectively, with the structures being optimized to give the lowest energy 

structure of the ‘localized’ polaron states. The spin density arises from one excess electron for 

electron hops and the removal of one electron from the supercell for hole hops. The approximate 

reaction pathway is generated by morphing linearly the ‘initial’ polaron stable structure and the 

‘final’ polaron structure. DFT energies are calculated for several points along the pathway, 

possibly using the previous electron density as initial guess of the DFT calculation to facilitate 

maintaining the localized spin character which we monitored. Such energy curves correspond to 

the ‘quasi-diabatic’ energy states when the localized spin character is maintained along the 
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pathway, and most importantly at mid-point (crossing point). When the unpaired spin is shared 

by the ‘initial’ and ‘final’ sites at mid-point, the curves correspond to the ‘adiabatic’ energy 

states. Calculated polaron curves for doped systems are shown in the Supplementary 

Information. 

In our earlier work[16], we stated and showed that the electronic coupling elements VAB for all 

electron hops in bulk un-doped BVO are small, consistent with the cuspy Marcus curves and 

their non-adiabatic character. We adopted the same approximation for electron hops in doped 

BVO. Dopant atoms were found to be essentially inaccessible as electron localization sites, with 

the free energy increases for electron localization on W/Mo sites being ~ 26.12 kBT and ~ 3.15 

kBT respectively relative to their first shell V sites, so that hops to W/Mo sites could be taken out 

the list of KMC processes (for W) or treated with negligible VAB coupling (for Mo).  

We note that for organic semiconductors (like pentacene and other), dynamic disorders arising 

from thermal effects have been shown to lead to large fluctuations in structures and consequently 

in electronic coupling and that carrier transport can be significantly affected by such fluctuations 

in some cases.[42] Unlike in these cases where the molecules in organic crystals are held 

together by weak interactions, bonding in inorganic crystals like BVO is much stronger and 

structural deformations due to temperature effects are expected to be much less significant than 

in organic crystals. It transpired also from our earlier work [16] that the reorganization energy (in 

Marcus/Holstein parlance) is large ( ~ 1.48 eV based on G* ~ 0.37 eV). The magnitude of the 

electronic coupling VAB ( ~ 600 cm-1 or less) is thus much smaller than the reorganization 

energy, and thermally-induced fluctuations of VAB are unlikely to have a significant qualitative 

effect on predicted diffusivity and conductivity, in support of the applicability of the 

Marcus/Holstein small polaron hopping formalism.  

 

 

c. KMC modeling:  

For an ensemble of polarons, each of which may undergo a number of hops, it is necessary to 

solve the coupled kinetics to describe the transport. To this end we implemented a lattice-based 

Kinetic Monte Carlo simulation code.[43-45] Lattice-based KMC is an approach that is 

particularly well suited to describing the dynamics of space-charge distribution in complex 

systems such as those considered here. In brief KMC involves creating a list of processes (eight 

possible nearest-neighbor hops for each electron polaron), each process having its own rate (Eq. 

(2)). KMC uses a  

 

𝑘𝑒𝑡 = 𝑛𝑣𝑛 exp (−
∆𝐺∗

𝑘𝐵𝑇
) (2) 

 

stochastic algorithm to solve the coupled rate equations, leading to a spatial and temporal 

characterization of the charge carrier distribution. Starting from a random distribution of a set of 

electron polarons across vanadium sites, the electrons ‘move’ stochastically in the presence of 

the other electrons during a simulation. The rate constants used at the start of the KMC 

simulations are taken from the DFT calculations described above. At each time step, the spatial 

distribution of the electrons affects differentially the vanadium site potentials, the polaron 

Page 7 of 26 Journal of Materials Chemistry A



energies, and therefore the hopping rates. The site potentials are calculated through a Ewald 

summation approach because of the long-range nature of electrostatic interactions. The change in 

site relative energy for a polaron hopping from an ‘initial’ site to a ‘final’ site affects the 

activation energy for that hop, in accord with Marcus’ expression in Eq. (3) or the Bell-Evans-

Polanyi principle [46, 47], and, as a 

∆𝐺∗ =
(𝜆 + ∆𝐺0)2

4𝜆
− 𝑉𝐴𝐵 (3) 

 

consequence, its associated rate. As the space-charge distribution evolves, so do all the 

individual hopping rates. A detailed description of the program can be found in the Appendix. 

For a given concentration of charge carriers, the initial spatial distribution of the carriers and of 

the dopant sites is randomly generated. The diffusivity is calculated from the average of the 

mean square displacements (MSD) of each electron (or hole), evaluated for 100 trajectories of 10 

milliseconds each.  

 

Special considerations are in order for doped systems. For un-doped ms-BVO, atoms are used as 

lattice sites carrying a charge equal to the full oxidation state of the constituent elements (Bi, V, 

O have oxidation states +5, +3, and -2 respectively). When a dopant W/Mo is introduced as a 

substitution for a V atom, we learn from the QM calculations (see below) that the W/Mo 

substitution creates a region of small stabilization for electron localization right around the site of 

substitution, extending up to ~ 3 nearest neighbor shells. In other words, the sites belonging to 4th 

and higher nearest neighbor shells are treated as unaffected and belonging to the ‘bulk’ region, 

vis-à-vis the substitution site. At the same time, electron localization at the W/Mo site of 

substitution is made virtually impossible as observed in earlier studies.[18, 19, 22] Accordingly 

the ‘coordination’ states of the W or Mo atoms are +5, with each dopant atom giving away an 

itinerant excess electron to the lattice. This observation made it possible to incorporate into the 

KMC model the effect of substitutions by W/Mo atoms by simply keeping the lattice site charges 

as +5 at the dopant sites, while adding one excess electron to the system. In this fashion the 

energy of any polaron distribution (calculated by Ewald summation) would remain unchanged if 

it were not for electron polarons being localized on V sites inside the region of interaction of the 

dopant atom. The interaction region was then modeled by adding a (small) stabilization energy 

contribution to V sites inside the region. This is the quantity G0 in Marcus/Holstein expression 

of Eq. (3). The modified activation energy G* is given by Eq. (3) and the altered rate is given 

by Eq. (2). The magnitude of the stabilization energy was derived from DFT calculations for 

W/Mo doped supercells. For W dopants the W site was found to be very high in energy and the 

site was removed as a c site to which electron polarons might hop to (in the list of possible KMC 

processes). For Mo dopants, the Mo site was given a relative energy of ~ + 0.012 eV, giving it a 

~ 5 % probability of holding an excess electron (see results below). All in all, doping was 

captured in the KMC model without modifying the electrostatics of the system lattice in terms of 

lattice site charges.  

 

In this paper we studied the electron transport characteristics (mobility and conductivity) over a 

range of doping levels. Each data point in the figures represents the average quantity over 100 

trajectories, with each trajectory initialized from a unique spatial distribution of dopant sites in 
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the lattice. The standard error of mean are shown as the error bars in these figures. The lack of 

overlap between the error bars confirm the statistical significance of the trend. The observation 

of small magnitudes of uncertainties at each data point should not be misinterpreted as absolute 

independence of carrier transport characteristics over spatial distribution of dopant sites.  The 

observation only confirms the independence of the characteristics from spatial distribution as 

long as the distribution offers uniformity. That carrier transport can be controlled by engineering 

the spatial distribution of doping concentrations as in homo-junctions of gradient (W/Mo)-doped 

BVO, will be the subject of a future publication. 

 

III. Results and Discussion 

a. Electronic structure in doped BVO:  

We used DFT + U to calculate the relative energies of structures when the excess electron 

associated with the W/Mo atom was localized either at the dopant site, at a nearest neighbor site, 

at a 2d nearest neighbor site, at a 3d nearest neighbor site, or further away. We used a 3x3x1 

super cell, with 36 W (Mo) or V sites available for electron localization including the dopant site. 

The relative energies are displayed in Figure 2. The calculations reveal a relative stability of 

charge localization in the nearest neighbor shells compared to the bulk of the lattice. The zero of 

energy corresponds to the excess electron localized beyond the 4th shell. When the electron is 

localized at the W site, its relative energy is ~ + 0.660 eV (or ~ 25.5 kBT with kBT=0.0259 eV at 

300K), and in the case of Mo, the relative energy for the electron to be at the Mo site is ~ + 

0.079 eV (or ~ 3.0 kBT).  Since probabilities of energy states accessible to the electron 

localization is determined by Boltzmann distribution (Eqs. (4,5), we may conclude that the 

probability of accessing energy state with electron localized on W site is essentially zero, while 

that of the electron localizing on Mo site is only ~ 5%. 

 

𝜂𝑖 = exp⁡(
−𝑑𝐸𝑖
𝑘𝐵𝑇

) (4) 

𝑑𝐸𝑖 = 𝐸𝑖 − 𝐸𝑏𝑢𝑙𝑘 (5) 
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For W, the electron localized on a nearest neighbor site (1st shell) has a relative energy of ~ - 

0.017 eV (or ~ -0.65 kBT), it is the most stable shell. For Mo, the most stable shell is the 2nd shell 

with a relative energy of ~ -0.015 eV (or ~ -0.60 kBT). The energy profile in Figure 2 is semi-

quantitatively similar to the one presented by Wu and Ping.[22] The shape of the energy curve in 

Figure 2 is suggestive of a region of stability, an interaction region with stabilization energy 

tailing off to essentially zero beyond the 4th shell. The most stable shell for W-doped BVO is the 

first nearest neighbor shell while it is the second shell for Mo-doped BVO.  

Note that the index in Figure 2 is a shell index (0 is the dopant site, 1 is the nearest shell, 2 is the 

next nearest shell …). The distribution of stabilization energies in the doping region (on sites 

around the dopant site) cannot be represented in s similar fashion when using other parameters 

such as site distances, lattice directions, or connectivity between dopant site and electron 

localization sites. Indeed there exist deviations in the distribution of stabilization energies for 

sites within shells. Figure 2 arises from averaging the stabilization energies over sites within 

shells. For simplicity we defined a stabilization energy for each shell through three steps: a/ we 

calculated the Boltzmann population for each atomic site based on its DFT energy via Eq. (4); b/ 

we averaged the site populations over the sites within shells; c/ we defined, via Eq. (5), a shell 

energy (shown in Figure 2) that yields the average population, giving rise to a shell probability 

via Eq. (6). Here 𝑁 is the total number of metal sites in the model. 

 

 

 

 

 

 

 

 

 

Figure 2. Relative DFT+U energies when the excess electron from W/Mo is localized within 

vanadium shells away from the dopant site. 
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𝑑𝐸𝑠ℎ𝑒𝑙𝑙⁡𝑗 = −𝑘𝐵𝑇 log⁡(
1

𝑁
∑𝜂𝑖

𝑁

𝑖

) (5) 

𝑆ℎ𝑒𝑙𝑙 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (𝑃𝑗) =
Ω𝑗 exp (−

𝑑𝐸𝑠ℎ𝑒𝑙𝑙⁡𝑗
𝑘𝐵𝑇

)

𝑄
 (6) 

𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛⁡𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑄 =∑Ω𝑗 exp(−
𝑑𝐸𝑠ℎ𝑒𝑙𝑙⁡𝑗

𝑘𝐵𝑇
)

𝑗

 
(7) 

 

In this model, all sites within a shell are assumed to be equally accessible (they are equal energy 

states i.e. degenerate states). Through fitting the data for number of sites within shells (shell 𝑗 
degeneracy Ω𝑗) up to 𝑗 = 4, shell 𝑗 degeneracy Ω𝑗 ⁡in ms-BVO is reasonably well given by Ω𝑗 =

6.429𝑗2 + 0.486𝑗 + 1.057. The lattice sites may be categorized into three regions based on the 

shell index 𝑗, such as dopant site (𝑗 = 0), interaction region⁡(0 < 𝑗 < 4), and bulk region (𝑗 ≥
4). The distribution of shell probabilities as derived from Eq (6). are shown in Figure 3 for un-

doped and doped systems within 𝑗𝑚𝑎𝑥 = 7. While the degeneracy Ω𝑗 is responsible for the large 

shell probability in the bulk region, it can be seen in Figure 3 that the shell probabilities 

corresponding to the interaction region are larger for a doped system than for an un-doped 

system. The larger probabilities indicate an increased accessibility of the electron localization 

states within the interaction region to the detriment of the dopant site and the ‘bulk’ sites. The 

nature of the trends shown in Figure 3 remains unaffected with system size (increasing shell 

index maximum 𝑗𝑚𝑎𝑥), however the difference in the bulk region probabilities between doped 

Figure 3. Shell probability distribution around a dopant site in BVO. The increase in probability 

(highlighted in the yellow oval) for the shells around the dopant site (shell ‘0’) corresponds to the 

stabilization region. 
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and un-doped systems grows more insignificant suggesting a shrinking influence of a single 

dopant with growing simulation supercell. At the same time, the kinetics in the bulk region are 

virtually unaffected since all the sites in the bulk are essentially degenerate.  

Further discussion about shell probability distribution is included in the Supporting Information. 

Excess electron localization sites upon Mo or W single doping and co-doping are illustrated in 

Figure S1 (a) and (b) for selected sites. In all cases, the excess electrons are well localized as 

confirmed by the spin density plots shown in Figure S2. Upon W/Mo co-doping, there are two 

excess electrons. The calculated DFT shown in Table S1 indicate that the two electrons prefer to 

localize on two different V sites. A second configuration has one excess electron localized on a 

V site and the other electron on the Mo site with a probability of ~ 3 %. Interesting as well is the 

finding that the two electrons can also form a bi-polaron localized on one single V site, although 

with a low probability of ~ 1 %. 

 

b. Hopping pathways in doped BVO: 
 

As indicated above, dopant atoms give rise to an interaction region around the doping site 

whereby the excess electron exhibits a small stabilization compared to the ‘bulk’ region. With 

Mo doping there is a small probability that the excess electron localize at the Mo site. An excess 

electron never resides on a W site. In co-doping the stabilization energies are essentially additive.  

We investigated the effect of the presence of doping atoms on activation barriers for hops 

in the neighborhood of dopant atoms. V-to-V hops further away from the dopant atoms than the 

4th shell of V atoms do not feel the presence of the dopant atoms and the hopping barriers are 

unchanged. We selected four V atoms close to the dopant site and we determined the 

Marcus/Holstein energy profiles for hops involving these atoms. The curves and the energies are 

presented in Figures S3-S10, and Tables S3 to S10, with some of them involving Mo-to-V hops 

since Mo atoms have a finite probability to receive an excess electron. These  curves 

complement the exhaustive set of curves reported in our earlier work.[16] The overall outcome is 

that W and/or Mo doping does not affect the characteristics of hops outside the interaction region 

created by the dopant atom. Within the interaction region V sites have varying but always small 

stabilization energies that can very well be accounted for by the quantity G0 in Marcus/Holstein 

expression of Eq. (3) or by the Bell/Evans/Polanyi rule[46, 47] on how they affect the activation 

barriers. In the same vein, changes in energy characteristics for hops involving a Mo atom can be 

accounted in the same fashion. Considering this small to negligible probability associated with 

electron transfer processes involving dopant sites, we did not calculate the VAB for these 

processes. Besides, it is understood that changes in nuclear vibrational modes as a result of 

thermal fluctuations or crystallographic defects may modify the electron-phonon coupling. [49] 

However, the nuclear vibrational modes in covalently-bound inorganic semiconductors are 

largely unaffected particularly at lower doping concentrations [50] under purview in this study 

(doping concentrations up to 1%). Thus, we continued to use G* ~ 0.37 eV for electron hops to 

derive the reorganization energy (λ) from Eq. (3) to be ~1.48 eV. 

     

c. Electron transport in doped BVO: 
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We defined a model system for W- or Mo-doped BVO, based on the (9x9x4) supercell 

we used previously for undoped BVO.[16] The number of dopant atoms was 0, 1, 2, 3, and 4 

W/Mo atoms within the supercell, corresponding to dopant concentrations up to ~ 0.309 % (in 

the range of experimental levels). The number of excess electrons in addition to those introduced 

by the dopant atoms was kept constant at 4 electron polarons (arising from light absorption for 

example).The KMC data are shown in Figure 4 for electron diffusivity for un-doped, singly-

doped (with either W or Mo) and co-doped (doping ratio of W to Mo at 1:1) BVO. For one 

electron polaron system, the diffusion coefficient (after correction for the difference in activation 

energy between computation and experiment) is only a factor ~ 5 smaller than the experimental 

value measured by drift mobility in the presence of an electric field. It can be seen that the 

average diffusion coefficient exhibits a decrease (cubic dependence) as a function of the electron 

polaron concentration. Indeed electrons in a multi-electron simulation are not completely free to 

drift. A move closer to other electrons is less favorable than a move away from other electrons.  

 

When considering 3 nearest neighbor shells as the region of stabilization, every dopant site 

affects the stability of 97 sites including itself in the simulation supercell size of 9x9x4. Because 

of this we were able to explore doping levels only up to 0.386 % (5 substitutions among 1296 V 

sites, here data up to only 4 substitutions shown for easier comparison against co-doped 

Figure 4. Comparison of electron polaron mobility and conductivity for un-doped and doped BVO 

systems under the ‘3Shells’ implementation, referring to the number of V shells comprising the small 

stabilization region around each dopant atom. 

Figure 5. Comparison of electron polaron mobility and conductivity for un-doped and doped BVO 

systems under the ‘2Shells’ implementation, referring to the number of V shells comprising the small 

stabilization region around each dopant atom. 
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simulations) if we assumed non-overlapping stabilization regions. In order to achieve larger 

doping levels, we repeated the simulations by considering 2 nearest neighbor shells as the region 

of stabilization, and a total of 37 sites belonging to region of influence (thus the ‘bulk’ region 

started from sites belonging to 3rd nearest neighbor shell and beyond). This allowed us to explore 

doping level up to 1 % (13 substitutions among 1296 V sites). Mobilities and conductivities for 

the higher doping levels and still four additional excess electrons are shown in Figure 5. Because 

the stabilization energies are small, we observed only a marginal difference in carrier mobilities 

between the 2shells- and 3shells- model implementations. The comparative data between the 

2shells and 3shells models are presented in Figure S11 in the Supplementary Information. 

 

When comparing the electron mobilities between (singly- and co-doped) doped and un-doped 

BVO, we observe a marginal decrease (factor of ~ 1.1) in the value of carrier mobility with an 

increase in doping level. This observation is at odd with the interpretation of a factor of ~ 20 

decrease in carrier mobility upon introduction of 1% W doping [51]. However our data supports 

experiment, in that the intrinsic mobility of electrons in doped BVO is smaller than that of un-

doped BVO.  

 

Furthermore, we performed the co-doping simulations with a doping ratio of W to Mo at 1:1. For 

these simulations, we continued to ensure the non-interaction of any two doping regions to avoid 

the complexities in the distribution of energetics for electron localization when two or more 

doping regions overlap. When electron mobilities between singly-doped and co-doped BVO 

were compared, we noticed that the mean of singly-doped mobilities (W and Mo) and co-doped 

mobilities are very comparable and within a factor of 0.99-1.01 from each other. However, 

owing to the shallow nature of the stabilization region, the electron mobilities of W/Mo singly-

doped BVO are very close (differ by a maximum factor of only ~1.006 for 12-substitusions). 

While simulations at higher doping concentrations are necessary for stronger evidence, current 

observations for co-doping may suggest a linear mixing of the individual contributions from 

singly-doped systems towards influencing electron transport. 

 

IV. Conclusions 

We presented a mesoscale characterization of electron transport in W/Mo-doped BVO. The 

mesoscale KMC model, informed by first principles-determined electron hopping rates, captures 

the complex dynamics of electron carriers arising from light absorption and from metal doping. 

The computations and simulations support the observation that, for the doping level used in 

experiment, doping atoms do not affect significantly the transport dynamics proper of the charge 

carriers compared to stoichiometric BVO. W/Mo doping increases the electron carrier 

concentration, and consequently the conductivity in the electrode.   DFT calculations of W/Mo-

doped BVO show a shallow interaction region around the doping atom where the excess electron 

localized on a V atom is much more stable than when localized on the doping atom, and slightly 

more stable than when the excess electron is localized far away from the doping atom. The 

calculated V-to-V hopping barriers are little affected within this interaction region and not 

affected outside this region. Mesoscale KMC simulations indicate that the stabilization regions 

have little effect on the diffusivity compared to the stoichiometric system because of the 

smallness of the stabilization. The diffusivity is found to decrease slightly with an increasing 

number of carriers, but the conductivity of a system with electron polarons arising from doping 
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together with light absorption increases compared to the un-doped system. These findings are 

consistent with experimental observations. This work will set the foundation to study electron 

transport in gradient (W/Mo)-doped systems and other mixed phase systems.   
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V. Appendix: 

a. Program Description: 

We developed a cross-platform object-oriented library of python modules and scripts called 

PyCT (Python-based Charge Transport) to perform lattice-based KMC simulations of charge 

carrier kinetics in crystalline semiconductor materials at mesoscopic length and time scales. The 

library is hosted as a private repository on GitHub. Interested users can contact one of us (VP) to 

get access at the repository. The workflow of the KMC code is depicted in Figure A1. The code 

consists of two essential components, a ‘Simulation System’ and a ‘Simulation Engine’.  

 

The ‘Simulation System’ includes two object definitions: the first called ‘Material’ with all 

physical parameters related to the material of interest, including system size, atomic coordinates, 

charge hopping parameters (reorganization energy  and electronic coupling VAB from 

Figure A1. Workflow of the Python KMC code  - PyCT -. 
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Marcus/Holstein theory of hopping model. [52]) The second object is ‘Neighbors’ that contains 

functions to generate the cell lists for hopping neighbors and atom pairs interacting within the 

short-range part of Ewald summation.  

The second essential component of the code, the ‘Simulation Engine’, includes a collection of 

objects related to the Variable Step Size Method (VSSM) implementation of KMC depicted in 

Figure A2. The charge transfer reactions are modelled between neighboring sites via small 

polaron hopping steps. [36]  The charge transfer parameters for the elementary processes 

originate preferably from first-principle calculations or from experiment. The long-range 

Coulombic interactions between polaron-polaron, polaron-lattice are computed by Ewald 

summation technique. Since the KMC simulations are performed over a static lattice, we derived 

for computational efficiency an expression to compute directly the key quantity of interest, the 

change in free energy (∆𝐺0). This strategy reduces the computational scaling from 𝑂(𝑁2) to 

𝑂(𝑁) , where 𝑁  is the total number of ions in the system. Instantaneous kinetic rates are 

computed using the activation energies as estimated from change in (∆𝐺0)  using Brønsted-

Evans-Polanyi relation [53] or Marcus/Holstein expression. Since the spatial distribution of 

charges changes at each time step, the quantities (∆𝐺0) and the associated process rates 𝑘 must 

be computed for all possible processes at each instant of time. 

Figure A2. Schematics of the Variable Step Size Method (VSSM) algorithm for 

KMC simulations. 

e
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From Eq. (3) above, the quantity ∆𝐺0, the instantaneous energy ‘defect’ for a given hop,  consists 

of two components: (1) one arising from the total electrostatic energy of the instantaneous charge 

distribution and calculated by the Ewald formalism, and (2) shift applied from the electron 

localization energetics due to doping atoms: 

 

∆𝐺0 = ∆𝐺0,𝐸𝑤𝑎𝑙𝑑 + ∆𝐺0,𝑆ℎ𝑖𝑓𝑡 (A1) 

 

 

For a charge transferring from site 𝒌 to site 𝒌′, the change in the system energy is given by: 

∆𝐺0,𝐸𝑤𝑎𝑙𝑑 = 𝑞𝑐 [2∑𝑞𝑖
𝑜𝑙𝑑(𝑃𝑖𝑘′ − 𝑃𝑖𝑘)

𝑖

+ 𝑞𝑐(𝑃𝑘𝑘 + 𝑃𝑘′𝑘′ − 2𝑃𝑘𝑘′)] (A2) 

 

where 

𝑃𝑖𝑗 = [∑
𝑒𝑟𝑓𝑐(√𝛼|𝑟𝑖�̅� + �̅�|)

2|𝑟𝑖�̅� + �̅�|
𝑛

+∑
2𝜋

𝑉

𝑒−𝑘
2 4𝛼⁄ cos 𝑘. 𝑟𝑖𝑗

𝑘2
𝑘≠0

] 
(A3) 

 

In doped-BVO systems, an interaction energy is given to electrons within the interaction region 

of a dopant atom. If we denote E(qi) the instantaneous energy stabilization contribution arising 

from the carriers within the interaction region of any dopant, upon a change of charge 

configuration associated with a KMC move (an electron may move into an interaction region or 

move out of an interaction region), the configuration stabilization energy G0,Shift is given by:  

∆𝐺0,𝑆ℎ𝑖𝑓𝑡 = 𝛿𝐸(𝑞𝑖
𝑛𝑒𝑤) − 𝛿𝐸(𝑞𝑖

𝑜𝑙𝑑) (A4) 

 

The quantity ∆𝐺0 is computed within the function ‘get_process_rates’ that returns the kinetic rate 

of the process under consideration via the two equations: 

∆𝐺∗ =
(𝜆 + ∆𝐺0)2

4𝜆
− 𝑉𝐴𝐵 (A5) 
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𝑘𝑒𝑡 = 𝑛𝑣𝑛 exp (−
∆𝐺∗

𝑘𝐵𝑇
) (A6) 

 

The choice of process to be enacted is made by generating a random number 𝑥1  within the 

function ‘do_kmc_steps’ as defined below: 

∑
𝑘𝑒𝑡
𝑗

Γ

𝑖−1

𝑗=1

< 𝑥1 ≤∑
𝑘𝑒𝑡
𝑗

Γ

𝑖

𝑗=1

 (A7) 

Γ =∑𝑘𝑒𝑡
𝑗

𝑛

𝑗=1

 (A8) 

 

The code is outlined in Figure A3. 

Figure A3 – PyCT - KMC code outline; Eqs. (A1 to A8) are 

shown next to the functions where they are implemented. 
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b. Further discussion on probability distribution  

The nature of internal distribution of probabilities within the lattice may be quantified by 

segmenting between the pre-defined regions as presented in Table A1. The net increase in the 

probability for doping region (dopant site + interaction region) upon doping is compensated 

through a decrease in the probability for bulk region. 

Table A1. Region-specific probabilities in un-doped and W/Mo-doped systems for 𝑗𝑚𝑎𝑥 = 7 

 Dopant site Interaction region Bulk region 

Undoped 0.001 0.104 0.895 

W-doped 0.000 (-0.001) 0.145 (+0.041) 0.855 (-0.040) 

Mo-doped 0.001 (-0.000) 0.148 (+0.044) 0.851 (-0.044) 

𝑃𝑑𝑜𝑝𝑒𝑑

𝑃𝑢𝑛𝑑𝑜𝑝𝑒𝑑
=
𝑁 exp (−

𝑑𝐸𝑠ℎ𝑒𝑙𝑙⁡𝑗,⁡⁡⁡𝑑𝑜𝑝𝑒𝑑
𝑘𝐵𝑇

)

𝑄𝑑𝑜𝑝𝑒𝑑
 (A9) 

The change in shell accessibility upon doping may also be noticed through the ratio of doped to 

un-doped probabilities (𝑃𝑑𝑜𝑝𝑒𝑑 𝑃𝑢𝑛𝑑𝑜𝑝𝑒𝑑⁄ ) as defined in Eq. (A9) with the quantity plotted 

against shell index 𝑗 in Fig. A4a. The zero or near-zero values of the ratio at the dopant site (shell 

0) arise from the positive relative energy for electron localization at the dopant site, as discussed 

in the main text. In the interaction region the ratio is larger than 1.0, indicating increased stability 

for electron localization upon doping. The ratio peaks at 𝑗 = 1 for W-doped and 𝑗 = 2 for Mo-

doped systems, consistent with the energetic distribution shown in the inset of Figure 2. Owing 

to zero stabilization energies of the ‘bulk’ region, the ratio remains constant at 0.828 for W-

doped and 0.813 for Mo-doped systems. The decrease in ratio for the bulk region from unity is a 

consequence of the probability distributions within the lattice as shown in Table A1. The 

constant value across the bulk shells suggest that the charge transport kinetics in this region are 

unaffected by the dopant site and continue to resemble that of an un-doped system. 
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The probability ratio for bulk region, as shown in Fig. A4b shows an asymptotic behavior with 

increasing maximum shell index ( 𝑗𝑚𝑎𝑥 ). Such quick convergence towards unity further 

reinforces the finiteness of the impact of the W/Mo-doping over the neighboring bulk in ms-

BVO lattice. 

 

A glossary of the variables used in the equations above includes: 

• 𝑞𝑐: charge of the carrier (-1 for electron) 

• 𝑞𝑖
𝑜𝑙𝑑: Charge configuration in the old state where charge located at site 𝑘. 

• 𝑞𝑖
𝑛𝑒𝑤: Charge configuration in the old state where charge located at site 𝑘′. 

• 𝛼: Ewald summation parameter. Used 𝛼 = 0.18 for computational efficiency. 

• 𝑟𝑖�̅�: vector connecting ion 𝑖 to ion 𝑗 

• 𝑉: system volume 

• �̅�: lattice vector in real space 

• 𝒌: lattice vector in Fourier space 

• 𝛿𝐸(𝑞𝑖): Energy shift to be applied corresponding to the charge configuration 𝑞𝑖 
 

 

  

Figure A4. (a) Ratio of doped to un-doped probabilities plotted against shell index 𝑗, (b) bulk value of 

probability ratio plotted against 𝑗𝑚𝑎𝑥 
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TOC Graphics:

TOC Caption: A first principles-based mesoscale characterization of electron transport in 
W/Mo-doped BiVO4 reveals the existence of “stabilization” regions around dopant sites. The 
stabilization regions decrease slightly the electron polaron mobility, albeit the overall electrode 
conductivity increases.
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