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Binary superlattices constructed from nano- or micron-sized colloidal particles have a wide variety of applications, including the design of advanced materials. Self-assembly of such crystals from their constituent colloids can be achieved in practice by, among other means, the functionalization of colloid surfaces with single-stranded DNA sequences. However, when driven by DNA, this assembly is traditionally premised on the pairwise interaction between a single DNA sequence and its complement, and often relies on particle size asymmetry to entropically control the crystalline arrangement of its constituents. The recently proposed “multi-flavoring” motif for DNA functionalization, wherein multiple distinct strands of DNA are grafted in different ratios to different colloids, can be used to experimentally realize a binary mixture in which all pairwise interactions are independently controllable. In this work, we use various computational methods, including molecular dynamics and Wang-Landau Monte Carlo simulations, to study a multi-flavored binary system of micron-sized DNA-functionalized particles modeled implicitly by Fermi-Jagla pairwise interactions. We show how self-assembly of such systems can be controlled in a purely enthalpic manner, and by tuning only the interactions between like particles, demonstrate assembly into various morphologies. Although polymorphism is present over a wide range of pairwise interaction strengths, we show that careful selection of interactions can lead to the generation of pure compositionally ordered crystals. Additionally, we show how the crystal composition changes with the like-pair interaction strengths, and how the solution stoichiometry affects the assembled structures.

1 Introduction

Nano- or micron-sized colloidal particles can undergo self-assembly to form binary nanoparticle superlattices (BNSLs)1–3, which have a number of useful material design applications. For colloidal crystals in general, notable applications include photonics4,5, sensing6,7, and catalysis8,9. By controlling the relative sizes of colloidal particles in binary systems and the nature of their interactions, a myriad of structures have been produced experimentally from self-assembly: CsCl, NaCl, CuAu, NaTl, AlB2, MgZn2, Cr3Si, Cu3Au, Cs6C60, and others2,3,10–15. The interactions between the two components of a BNSL may be realized by Coulombic forces2,16, although more complex schemes can also be employed to precisely tune attractive and repulsive interactions between particles. It is generally more difficult to tune the resulting structure using only energetic interactions without exploiting size asymmetry, as entropic packing effects are a powerful driving force for self-assembly of BNSLs.17

One way to promote the self-assembly of colloidal particles is through functionalization of their surfaces with DNA12,13,18,19. DNA-functionalized particles (DFPs) interact with each other through complementary Watson-Crick base-pairing interactions (see Fig. 1A), and have been used to assemble a number of BNSL structures20–24. Despite an abundance of studies on the self-assembly of DNA-functionalized nanoparticles, micron-sized systems have been investigated to a much more limited extent due primarily to experimental difficulties. In particular, for micron-sized particles, because the interactions are very short-ranged relative to the particle sizes, long and tedious annealing stages are required. Furthermore, these systems generally exhibit an extremely narrow melting transition range on the order of 1–2...
The latter may be somewhat ameliorated by exploiting re-entrant melting or DNA strand displacement methods to extend the range of the melting transition.\textsuperscript{28,29} Such developments have improved the appeal of micron-sized systems, which have especially advantageous optical properties\textsuperscript{30} and are relatively easy to observe using confocal microscopy.\textsuperscript{31–33}

Typically, selective binding between DNA molecules tethered on two different particles is achieved in one of two ways. First, complementary single-stranded DNA (ssDNA) may be grafted on different particles so that they bind through direct hybridization with each other\textsuperscript{34}. Alternatively, this may be done indirectly by grafting the same ssDNA on both particles, and then introducing a complementary linker that can hybridize with the strands on both particles\textsuperscript{35}. Consequently, the unlike pairs effectively attract each other, whereas non-complementary like pairs repel each other due to steric interactions. In both instances, the interactions between like and unlike DFPs are not entirely independent of each other.

As a means of achieving this independence, it has recently been suggested that particles can be functionalized with a blend of two types of DNA strands with complementary concentrations on each particle. These “multi-flavored” particles can exhibit a tunable attraction between the like particles while maintaining the interaction between unlike pairs. Indeed, this approach has been shown to induce the crystallization of equally sized particles into body-centered cubic (BCC) and close-packed (CP) superlattices, i.e., the hexagonal close-packed (HCP) and face-centered cubic (FCC) structures.\textsuperscript{36,37} In this instance, the like and unlike interactions may be tuned independently; however, each like interaction is not independent of the other because the relative concentrations of the two strands are fixed.

As an extension of this multi-flavored motif, it has been proposed that by controlling the relative composition of each strand on different particles, the like interactions of each species can be tuned independently.\textsuperscript{38,39} For example, in a system composed of “A” and “B” particles, the A-A and B-B interactions are no longer required to be identical (see Fig. 1B). This increases the design parameter space and is expected to open new avenues for the self-assembly of DFPs. Previous investigation into the self-assembly of two-dimensional multi-flavored nanoscale colloids revealed that their morphologies could be rationalized on the basis of energetic arguments.\textsuperscript{40} However, three-dimensional micron-scale systems remain largely unexplored systematically. Furthermore, many studies of binary DFP systems focus on cases where size disparity between the system components is used in addition to inter-particle interactions to drive the assembly towards desired structures. Size asymmetric systems rely greatly on entropic packing effects to assist in determining the relative locations of different constituents, i.e., which type of particle exists in the interstices between the other, effectively making certain lattice sites distinguishable from one another. Equally sized particles, however, cannot leverage such a benefit, and must therefore be energetically driven into an ordered structure since all sites are essentially identical to each particle undergoing assembly. The diversity of, and the ability to robustly assemble, structures resulting from the self-assembly of three-dimensional multi-flavored micron-sized particles with equal sizes remains an outstanding question which we seek to address.

In this work, we use various computational methods to study the self-assembly of multi-flavored micron-sized DFPs into different three-dimensional superlattices by manipulating their inter-particle interactions. Examples of these superlattice structures

\textbf{Fig. 1} Multi-flavoring of colloidal particles via DNA functionalization. (A) Schematic representation of the two types of particles in a multi-flavored system having different fractions of complementary single-stranded DNA sequences. (B) Each of the pairwise attraction strengths $E_{AA}$, $E_{BB}$, and $E_{AB}$ can be manipulated experimentally by controlling the grafting densities of the DNA sequences, and in the simulated implicit model by changing the parameters of the (illustrated) effective pair potential. (C) Compositionally ordered binary structures of interest, including BCC CsCl, “HCP-straight”, and FCC CuAu, CuPt, Cu$_3$Au, and Pt$_3$Cu.
are shown in Fig. 1C; we considered an extensive list of structures and found the ones shown to be of particular interest for this system based on our simulation results, energetic calculations, and observations that these structures should be mechanically stable when constructed from size-symmetric particles. Inspired by experimental approaches, we treat the unlike (A-B) interaction as fixed, which defines the characteristic energetic interaction scale of the system, while the two like interactions (A-A and B-B) are tuned independently. We investigate both the ground state (zero temperature limit) and finite temperature cases to examine the consequence of entropy on the capacity of ground state theories to reasonably predict the outcome of self-assembly. In Sec. 2, we present the details of the computational models and approaches we have employed here. The results of our molecular dynamics simulations and corresponding rationale using energy minimization calculations and flat-histogram Monte Carlo simulations are subsequently discussed in Sec. 3.

2 Methods

2.1 Micron-sized multi-flavored DFPs

Fig. 1A shows a schematic representation of how multi-flavored DNA-functionalized micron-sized particles interact with each other, while Fig. 1B indicates how the strengths of attractive interactions $E_{AA}$, $E_{BB}$, and $E_{AB}$ between different pairs of particles can be adjusted independently. This “asymmetric” multi-flavoring strategy is a generalization of the multi-flavoring strategy originally proposed by Crocker and coworkers, in which the like-pair interactions $E_{AA}$ and $E_{BB}$ may not differ from each other. Previous explicit-chain simulations and experimental studies of micron-sized DFPs have shown that their interactions can be characterized by short-ranged pair potentials. Such a simple pairwise approach to modeling DFP interactions will be inaccurate for nanoscale particles due to multi-body effects. However, the interactions between the micron-sized particles considered here have very short ranges compared to the diameters of the particles themselves (note that the abscissa of Fig. 1B is to scale for particles having core diameters $\approx \sigma$), so pair potentials should suitably describe the interactions in this system.

The functional form of the pair potential used in this study is that of a Fermi-Jagla potential, which has been used successfully to study the self-assembly of multi-flavored micron-sized DFPs in two dimensions:

$$\frac{U(r/\sigma)}{\varepsilon} = \left(\frac{\varepsilon}{\varepsilon_0}\right) \left(\frac{\sigma_0}{r/\sigma - R_0/\sigma}\right)^n + \frac{B_0/\varepsilon}{1 + \exp[A_1(r/\sigma - A_2)]} + \frac{B_0/\varepsilon}{1 + \exp[B_1(r/\sigma - B_2)]}$$ (1)

The first term in this equation models the particle core-core repulsion using an nth-power inverse distance relationship, where $\varepsilon_0$ is the energy scale of the repulsion, $\sigma_0$ is the length scale controlling the range of the repulsion from the colloid surface, and $R_0$ is a shifting factor related to the colloid size. The second and third terms containing the exponentials capture the repulsion of DNA strands due to steric effects, and attraction due to hybridization of complementary DNA sequences, respectively. In these terms, $A_0$ and $B_0$ control the strengths of these interactions, $A_1$ and $B_1$ control their ranges, and $A_2$ and $B_2$ control the separation distances at which they occur.

The values of the parameters which are appropriate for modeling DNA-mediated interactions are taken from previous studies of self-assembly of binary systems of DFPs in two dimensions (cf. ESI† for details). All parameters in the equation remain fixed, except for the attractive energy scale $B_0$, which is varied to control the depth of the attractive well $E_{ij}$ (Fig. 1B directly illustrates the behavior of Eq. 1 for various values of $B_0$). Since interactions between all pairs of particle types are independently tunable, this leaves three controllable interaction energies $E_{AA}$, $E_{BB}$, and $E_{AB}$.

For normalization purposes, we let $E_{AB} = \varepsilon$ and study the effects of varying the relative attraction strengths $E_{AA}/E_{AB}$ and $E_{BB}/E_{AB}$ between 0 and 1. Note that setting $E_{AA}/E_{AB} = E_{BB}/E_{AB} = 0$ reduces the system to one matching a “single flavored” DFP system, and setting $E_{AA}/E_{AB} = E_{BB}/E_{AB} = 1$ reduces it to an effectively unary system in which pairwise interactions between all particle types are identical.

2.2 Molecular dynamics

We used the LAMMPS package to perform molecular dynamics (MD) simulations in the canonical ensemble. Unless otherwise specified, the systems consisted of mixtures of 500 total particles with 1:1, 2:1, or 3:1 ratios of A-type and B-type particles having equal masses. The particles were size-symmetric, with diameters approximately equal to $\sigma$ (cf. Sec. 2.1 and the ESI† for information about the pair potentials employed). Simulations were conducted within a periodic cubic box sized such that the number density $\rho = 0.02 \sigma^{-3}$. A Langevin thermostat was applied with a time constant $\tau = 2 \sigma m^{1/2} \varepsilon^{-1/2}$, and the simulation time step was set to $\Delta t = 10^{-3} \sigma m^{1/2} \varepsilon^{-1/2}$. The starting configuration for each simulation was a random arrangement of particles in the simulation box, equilibrated for $10^8$ steps at $T = 1 \varepsilon k_B^{-1}$ using a purely repulsive Weeks-Chandler-Andersen potential to eliminate particle overlaps. Each system was then equilibrated using the potential of Eq. 1 with the desired parameters for an additional $10^8$ steps, and then run for $3 \times 10^8$ steps at a lower temperature. 5 replicate simulations, starting from unique initial conditions, were completed for each set of parameters. Example snapshots illustrating the nature of the initial configurations and the progression of the simulations are provided in Fig. S1 (ESI†).

To allow the systems to anneal in a reasonable amount of time, we chose each simulation temperature to be near the putative system melting temperature $T_m$, which ranged from 0.125 $\varepsilon k_B^{-1}$ to 0.165 $\varepsilon k_B^{-1}$ depending on the values of $E_{AA}/E_{AB}$ and $E_{BB}/E_{AB}$ used. To estimate $T_m$ for each system, we performed additional cooling simulations in which the temperature was lowered from $T = 0.20 \varepsilon k_B^{-1}$ to $T = 0.05 \varepsilon k_B^{-1}$ at a constant rate of $dT/dt = -1.5 \times 10^{-7} \varepsilon^{3/2} m^{-1/2} k_B^{-1} \sigma^{-1}$. See Fig. S2 (ESI†) for system melting temperatures, a representative melting curve obtained during a cooling simulation, and a demonstration of the independence of the melting temperature from the size of the system simulated.
Trajectories generated from the isothermal simulations were inspected visually using Visual Molecular Dynamics (VMD)\(^{46}\) to check for crystal formation. The Open Visualization Tool (OVITO)\(^{47}\) Python interface was used to perform cluster size and composition analysis, as well as common neighbor analysis (CNA)\(^{48–50}\) to identify the structural and compositional order of the crystals. The algorithms employed by OVITO are not capable of identifying particles on the surfaces of clusters, and as a result, some particles whose structural order is considered “unclassifiable” actually lie on the surfaces of ordered clusters. Since we are more concerned in this work with relative fractions of various structures, structural and compositional order results have been normalized accordingly. See the ESI\(^1\) for more information about the CNA implementation details.

### 2.3 Wang-Landau simulations

Wang-Landau (WL) simulation is a flat-histogram method which computes the probability distribution of the macrostates of a system along a given order parameter.\(^{51,52}\) The inverse of this distribution is used to bias the simulation such that the macrostates are visited with close to equal probability. In particular, here, we performed temperature-expanded WL simulations with the FEASST software package\(^{53}\) to sample compositional order as a function of temperature for different stoichiometries (AB, \(A_2B\) and \(A_3B\)), different lattices, (BCC, FCC and HCP), and different pair interaction energies (values of \(E_{AA}/E_{AB}\) and \(E_{BB}/E_{AB}\)).

For each simulation, the initial configuration was a perfectly ordered lattice with particle identities randomly assigned to generate compositionally disordered structures. To span the temperature space, we used 21 grid points between \(T_{\text{min}} = 0.05 \, \epsilon k_B^{-1}\) and \(T_{\text{max}} = 1 \, \epsilon k_B^{-1}\) such that values of \(1/T\) were equally spaced. We performed identity swap moves, anisotropic volume relaxation moves at zero pressure, and changes in temperature, in a ratio of 10000:300:1. We used a total of 40 sweeps for each WL simulation, corresponding to the number of times the visited-states histogram was found to be flat, \(i.e.\) when the Wang-Landau \(f\) parameter was reduced by half. No information for accumulating averages was recorded during the first 15 WL sweeps. The simulation was checked for “flatness” every \(10^5\) MC steps.

### 3 Results and discussion

#### 3.1 Molecular dynamics

The molecular dynamics simulations configured as described in Sec. 2.2 were performed to study the self-assembly process in the presence of enthalpic, entropic and kinetic factors. We intentionally chose the constant volume ensemble and low number density to capture the effects of only the driving forces of experimental relevance during self-assembly. These low density systems, in which the pressure is essentially zero, are reflective of conditions to which the pressure is essentially zero, are reflective of conditions in which formed crystals are surrounded by only a dilute vapor of single particles. These conditions give rise to assembly driven only by the interactions between particles, rather than also by packing effects. Polydisperse particle systems have been considered in other studies\(^{1,10,16,38}\), showing how particle size asymmetry can drive the creation of ordered lattices in three dimensions. However, we are interested in the self-assembly behavior of size-symmetric systems, in which enthalpic driving forces predominate, as there is a relatively limited understanding of the behavior of these systems.\(^{39}\)

Results from these simulations are presented in Fig. 2. Symbols shown in the order diagram are structural classifications given by common-neighbor analysis (CNA, detailed in Sec. 2.2), while the
heatmap indicates the average fraction of particles for each replicate simulation run identified by CNA as a part of an ordered structure. The appearance of multiple symbols at a single point can indicate either polymorphism within individual runs, or the presence of different structures across replicate runs. The quantitative behavior of the appearance of multiple phases in Fig. 2 is shown in Fig. 3A for the diagonal of Fig. 2, and in Fig. 3B for its vertical axis. In this presentation, the range of different system compositions found across replicate simulations is captured by the error bars. Compositionally disordered FCC and HCP structures are indicated as “unidentified,” reflecting that CNA was able to detect structural but not compositional order in the crystals produced. Note that the results of Figs. 2 and 3 do not necessarily indicate that thermodynamic coexistence is present between multiple identified phases, or that the formed phases are thermodynamically favorable at the simulated conditions. Instead, they show the actual products of self-assembly accounting for the dynamics of the assembly process; these products may be kinetically trapped.

Although the amounts of identified particles are low relative to the total amounts present in the simulations, there are a few different situations which can prevent CNA from identifying particles. For instance, a particle may be part of a large ordered crystal, but may be located on its surface, in which case CNA will not be able to properly determine the crystal structure based only upon local information about the particle’s neighbors. On the other hand, the particle may be a part of an ordered structure absent from the list of structures for which CNA is searching. Finally, a particle may actually exist in isolation, in a very small cluster, or in a large but disordered cluster. In such cases CNA should, by design, indicate that such a particle is not part of an ordered structure.

In this work, we are only interested in establishing qualitative trends for the relative amounts of various structures formed. Thus, the inability of CNA to identify surface particles is not a primary concern, even though this effect can substantially reduce the fraction of particles identified overall. Other similar studies employing CNA do not make attempts to identify particles on the surfaces of simulated clusters either. As for reliably identifying particles in the interiors of clusters, the energy analysis discussed later in Sec. 3.2 provides a list of structures out of a large library which could be expected to form in simulation. This serves as a good starting point to make sure that no candidates are missing from the list provided to CNA, and as the parameter space of the simulations is relatively small, visual inspection of trajectories at selected points within it suffices to verify that no other structures have been overlooked. These inspections also verified that the systems were assembling into crystals, and that the low fractions of particles identified as shown in Fig. 2 are mostly the result of unidentified surface particles. We found that, for most systems, the overall degree of structural order was quite high. Some simulation snapshots in addition to those in Fig. 2 illustrating crystallinity are available for reference in ESI† Figs. S1 and S3. To further confirm the presence of structural order in the systems, we generated radial distribution functions, which are illustrated for selected systems in Fig. S3 (ESI†).

Consider first the origin of the order diagram in Fig. 2, at $E_{AA}/E_{AB} = E_{BB}/E_{AB} = 0$. No attractive interaction is present between like particles, and this case corresponds to the single-flavored DNA functionalization scheme. In agreement with prior experimental and computational results, and as expected given that like particle contacts are purely repulsive in this scenario, BCC CsCl is formed as shown in Fig. 2C. In fact, CsCl formation has been observed in binary DNA-functionalized nanoparticle systems and binary charged colloid systems with interactions longer in range but otherwise similar in nature to the ones considered here.

Moving along the diagonal axis of Fig. 2, the attraction strengths between like particle pairs A-A and B-B are increased at an equal rate. These systems can be realized using DPPs with a symmetric multi-flavoring approach. Relative fractions of various identified structures for this case are given in Fig. 3A. As $E_{AA}/E_{AB}$ and $E_{BB}/E_{AB}$ increase, mixtures of various close packed structures are observed. Fig. 2E shows grains of HCP-straight and FCC CuAu at $E_{AA}/E_{AB} = E_{BB}/E_{AB} = 0.2$. For $E_{AA}/E_{AB} = E_{BB}/E_{AB} > 0.2$ up to the limiting case of $E_{AA}/E_{AB} = E_{BB}/E_{AB} = 1$ in which all interparticle interactions are identical, compositionally disordered HCP and FCC form. This can be explained by noting that as the difference between like and unlike particle interactions decreases, the enthalpic penalty for forming compositionally disordered structures decreases. When $E_{AA}$ and $E_{BB}$ are significantly smaller than $E_{AB}$, there is a relatively large penalty for the presence of a like-pair contact in the place of an unlike-pair contact. Therefore,
Effects of varying $E_{AA}/E_{AB}$ on cluster composition in MD simulations. Solution stoichiometry is 1:1. Three cases for values of $E_{BB}/E_{AB}$ are shown. For a given point, composition of the largest cluster is averaged over the last 50% of a simulation.

<table>
<thead>
<tr>
<th>$E_{BB}/E_{AB}$</th>
<th>Cluster Composition (x_A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.70</td>
</tr>
<tr>
<td>0.2</td>
<td>0.65</td>
</tr>
<tr>
<td>$E_{BB}/E_{AB} = E_{AA}/E_{AB}$</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Fig. 4

There exists a large penalty for a defect in a compositionally ordered lattice in which, for example, an A-type particle occupies a site where a B-type particle should be present. On the other hand, if $E_{AA}$ and $E_{BB}$ are close to $E_{AB}$, there is only a small penalty to compositional disorder, and finite temperature effects may overcome the enthalpic barrier.

It can be seen from Fig. 3 that the formation of HCP, albeit compositionally disordered, is favored at larger like pair attraction energies. However, we have not found it possible to consistently generate single pure crystals other than CsCl in this symmetric case. Our results along the diagonal for the formation of BCC and FCC structures are consistent with the results of Casey et al., in which CsCl, CuAu, and disordered FCC phases are reported. Their data indicate, with increasing $E_{AA}/E_{AB}$, that CuAu formation begins near $E_{AA}/E_{AB} \approx 0.12$, and that compositionally disordered FCC is observed beyond $E_{AA}/E_{AB} \approx 0.39$. Note that their experimental results do not directly indicate observation of HCP structures, although they do report “HCP-like stacking faults” in their formed FCC crystals. Inspection of their simulation results ultimately shows somewhat similar behavior to that of our system, in which HCP appears along with FCC. The appearance of these two structures together is not surprising, as the nearest neighbor environments of these structures are identical and, as discussed later in Sec. 3.2, the compositionally ordered CuAu FCC and HCP-straight structures which we observe appearing together in our simulations are energetically degenerate.

The principle of BCC CsCl structures being favored when like-pair interactions are purely repulsive, with FCC CuAu structures forming once attraction is introduced between like pairs, holds true in general. For instance, the results of Zhang et al. report transformations between different binary superlattice structures created from DNA-functionalized nanoparticles (instead of the micron-sized particles considered here) which are induced by changing interparticle interactions in already assembled structures. These results consider the compositional ordering of structures formed by introducing like-pair attractions into a system initially containing only attractive interactions between unlike particle pairs. Even for this system of DNA-functionalized nanoparticles, in which interactions have longer ranges than in micron-sized systems, a switch from BCC CsCl to FCC CuAu is observed upon the introduction of this attraction.

We now consider the situation where like pair attraction energies can be independently tuned, corresponding to DFP systems using asymmetric multi-flavoring. Suppose that $E_{BB}/E_{AB}$ is held at 0 while $E_{AA}/E_{AB}$ is allowed to vary: in this case, type B particles always experience purely repulsive contacts between themselves, while some attraction may be present between those of type A. The molecular dynamics results are given along the vertical axis of Fig. 2, while fractions of the phases observed are presented in Fig. 3B. Naturally, for $E_{AA}/E_{AB} = 0$, this scenario is identical to the symmetric one, but differences arise as $E_{AA}/E_{AB}$ increases. Although for $E_{AA}/E_{AB} \geq 0.6$, similar behavior is observed as in the symmetric case (compositionally disordered HCP with some FCC), significant amounts of FCC CuAu form for $0.2 \leq E_{AA}/E_{AB} \leq 0.5$, with nearly pure CuAu crystallizing at $E_{AA}/E_{AB} = 0.3$. This result was consistent across all replicate simulations performed at this condition, and as discussed later in Sec. 3.2, is surprising and unexpected from energetic considerations alone.

It might be expected that, as $E_{AA}/E_{AB}$ is increased, the incorporation of additional A-type particles into a forming crystal should become more favorable, and that this might lead to ordered A$_2$B and A$_3$B lattices. However, such structures were not observed in the simulations shown in Fig. 2, nor were they found in additional MD simulations performed with 2:1 and 3:1 solution stoichiometries (see Fig. S4, ESI†). Notably, CuAu, which was expected based on the results of energy calculations presented later in Sec. 3.2, was not seen in any substantial amount. To better understand how pairwise interactions affect the composition of the formed crystals, compositions of identified particle clusters are presented in Fig. 4. The reference symmetric multiflavoring case is shown, in which the composition never deviates from 1:1. It is accompanied with the asymmetric cases $E_{BB}/E_{AB} = 0$ and $E_{BB}/E_{AB} = 0.2$, in which the crystals become enriched in A-type particles as the A-A binding strength increases relative to the B-B binding strength.

Note how the fraction $x_A$ never reaches the value of 3/4 (corresponding to an A$_3$B crystal stoichiometry) required for the formation of pure CuAu. Also, for $E_{BB}/E_{AB} = 0$, it increases monotonically with increasing $E_{AA}/E_{AB}$, consistent with a gradual enrichment of a compositionally disordered phase with A-type particles rather than formation of, e.g., an ordered A$_2$B phase followed by an ordered A$_3$B phase. From this data alone, it appears that creation of A$_3$B crystals from a solution with 1:1 stoichiometry is infeasible within the parameter space considered. However, these
compositions are measured after assembly is complete, and examining how apparent cluster compositions change with crystal size in Fig. S5 (ESI) shows that crystals initially assemble with a given stoichiometry, and some excess free particles then attach themselves to crystal surfaces. For $E_{AA}/E_{AB} = 1$ and $E_{BB}/E_{AB} = 0$, the initial composition $x_A$ is very close to the target of $3/4$. It may be possible to reach this desired state by careful tuning of the assembly temperature to control the attachment of particles to surfaces.

A study of this asymmetric multilavoring strategy in 2D successfully yielded compositionally ordered $A_xB$ and $A_yB$ hexagonal lattices, specifically honeycomb, kagome, and square kagome structures. The extension of this strategy to 3D studied here did not produce analogous structures. However, even though we are unable to achieve compositional order yet for this case in these 3D systems, we are able to obtain fairly precise control over the compositions of the created crystals using enthalpic driving forces only, without employing entropic packing effects.

3.2 Comparison with energy-based calculations

Although the MD simulation results provide insight into self-assembly behavior, they raise additional questions: what yields the selectivity for CuAu observed in the asymmetric case, and is it possible to obtain compositionally ordered structures with stoichiometries other than 1:1 as has been observed for this binary case, the free energy $\Delta G$ stands the behavior of these systems in the limit as $T \to 0$. In this case, the free energy $\Delta G = U - TS$ becomes equal to the potential energy, which can be computed by summing the contributions of the various pairwise interactions. A number of lattices were used, including CsCl, CuAu, Cu$_3$Au, CuPt, CuP$_3$, and “HCP-straight,” a compositionally ordered form of HCP observed in our simulations in which like particles are arranged in linear columns through the structure (see Fig. 1C). A large number of other structures (e.g. AlB$_2$, Cr$_3$S$_2$, Li$_3$Bi) were also included in an initial screening but were found to be sufficiently high in energy as to not influence the results presented. No compositionally disordered structures were included, since entropic effects that would lead to their stabilization are absent in the zero temperature limit. Other similar techniques involving comparison of structures to determine stability have been used to study colloidal systems, although the approach used here is chosen to be particularly simple as interactions are short-ranged and particles are symmetrically sized.

A few assumptions were made to allow for cases where the solution stoichiometry deviated from that of the crystal, i.e. where the relative fractions of A and B particles in the overall system were different from those in the lattice. We considered the potential energy change associated with the formation of a periodic perfect crystal having a set stoichiometry from an ideal gas mixture of colloids having a given stoichiometry, where any excess particles remaining from a stoichiometric mismatch are left in the non-interacting gas phase. The assumption of ideality is justified by the use of zero pressure in the lattice energy calculations. In the end, the total energy per particle of the system in this model is:

$$U = \min \left( \frac{z_A}{x_A}, \frac{z_B}{x_B} \right) \sum_i \sum_j \int_0^{R_c} 2\pi r^2 U_{ij}(r) g_{ij}(r) \, dr$$

where $z_A$ and $z_B$ specify the solution stoichiometry, $x_A$ and $x_B$ specify the crystal stoichiometry, the sums on $i$ and $j$ each run over particle types A and B, $\rho_i$ is the number density of particle type $i$, $U_{ij}(r)$ is the pair potential for the $i$-$j$ pair, $g_{ij}(r)$ is the radial distribution function (RDF) for the pair, and $R_c$ is the cutoff radius chosen such that $|U_{ij}(R_c)/\epsilon| < 10^{-5}$ in all cases.

To illustrate the application of this method, consider an example of the formation of Cu$_3$Au, a crystal structure which is 3:1 in A:B, from a solution containing a 2:1 mixture of A and B particles. In this case, the 2:1 solution stoichiometry is represented for the purpose of the calculation as $z_A = 2/3$, $z_B = 1/3$, while that of the crystal (3:1) is given by $x_A = 3/4$, $x_B = 1/4$. Now $z_A/x_A = 8/9 < 1$ while $z_B/x_B = 4/3 > 1$, indicating that particles of type A act as the limiting species in the formation of Cu$_3$Au, and that 8/9 of the particles in the solution will be integrated into the lattice. The remaining 1/9 of the total particles in the solution, all of which are excess particles of type B, remain in the non-interacting mixture and do not contribute to the total energy $U$.

With the stoichiometric factor determined, the energy of the lattice itself is needed. Each calculation requires the specification of a lattice represented as an orthorhombic periodic unit cell, and in this case, a set of parameters ($E_{AA}/E_{AB}$, $E_{BB}/E_{AB}$). The lattice is first uniformly rescaled such that the particles rest near the minima of the attractive pair potentials’ wells. Then, its particle coordinates and cell volume are subjected to energy minimization using the conjugate gradient algorithm (as implemented in LAMMPS), to account for small variations in the equilibrium particle positions as $E_{AA}/E_{AB}$ and $E_{BB}/E_{AB}$ are varied.

Results were obtained with AB, A$_2$B, and A$_3$B solution stoichiometries for comparison to MD and Wang-Landau simulation.
results. The results are displayed in Fig. 5: the top row showing the most stable (lowest energy) phases, and the bottom row showing the identities of the second most stable phases as well as the differences in energy separating the two. It is important to look at this difference in energy when examining the parameter space. Even if a given phase is predicted to be stable at a given point due to its structure yielding the minimum energy, a low $\Delta E$ to the next most stable structure may lead to compositional disorder in assembled structures due to an insufficient enthalpic penalty for forming a disordered lattice.

In fact, the CuAu and HCP-straight structures have identical nearest neighbor contacts, and the short-range pair potentials used in this work cause these structures to be completely energetically degenerate. A prediction based on Fig. 5 might suggest that CuAu and HCP-straight would be formed together throughout most of the parameter space, as they are shown to form in Fig. 2E. However, it is important to remember that since compositionally disordered phases will not be predicted based on energetic considerations alone, these calculations will not predict their formation. Of course, entropic and kinetic effects play a critical role in the formation of the actual crystals observed in the MD simulations performed at finite temperatures. It is therefore not surprising to see mixtures of compositionally disordered FCC and HCP structures (e.g. Fig. 2D) in place of two compositionally ordered phases, especially as $E_{AA}$ and $E_{BB}$ grow closer to $E_{AB}$. In any case, the specific selectivity for CuAu in certain regions of the parameter space is not expected from energetic considerations.

Other experimental and simulation results$^{36,54}$ indicate that CuAu formation in micron-sized DFP systems may be related to diffusionless transformations from nucleated CsCl, and that the selectivity for transformation into CuAu is due to hydrodynamic effects. However, these results are given for symmetric like-pair interactions. Although we do observe CuAu formation in the symmetric case, along with some other structures, we observe the specific selectivity for the formation of pure CuAu when interactions are asymmetric. The literature results indicating that CuAu selectivity in the symmetric case is due to thermodynamics is therefore not ruled out the possibility that our observation of CuAu in the asymmetric case is due to thermodynamic selectivity, as discussed in the following section.

As for the $A_2B$ structures, energy calculations indicate that for an AB solution stoichiometry, this crystal stoichiometry is not expected. Furthermore, calculations predict that continuing to increase $E_{AA}/E_{AB}$ at constant $E_{BB}/E_{AB} = 0$ past the range of the parameter space shown in Fig. 5 would ultimately yield pure FCC crystals of A-type particles for sufficiently large $E_{AA}$ without ever stabilizing Cu$_3$Au. Now for the $A_2B$ and $A_3B$ solution stoichiometries, Cu$_3$Au is predicted to form, so its absence in the MD simulations at these stoichiometries may be due to entropic or kinetic effects. Finally, note that the energy calculations predict Pt$_3$Cu to be unstable, and the energies of both Pt$_3$Cu and CuPt (whose structures are depicted in Fig. 1C) only approach those of the most stable phases in the limiting case of $E_{AA}/E_{AB} = E_{BB}/E_{AB} = 1$, when all interactions are identical and where no possibility of forming compositionally ordered phases exists.

### 3.3 Comparison with Wang-Landau simulations

Although the results of the energy-based calculations are revealing, they do not answer all questions about the MD simulations. To understand whether the compositional ordering behavior of the MD simulation results arises from thermodynamic or kinetic factors, Wang-Landau simulations were performed. These simulations use particle identity swaps on preset lattices, described in Sec. 2.3, allowing for the simulation of entropic effects without introducing the kinetic issues associated with crystal nucleation and growth.

Results for three lattices (BCC, FCC, and HCP) and stoichiometries (1:1, 2:1, and 3:1) are given in Fig. S6 (ESI$^*$) for the symmetric case where $E_{BB}/E_{AB} = E_{AA}/E_{AB}$, and the asymmetric case with $E_{BB}/E_{AB} = 0$. Consider first the FCC simulations with 1:1 stoichiometry. Comparing the results for $E_{AA}/E_{AB} = 0.2$ between the symmetric and asymmetric cases, it can be seen that CuAu is more strongly favored over compositionally disordered FCC when asymmetric interactions are present. This suggests that the selectivity for CuAu seen in the MD simulations for the asymmetric case is thermodynamic, and as the energetic calculations simply predict degeneracy at these conditions, this selectivity may be an entropic effect which manifests itself at finite temperature. In general, CuAu FCC is favored over compositionally disordered FCC, whereas this is not the case with HCP-straight compared to compositionally disordered HCP. This may explain these phases’ relative abundances in the MD results, where compositionally ordered lattices appearing at lower values of $E_{AA}/E_{AB}$ are predominantly CuAu rather than HCP-straight, while the lattices which assemble for higher $E_{AA}/E_{AB}$ values contain more compositionally disordered HCP than they do FCC.

For Wang-Landau simulations with a 3:1 stoichiometry, Cu$_3$Au is predicted to form from an FCC starting lattice, while no compositional order appears from HCP or BCC. Combining these results with the energetic analysis, Cu$_3$Au is expected to be the thermodynamically stable phase for an $A_3B$ solution stoichiometry. This suggests that the barrier to the formation of Cu$_3$Au is related to the crystallization process itself. The discussion of Fig. 4 in Sec. 3.1, indicating that it should be possible to create a crystal with a 3:1 stoichiometry from a 1:1 mixture, suggests that it may even be possible to form Cu$_3$Au from such a mixture. However, as no appreciable quantities of Cu$_3$Au were seen in MD results at any of the tested stoichiometries, it may be a kinetic issue which prevents the formation of such an ordered lattice. Existing experimental results which demonstrate assembly of Cu$_3$Au have relied on size disparity, $^{3,10}$ so further work is needed to determine if the self-assembly conditions (such as the initial and final temperatures and the cooling rate) can be adjusted to reliably produce Cu$_3$Au crystals from a 3:1 mixture of size-symmetric particles.

### 4 Conclusions

In this work, we have shown that the self-assembly of binary systems of micron-sized DNA-functionalized particles (DFPs) can be programmed by independently tuning the two like-pair binding strengths, a requirement which can be realized with a multi-flavoring approach. We have illustrated that the results of our model match those of previous works when like-pair interactions
are symmetric, while an asymmetric multi-flavoring scheme allows for control over the composition of assembled crystals as well as selectivity for compositionally ordered structures using only particles of a single size. Although the formation of pure CsCl and CuAu crystals, for instance, is sensitive to the relative strengths of interparticle interactions, the precise tuning afforded by a multi-flavoring scheme should ensure that it is possible to experimentally resolve the regions in parameter space corresponding to the desired structures. Energy-based calculations and Wang-Landau simulations provide useful insight into the factors driving the self-assembly process, suggesting that selectivity for CuAu in the asymmetric case may be thermodynamic in nature, and that kinetic barriers may stand in the way of assembly into particular $A_B$ structures such as Cu$_3$Au. In addition to tuning assembly conditions, particle size disparity, as has been used previously to assemble Cu$_3$Au in nanoparticle systems, may be necessary to overcome these issues and yield such structures in micron-sized DFP systems.
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