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Transition metal-catalyzed C–H activation with high enantioselectivity is a new and challenging
field. BINOL-phosphoric acid ligands ((R)-TRIP) was found to be able to induce high enantiose-
lectivity in aziridination of aliphatic amines by palladium-catalysis, and its origins are investigated
in this study. We unveiled that in the effective catalyst, it is the acetate ligand rather than the
phosphate that participates in assisting palladium catalysis due to its weaker Brønsted acidity.
By comparison with the other two modified ligands, we demonstrate that the isopropyl groups
of (R)-TRIP provide it extra degrees of freedom to affect the transition states leading to the S
and R aziridination product in different ways. They create a roomy space for the acetate in the
S transition state but raise a steric repulsion for it in the R transition state, making the former
pathway much more favorable and achieving the enantioselectivity. This determination occurs en-
tirely within the catalyst. This study deepens our understanding in transition metal-catalysis and
provides new insights into the rational design of catalysts of high enantioselectivity.

1 Introduction
Activation of inert C–H bonds has been regarded as a challenging
but promising field for various subjects in chemistry, like assem-
bling large molecules1–4, synthesis of natural products or phar-
maceuticals5–8, and C1 chemistry9–12. Although metal-free catal-
ysis is possible13–15, currently transition metal (TM)-catalyzed
activations are still the most ubiquitous.16–20 C–H amination
is an important and efficient chemical process to construct N-
functionalized compounds. Since the discovery of Mn-catalyzed
C–H amination21,22, catalysts containing TMs of group 7 to 11
have been developed for amination under mild conditions19.
These reactions often involve a cyclometalation process23. From
these advances, palladium catalysts are recognized as having
strong cyclometalation (i.e., cyclopalladation) tendency with
aliphatic compounds, thus they can effect various kinds of C–H
activations. Actually, since 200524, several palladium-catalyzed
C–H aminations have been reported24–28. An interesting exam-
ple is shown in Figure 1a: palladium-catalysis (Pd(OAc)2, 3) of a
tetramethyl substituted morpholinone 1, through C–H activation,
giving an aziridination product 227. Such aziridination reactions
are important in syntheses of pharmaceuticals, natural products,
polymers, and organic materials19.

While the regioselectivity of C–H activation can often be real-

a Department of Chemistry, University of Illinois at Urbana–Champaign, Noyes Lab-
oratory 355H 600 S. Mathews Ave. Urbana, IL 61801-3364, United States. E-mail:
zhjun@illinois.edu
† Electronic Supplementary Information (ESI) available: Additional data and coor-
dinates of molecules considered in this paper. See DOI: 10.1039/b000000x/

ized and understood23,29–32, the achievement of high enantiose-
lectivity is more challenging and has just attracted attention from
chemical communities33–35, because the required chiral ligands
may not be active under the common reaction conditions needed
for the TM-catalysis. Nevertheless, there are still many ad-
vances in enantioselective Pd-catalyzed C–H activations36–40. For
Fig. 1a, if a chiral 1,1’-binaphthol (BINOL)-phosphoric acid lig-
and, i.e., (R)-3,3’-bis(2,4,6-triisopropylphenyl)-1,1’-binaphthyl-
2,2’-diyl hydrogen phosphate ((R)-TRIP), is introduced, under op-
timized reaction conditions (90 ◦C) in the solvent ethyl acetate
(EtOAc), (S)-2 will be the dominant product, achieving an enan-
tiomeric ratio (e.r.) of 96.6:3.4 (Fig. 1b)40. The effective cata-
lyst in this reaction is 3TRIP (Fig. 1c), where one acetate in 3
is substituted by (R)-TRIP. However, how the catalyst introduces
enantioselectivity to the reaction still remains unclear. Under-
standing this is important for rational catalyst design for asym-
metrical chemical syntheses. For this purpose, we reported herein
a computational study on the origins of the enantioselectivity of
this palladium-catalyzed aziridination reaction. Besides 3TRIP,
another two catalysts, 3HPA and 3PhPA (Fig. 1c), were also con-
sidered. The phosphate ligand of 3HPA gained some early appli-
cations41, but nowadays its 3,3’-substitutions are more popular.
It will be seen that a comparison of their catalytic properties can
shed more lights on the catalytic process.

2 Computational Methods

The functional BLYP42,43 with Grimme DFT-D3 dispersion correc-
tions44 were used for all calculations. BLYP was selected because
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Fig. 1 (a) Nonenantioselective and (b) Enantioselective
palladium-catalyzed C–H amination. (c) The effective catalysts
considered in this study.

some hybrid functionals like B3LYP may predict unreasonable
electronic structures for matallic complexes (like incorrect d or-
bital orders45 or wrong ground states46) while pure functionals
often do much better. Also, the reliability of BLYP in palladium
catalysis has been confirmed in several studies27,47,48. DFT-D3
corrections are important since dispersion forces are known to be
able to lead to an attractive interaction between the systems con-
taining a large number of atoms or bulky functional groups49,
and such steric attractions can play a role in C–H activations50.
The EtOAc solvent environmental effects were accounted by the
SMD solvation model51,52. For nonmetallic elements and the va-
lence electronic part of Pd, def2-TZVP basis set were applied53.
For Pd, its 28 core electrons were replaced by the Stuttgart-
Cologne effective core potential54. All the structures were op-
timized at the SMD(EtOAc)/BLYP-D3/def2-TZVP level of theory
followed by a frequency calculation to check whether they were
minima or transition states. The thermodynamics were calculated
at 1 atm and 90 ◦C. The e.r. was estimated using

e.r.=
∑i=4X-SOAc-TS,4X-SPA-TS exp

(
−∆G‡(i)/(RT )

)
∑i=4X-ROAc-TS,4X-RPA-TS exp

(
−∆G‡(i)/(RT )

) (1)

where R is the gas constant and T is the absolute temperature
(363.15 K). All quantum chemical calculations were carried out
with Gaussian09D55. The molecules and surfaces were rendered
with CYLView 1.0b56 and VMD 1.9.357.

3 Results and Discussions
The role of the catalyst, palladium(II) acetate, has been explored
in detail27. In the catalytic cycle, 1 will coordinate to 3 reversibly
to produce intermediate 4; then it undergoes the C–H activation,
which also turns out to be the turnover-limiting step, through a
transition state 4-TS, to give a four-membered cyclopalladation
species 5. Then, after oxidation of 5 and some fast steps, the final
product 2 is obtained and the catalyst is recovered (Fig. 2a).

For its enantioselective analog, at the first catalytic step, 3X
(X = HPA, PhPA, and TRIP) and 1 will give an intermediate 4X,
where N–H forms a dative bond with palladium and a hydrogen
bond with an oxygen atom from 3X. Now two scenarios are possi-
ble (Fig. 2b): N–H can form a hydrogen bond to either the phos-
phate or acetate; then the C–H activation will undergo through
a transition state 4X-TS using another ligand of palladium, i.e.,
the acetate or phosphate. Since Pd can only activate the methyl
group that is syn to it, there are four scenarios for this stereocon-
trolling step: SOAc/ROAc and SPA/RPA (Fig. 2c. Here, S/R in-
dicates that this intermediate is going to lead to the final product
(S/R)-2; OAc/PA implies that it is the acetate/phosphate ligand
of 3X that engages directly in the C–H activation). Now one natu-
rally raises two questions: (1) which scenario, OAc or PA, is more
favorable, and (2) how the chirality of the phosphate ligand con-
trols the preference of S and R scenario thus determines the final
product.

3.1 Overview of the Scenarios

Using density functional theory (DFT), we can obtain the struc-
tures and energies of all the intermediates and transition states.
The free energies of 4X and 4X-TS are shown in Fig. 3. For
all 3X’s, the activation free energies (∆G‡) for PA scenarios are
much higher than those for OAc scenarios. For OAc scenarios,
in the order of X = HPA, PhPA, and TRIP, the relative stability
between 4X-SOAc and 4X-ROAc approaches and then reverses,
while the energy difference between 4X-SOAc-TS and 4X-ROAc-
TS becomes more and more larger. This suggests that bulkier
R groups can distinguish the transition states leading to prod-
ucts of different chirality better. Using ∆G‡’s in Fig. 3, e.r. can
be estimated as 2.0:98.0, 2.2:97.8, and 99.99:0.01 for 3HPA,
3PhPA, and 3TRIP, respectively, the last one being in good agree-
ment with the experimental e.r. = 96.6:3.440. This suggests that
bulkier R groups provides higher enantioselectivity as well as the
reliability of our calculations. Now we will explore the chemical
origins of the preference of these scenarios.

3.2 Preference of OAc or PA Scenarios

To better understand the catalytic processes, we have also per-
formed a distortion/interaction analysis58,59 on the transition
states, the results of which are given in Table 1 (a similar anal-
ysis for 4X can be referred to Table S1). In this model, ∆Edist

corresponds to the energy difference that arises from structural
changes during a chemical process and ∆Eint is the energy differ-
ence between 1 plus 3X (both at distorted geometries) and 4X-TS.

For the substrate 1, its distortion energies ∆Edist(1) in PA sce-
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Fig. 2 The C–H activation step of the palladium-catalysis for (a) Fig. 1a and (b) Fig. 1b.
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Fig. 3 The free energies of 4X and 4X-TS relative to separated
reactants (∆G) for all reaction scenarios. All energies are in kcal mol–1.
The numbers in parentheses are the activation free energies (∆G‡).

Table 1 The distortion/interaction analysis for 4X-TS. The energies are
given in kcal mol–1.

X and scenario ∆Edist(1) ∆Edist(3X) ∆Eint(4X-TS) ∆E(4X-TS)
4HPA-SOAc-TS 37.6 30.1 –79.4 –11.7
4HPA-ROAc-TS 38.2 30.1 –81.1 –12.8
4HPA-SPA-TS 53.0 33.9 –89.0 –2.1
4HPA-RPA-TS 52.9 34.3 –89.8 –2.6
4PhPA-SOAc-TS 36.4 28.2 –79.9 –15.3
4PhPA-ROAc-TS 39.1 28.4 –83.5 –16.0
4PhPA-SPA-TS 55.0 31.4 –91.8 –5.4
4PhPA-RPA-TS 53.6 32.7 –92.1 –5.8
4TRIP-SOAc-TS 38.5 29.6 –86.4 –18.3
4TRIP-ROAc-TS 42.9 33.2 –88.1 –12.0
4TRIP-SPA-TS 52.8 33.8 –93.1 –6.5
4TRIP-RPA-TS 52.8 35.7 –95.7 –7.2

narios are larger than those in OAc scenarios by more than 10
kcal mol–1, in line with the observation revealed in Fig. 4 that the
C–H bond to be activated is longer in 4X-PA-TS than that in 4X-
OAc-TS by about 0.1 Å. This bond length increment contributes
at least 10 kcal mol–1 to ∆Edist(1) (See Fig. S1). Compared with
other energy components, ∆Edist(1) is the determining factor that
leads to larger ∆E‡(4X-TS) (as well as ∆G‡(4X-TS)) for PA sce-
narios, making them quite unfavorable.

The above discussion implies that in catalysts 3X, the phos-
phate is weaker in assisting C–H activation than the acetate is,
regardless of R group. This can be understood from their Brøn-
sted acidities. The pKa’s of acetate acid60, HPA61, PhPA61, and
TRIP61 are 12.3, 3.4, 3.9, and 5.1, respectively (all pKa’s were
measured in dimethyl sulfoxide. No data in EtOAc were found
to the best of us62), suggesting that the acetate is a much bet-
ter proton acceptor than the phosphate is, in agreement with
the fact that the calculated total electrostatic potential (ESP) is
always larger at acetate oxygens than at phosphate ones in the
same transition state (see Fig. 4 and Table S2) by up to 10 au.
When palladium activates a methyl group, its d orbital will in-
teract with the antibonding orbital of a C–H bond to weaken it
(actually, as the hydrogen approaches the oxygen, the lone p pair
of the latter also participates this weakening. See Scheme S1). As
it elongates, a better proton acceptor, i.e., an oxygen atom with

higher ESP, can facilitate this process by offering it a favorable
electrostatic environment to compensate the bond elongation en-
ergy penalty much better (see Fig. 5), making the reaction barrier
occur earlier (shorter C–H bond in a transition state), leading to a
smaller ∆Edist(1) and thus smaller ∆E‡(4X-TS) and ∆G‡(4X-TS).
Actually, natural bond orbital (NBO) analysis also suggested that
the transition states in the OAc and PA scenarios are reactant-
and product-like ones, respectively (see Scheme S1). Therefore,
for all catalysts 3X, the OAc scenario is believed to be main reac-
tion channel.

Fig. 4 Key geometrical and electronic parameters of the transition
states 4X-TS. For details see Table S2.

Fig. 5 Total electrostatic potential along C–O1 path. For other transition
states, the plots are similar.

3.3 Origins of the Enantioselectivity

The S or R scenario preference, i.e., the enantioselectivity of the
reaction, will be explored for OAc scenarios here since PA sce-
narios are too unfavorable. This preference is determined by the
relative stability of the species involved in the reaction. For ease
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of notation, ∆∆E ≡ ∆E(in 4X-SOAc-TS)−∆E(in 4X-ROAc-TS) is
defined here.

Because the essential C–H activation regions have similar geo-
metrical parameters (like Pd–N, Pd–C, C–H, O–H, and hydrogen
bond N–H· · ·O–P) in 4X-OAc or 4X-OAc-TS (see Table S3), the
enantioselectivity must originate from the catalysts. The geome-
tries of 4TRIP-OAc or 4TRIP-OAc-TS are shown in Fig. 6, Fig. 7,
and Fig. 8. We note that the Pd–N bond has to be equatorial in
4X-SOAc and axial in 4X-ROAc. This leads to a shorter distance
between one acetate oxygen in 3X and the ethyl oxygen of 1 in
the latter (indicated by red wavy lines in Fig. 6. Please refer to
Table S3 for details. Generally, about 5.6 Å in 4X-SOAc versus 3.6
Å in 4X-ROAc), raising a steric repulsion. Actually, this interprets
the observation that 4HPA/4PhPA-SOAc is more stable than their
ROAc analogs (see Fig. 3. For 4X-TRIP-SOAc, see below). In
4X-OAc-TS, although all Pd–N’s become axial, the bite angle be-
tween acetate and phosphate ( 6 O2–Pd–O3 in Fig. 5) decreases,
releasing this steric repulsion.

Fig. 6 The geometries of 4TRIP-OAc and 4TRIP-OAc-TS. The yellow
circles Indicate possible steric repulsions.

Table 1 reveals that ∆∆Edist(1) is always negative. This seems
to be a result of larger ring puckering in 4X-ROAc-TS (see Table
S3). Also, ∆∆Eint(4X-TS) = +2.3 +3.6 kcal mol–1. At this stage,
the total effect of ∆Edist(1) and ∆∆Eint(4X-TS) will be supposed
to lead to closely-lying SOAc and ROAc transition states for all
catalysts. From 4X-OAc to 4X-OAc-TS, one Pd–O is broken and
the acetate will rotate to assist C–H activation. In SOAc scenarios,
the acetate will rotate more since Pd–N needs to change from the
equatorial position to the axial one. For 3HPA and 3PhPA, we
found that the potential energy surface of 3X is rather flat with
respect to the relative orientation of acetate and phosphate (see
Figure S2), i.e., the acetate can rotate under small barrier within

Fig. 7 The geometries of 4TRIP-OAc and 4TRIP-OAc-TS. Key
nonbonding interactions (C–H, O–H, H–H, O–O) are rendered as green
and the lengths are given in Å. There are considerable steric repulsions
between the acetate and isopropyl groups in 4TRIP-ROAc-TS.

the catalytic core. This interprets the interesting discovery that
∆∆Edist(3X) for both are almost zero (less than 0.2 kcal mol–1).
Therefore, we can argue that 3HPA and 3PhPA determine the
enantioselectivity only through delicate interaction difference in
SOAc and ROAc scenarios, and the chirality of binaphthyl part of
the catalyst is not actively involved in this determination.

This is different for 3TRIP. The root mean square displace-
ments (RMSDs) between 3X in 4X-SOAc and 4X-ROAc for X =
HPA, PhPA, and TRIP were calculated as 0.083 Å, 0.174 Å, and
0.928 Å, respectively. While 3HPA and 3PhPA have similar ge-
ometries in the two scenarios, the isopropyl groups of 3TRIP show
different poses in the two scenarios (see Figure S3), leading to a
higher distortion energy (see Table S1). This counteracts the ad-
vantage of the absence of the oxygen repulsion mentioned above,
making 4TRIP-SOAc less stable. Actually, the lability of interme-
diate makes 3TRIP more active. In the transition states, the rela-
tive orientation of acetate and phosphate in X is quite conserved
in the SOAc and ROAc scenarios, respectively (see Fig. 7 and
Fig. 8). However, in 4TRIP-ROAc-TS, the acetate suffers from
a strong steric repulsion from the isopropyl groups of the phos-
phate; in 4TRIP-SOAc-TS, as Pd–N becomes axial, the acetate
moves to a position that happens to be the crack of the catalyst,
i.e., space between the isopropyl groups, enjoying a low repulsion
environment and resulting in ∆∆Edist(3TRIP) = –3.6 kcal mol–1

(see geometrical parameters in Fig. 7 and Fig. 8. Note that the
atomic distances between isopropyl groups and acetate are in av-
erage 0.7 Å shorter in 4TRIP-ROAc-TS than in 4TRIP-SOAc-TS).
This large ∆∆Edist(3TRIP) makes the SOAc scenario much more
favorable than the ROAc one: ∆∆G‡(4TRIP-OAc-TS) = –9.1 kcal
mol–1 and e.r. = 99.99:0.01. 3TRIP participates the entire stere-
ocontrolling process actively by tuning energies and adjusting its
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Fig. 8 The geometries of 4HPA-OAc-TS, 4PhPA-OAc-TS, 4TRIP-OAc, and 4TRIP-OAc-TS. Molecular surfaces for the 3,3’-biphenyl-1,1’-binaphthyl
and isopropyl groups are rendered as blue and red, respectively.

conformations.

For highly enantioselective reactions, the transition states on
the pathway leading to one enantiomer must be favored or dis-
favored for some reasons. In some cases like 3HPA and 3PhPA,
it is a result of subtle interaction differences, which is difficult
for a rational prediction of catalysis. Also, although their enan-
tiomeric excess (ee) was theoretically estimated to be about 96%,
its experimental value could be much smaller, since DFT studies of
enantioselective reactions tend to overestimate ee63–66. Both may
cause their less popularity in chemical applications nowadays. In
more interesting cases, the substrate will dock into a carefully de-
signed catalyst (probably a rigid, supramolecular one) to achieve
a high enantioselectivity67–71. There are some specific interac-
tion sites in the substrate that can bind to a recognition region of
the catalyst (with, say, halogen or hydrogen bonds), and this pose
usually allows the following functionalization occur only on one
side of the prochiral plane.

It is another mechanism for 3TRIP. Although it has the same
catalytic core (palladium and Brønsted acid) and rigid back-
bone ((R)-3,3’-substituted-1,1’-binaphthyl) as 3HPA and 3PhPA,
its substituents, i.e., 6 isopropyl groups, provide it with extra de-
grees of freedom to deform to fit specific chemical environments.
They create a roomy space at the catalytic core in the SOAc sce-
nario, but raise a steric repulsion in the ROAc scenario, therefore
(S)-2 becomes the dominant product. Such steric controllings are
often observed between the catalyst and substrate72–79, including
some TRIP-catalyzed reactions75,76,79. But for 3TRIP, this enan-
tioselectivity occurs within the catalyst. The similar pattern was
observed in another Pd-catalyzed C–H activation reaction, where

the addition of mono-N-protected amino acids can induce enan-
tioselectivity80. Further study revealed that the steric repulsion
between the isopropyl group of the amino acid and the tert-butyl
group on the protecting ligand has a large impact on the reac-
tion81,82. Recently, an engineered iron-haem enzyme was syn-
thesized and is able to catalyze C–H amination efficiently with
high enantioselectivity83. Inside the ligand pocket, the iron-haem
activates C–H, and its approximal residues determine the stereo-
chemistry. The isopropyl groups of 3TRIP play a similar role in
controlling reaction channels. Therefore, the enantioselectivity
induced by intracatalyst interactions has analogs in enzymes and
could be a useful rule for catalyst design.

4 Conclusions

We have thoroughly and successfully elucidated the origins
of enantioselectivity in aziridination of aliphatic amines by
palladium-catalyzed C–H activation with BINOL-phosphoric acid
ligands ((R)-TRIP). The effective catalyst is Pd(OAc)((R)-TRIP)
(3TRIP). Due to the weaker Brønsted acidity of acetate group
than that of the phosphate group, the former can offer a better
by offering it a beneficial electrostatic environment to facilitate
the C–H activation, making the C–H bond length shorter by 0.1
Å and activation free energy lower by more than 10 kcal mol–1,
thus it is the acetate of 3TRIP that engages directly in the C–H
activation. By using distortion/interaction analyses and compar-
ing with 3HPA and 3PhPA, we demonstrate that the isopropyl
groups gives 3TRIP more degrees of freedom to affect the tran-
sition states leading to S and R aziridination product in different
ways. As the acetate of 3TRIP adjusts to assist the C–H activa-
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tion, isopropyl groups will hinder it in the R case, but form a
roomy space for it in the S case (Fig. 7 and Fig. 8), leading
to a high activation free energy thus achieving enantioselectivity.
This enantioselective palladium catalysis involves both electronic
and steric controlling. They can deepen our understanding of TM-
catalysis and offer us new insights into rational design of catalysts
of high enantioselectivity.
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