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Predicting the preferred morphology of hexagonal boron nitride 
domain structure on nickel from ReaxFF-based molecular 
dynamics simulations 
Song Liu,a Jeffrey Comer,b Adri C.T. van Duin,c Diana M. van Duin,c Bin Liu*a and James H. Edgar*a

An understanding of the nucleation and growth of hexagonal boron nitride (hBN) on nickel substrates is essential to its 
development as a functional material. In particular, fundamental insights into the formation of the hexagonal lattices with 
alternating boron (B) and nitrogen (N) atoms could be exploited to control hBN lattice morphologies for targeted 
applications. In this study, the preferred shapes and edge configurations of atomically smooth hBN on Ni(111) were 
investigated using molecular dynamics (MD) simulations, along with reactive force field (ReaxFF) developed to represent 
the Ni/B/N system and the lattice-building B-N bond formation. The obtained hBN lattices, from different B:N feed ratios, 
are able to confirm that hBN domain geometries can indeed be tuned by varying thermodynamic parameters (i.e., 
chemical potentials of N and B) - a finding that has only been predicted using quantum mechanical theories. Here, we also 
showed that the nitrogen fed to the system plays a more cruicial role in dictating the size of hBN lattices. With an increase 
of the relative N content, the simulated hBN domain shapes also transition from equilateral triangles to hexagons, again, 
consistent with the anticipation based on Density Functional Theory (DFT) calculations. Hence, a plausible approach to 
acquire a desired hBN nanostructure depends on careful control over the synthesis conditions, which now can benefit 
from reliable molecular simulations.  

Introduction 
Hexagonal boron nitride (hBN) has emerged as an important 
functional material with a characteristic layered lattice composed of 
an alternating arrangement of boron (B) and nitrogen (N) atoms. As 
a structural analogue of graphene, the mechanical, thermal, 
electrical, and chemical properties of hBN, as well as its potential 
uses, are studied and compared with the well-known carbon-based 
nanomaterial. hBN is distinguished from graphene by its wide 
energy band gap (~6.0 eV). Hence, hBN is an excellent electrical 
insulator for gate dielectrics in electronic device applications.1 The 
coupling of hBN and graphene can be exploited to construct 
heterostructures with tunable electronic properties.2 

Recently, hBN has shown promise as a functional support to 
enhance the performance of metal nanocatalysts.3 While the basal 
plane of hBN is chemically inert, its edge and defective sites, rich in 
undercoordinated B and N species, are sufficiently active for 
selective hydrocarbon oxidative dehydrogenation and CO oxidation 
reactions.3, 4 

Growth of 2D or 3D hBN lattice structures with controlled 
thickness,5-7 surface area,7-10 edge orientation,11 and quality,12 relies 
on the understanding of the impact of experimental parameters on 
synthesis processes. The quality of 3D hBN bulk crystals grown by 
the metal flux method is sensitive to the choice of the metal and flux 
system, as well as the temperature and heating and cooling rates of 
the molten solutions.6, 7, 13 Bulk crystals – with a domain size of up 
to 2 mm and thickness of around 200 μm – can be obtained with 
optimized process parameters. Recently, isotopically enriched hBN 
crystals have been produced by similar processes using a Ni-Cr flux, 
and have shown a threefold increase in the phonon polariton 
lifetime.14, 15 

The growth of ultrathin hBN structures (consisting of a single 
atomic layer or a few layers) can be achieved by bottom-up 
approaches, such as chemical vapour deposition (CVD)16-29 and 
molecular beam epitaxy (MBE).1, 30 Monolayer hBN domains 
extending to the centimetre-scale have been produced using CVD at 
atmospheric pressure.29 Nevertheless, such hBN ultra-thin films are 
likely polycrystalline, composed of aligned29 or randomly oriented20 
subdomains on the μm scale. After nucleation, continued growth at 
the boundaries of the hBN islands leads to coalescence. Depending 
on the arrangement of B or N atoms at the edges of each hBN 
domain, the merging of edges with the same terminations prohibits 
integration via B-N bond formations, thus producing grain 
boundaries. 

The evolution of shape and edge structures of individual hBN 
domains reveals their growth mechanism. hBN domains commonly 
exhibit triangular,20, 26-28 truncated triangular,16, 26 or hexagonal 
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shapes,10, 26, 31, 32 as determined by their thermodynamic stability on a 
given substrate. Stehle et al.26 showed that, on copper foils, the shape 
of hBN domains is also sensitive to the position of the substrate 
within the CVD reactor. Specifically, at 1065°C, N-terminated 
triangular hBN domains formed near the reactor entrance, while the 
domains tend to have alternating nitrogen and boron-terminations 
near the reactor exit. The nitrogen source and partial pressure plays 
an important role in determining crystal shape and sizes as well. 
Yakobson and co-workers predicted, using density functional theory 
(DFT) calculations, that the morphology of an hBN monolayer on a 
nickel substrate can be manipulated by changing from B-rich to N-
rich conditions.33, 34

hBN domains have a richer variation in morphology than 
graphene due to their binary composition and lower lattice 
symmetry.38  When compared to continuous monolayer hBN sheets, 
lattices of small hBN fragments are more likely to interact with 
substrates through their open (growing) edges, although the exact 
nature of such interaction is debatable. Recently, Zhang et al.35 
suggested that better agreement between the experimentally 
observed and theoretical predicted morphologies is obtained when 
all edges of the theoretical model are passivated with hydrogen. In 
experiments, precursor decomposition provides a source for this 
hydrogen. Regardless, the edge energy plays a critical factor in 
determining the relative stability and growth mechanism,34, 36 and the 
domain shape follows the Wulff principle.37 Both experiment and 
theory provided strong evidence that edge structures are influenced 
by the chemical potentials of its constituents (i.e., μB and μN). 
Experimentally, these parameters are typically controlled by 
synthesis parameters such as the feed compositions of precursors, or 
nitrogen partial pressure. Theoretically, linear relationships exist 
between edge energy (γ) and thermodynamic chemical potentials.33-

36, 38 Ultimately, prediction of hBN domain shape and morphology 
transition can then be realized.

In this work, reactive molecular dynamics simulations 
supported by the ReaxFF force field, which was specifically 
developed for the Ni/B/N system,39 will be used to further reconcile 
the predicted hBN domain morphologies (currently mainly from 
DFT calculations) with experimental observations. Here, for the first 
time, we consider the effect of the B:N ratio on the morphology and 
edge chemistry of the resulting hBN and, furthermore, determine the 
thermodynamics of N recombination and its effect on available N for 
hBN formation. The simulations considered here describe hBN 
formation in the absence of hydrogen, which is representative of the 
synthesis of hBN from MBE, in which B powder and N2 gas are 
typically used as the B and N sources, and atomic N can be 
generated by a plasma source.40-42 Using the B:N ratio as a tunable 
simulation parameter, mechanistic insights into the formation of 
different domain shapes and edge terminations will be discussed 
from analyses of generated molecular trajectories. 

Results and discussion
Triangular and hexagonal shaped hBN fragments on Ni(111)
Triangular and hexagonal hBN islands, and semi-periodic ribbons on 
well-defined single crystal substrates are often used in quantum 
mechanical calculations to probe the relative stabilities of finite hBN 
structures consisting of zigzag (B-terminated and N-terminated) and 
armchair edges.33-35 Non-periodic, equilateral hBN triangles and 

hexagons supported on Ni(111), with varying edge lengths (L), were 
optimized using periodic DFT, as illustrated in Fig. 1 (see 
Methodology section for computational details). As shown in Fig. 
1(a) and 1(b), the designation as B- and N-termination indicates the 
corresponding outermost atom type. For hexagonal domains, as can 
be seen in Fig. 1(c), the edges have alternating B- and N-
terminations. In all structures, L = n, where n = 2–5, denotes that 
there are n B–N units on each side. The only exception is the stand-
alone hexagonal BN ring, denoted L = 1 and shown in Fig. 1(c).

When supported on Ni(111), nearly all hBN domains are able to 
maintain lattice structures similar to the bulk without edge 
passivation, even the smallest domain (L = 1 in Fig. 1(c)). The 
middle of the hBN domains all protrude slightly while the edge 
atoms are tightly bound to the Ni surface. This indicates that the 
binding strength of each hBN island comes from the interaction 
between the edge atoms (including both B and N) and the surface 
metal, allowing the interior to detach from the substrate. 
Specifically, at the edges, on all structures, in Fig. 1(a-c), binding 
occurs on Ni(111) with N at the top site and B at the 3-fold (hcp or 
fcc) site. A linear relationship between energy energies of each 
domain illustrated in Fig. 1 and chemical potential (μ), as reported in 
the literature,33 has been established in this work as well (see Figs. 
S1-3 in ESI). In this work, we aim to examine relationship between 
hBN monolayer morphology using a developed ReaxFF force field 
potential,39 to acquire a physical representation of the influence of 
chemical potential parameter (μ) from the setting of MD simulations. 

ReaxFF MD simulations of hBN growth at different B:N ratios 

Fig. 1 Optimized triangular hBN domains with (a) B- and (b) N- terminated bare 
edges with edge length of L = 2–5; and (c) hexagonal domains with bare alternating 
B- and N-terminated edges with lengths of L = 1–3 on Ni(111). N, B, and Ni are in 
blue, pink, and gray, respectively.
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ReaxFF based classical MD simulations were performed to mimic 
the hBN MBE process.40-42 A continuous hexagonal BN lattice from 
elemental species was attained at the stoichiometric B:N ratio (i.e., 
1:1) on Ni(111), as illustrated in Fig. 5(f) in Ref. [39].39 While the 
number of deposited B and N atoms will certainly determine the size 
of the hBN domain, we also anticipate that the availability of B and 
N will influence the rate of BN lattice formation, as well as the 
structural quality of the domain, due to diffusion-limited reactions of 
these building block species. 

By setting the number of limiting species (either B or N) to 100, 
the dependence of hBN growth on the chemical environment can be 
realized by changing the B:N ratio; values from 3:1 to 1:5 were 
tested. Hence, compared to the stoichiometric ratio, B:N ratios of 3:1 
and 2:1 correspond to B-excess conditions, while other ratios (i.e., 
1:2, 1:2.5, 1:3, 1:4, and 1:5) correspond to N-rich conditions. 

The hBN domains formed on Ni(111) at 1500 K after 10 ns of 
simulation with increasing N content are illustrated in Fig. 2 (a–h). 
Starting with the B-rich scenario, when B atoms significantly 
outnumbers N atoms (B:N = 3:1), fragmented hBN domains form. 
These hBN fragments, indicated in black rectangular boxes in Fig. 
2(a), consist of BN hexagons joined by their tips or edges. Over the 
duration of the simulation, each fragment contains no more than six 
hexagons. The total number of hexagons is no more than 10 as 
shown in Fig. S4 in ESI. These structures are likely nucleation 
centres, in which dangling branches abound. Nevertheless, further 
growth is unlikely because nearly all N atoms are already depleted 
by forming B-N bonds (with more than one B). All existing 
fragments are terminated by B. DFT calculations show that B atoms 
energetically prefer the sublayer of Ni(111).39 The side view of Fig. 
2(a) reveals that the excess B atoms are present throughout the Ni 
sublayers, and the strong B–Ni bonds severely distorts the substrate 
lattices causing hBN domains to detach from the substrate. The 

formation of an all-B cluster (highlighted in the orange circle in Fig. 
2(a)) was observed due to the large excess of B atoms that are unable 
to participate hBN lattice construction. Such B atoms are still 
abundant on both the surface and in the sublayer, and could enable 
further growth of B structures.

With a B:N ratio of 2:1, a small hBN island, consisting of 
approximately 12 BN hexagons with shared edges, assembled, as 
shown in Fig. 2(b). However, this island is still surrounded by 
unincorporated N species, mostly bonded with 2–4 B atoms. The 
level of sublayer B species in excess (i.e., not bonded to N) remains 
high, although they are now mainly limited within the top two layers 
(Fig. 2(b) side view). The lattice of the top Ni substrate layer is still 
highly disrupted.

A small but triangular hBN lattice forms at the stoichiometric 
1:1 B:N ratio with 100 N and 100 B atoms. Approximately 20 hBN 
hexagons were formed (Fig. S4 in ESI). As shown in Fig. 2(c), the 
resulting structure can be depicted as an equilateral triangle (L = 6) 
terminated by B on all sides at the zigzag edges (denoted by BZZ 
and highlighted in orange colour). In addition, a second, but much 
smaller hBN domain (at the upper substrate boundary of Fig. 2(c)) 
also formed. Fewer surface-bound N atoms remain on the substrate 
(the top layer), bounded with 2-3 B atoms. The remaining B species, 
all surface-bound, are also limited to the top layer. The Ni substrate 
lattice is relatively intact; it is less distorted than in the B-rich cases. 
In our previous study, with a larger number of hBN constituent 
elements (200 B and 200 N atoms), an almost continuous hBN sheet 
was formed instead,39 suggesting that the current size is probably 
limited by the available B and N elements as building blocks, and 
further growth from these current structures is possible. 

When N atoms outnumber B atoms, for instance, in the case of 
B:N = 1:2 (for 100 B and 200 N atoms), the domain was much larger 
in area (with L reaching approximately 10 on each side)  as seen in 
Fig. 2(d). This domain structure is anchored on the substrate mainly 
with its edge sites. The total number of hBN hexagons reaches 30 
during the 10 ns simulation. The shape of this domain, which is also 
bounded mainly by B-terminated zigzag edges (BZZ), approximates 

Fig. 3 Numbers of gas phase N2 molecules, N2(g), over Ni(111) surface counted 
over a period of 10 ns of reactive MD simulations at B: N ratios of 3:1 (orange), 
2:1 (blue), 1:1 (grey), 1:2 (red), 1:3 (purple), and 1:4 (green).

Fig. 2 Images (top and side views) of hBN growth (at 1300K) obtained from MD 
simulations at 10 ns at B: N ratio of: (a) 3:1, (b) 2:1, (c) 1:1, (d) 1:2, (e) 1:3, and (f) 
1:4, respectively. N and B atoms are in blue and pink. The Ni(111) substrate is 
depicted in grey. B-terminated edges are highlighted in orange; N-terminated 
edges are blue.  B and N zigzag edges are denoted in (e) by BZZ and NZZ, 
respectively.
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an equilateral triangle. Nevertheless, kinks, dangling bonds, and 
protruding areas exist, as indicated in Fig. 2(d), and these edge 
structures can function as growth frontiers. With increasing N 
content, the number of unincorporated B atoms is further reduced. 
Few individual B atoms remain on the surface, and even fewer in the 
sublayer. Also at higher N content, the N species exhibit the ability 
to scavenge B species and facilitate its utilization in hBN lattice 
construction. 

At greater N excess (B:N > 1:2), the morphology of the hBN 
domains continue to evolve. At B:N = 1:2.5, well-defined N-
terminated zigzag (NZZ, highlighted in blue colour in Fig. 2(e)) 
edges appears. Interestingly, the overall shape of this domain 
resembles a truncated triangle, with NZZ edges being generated 
from the truncation of a BZZ triangle. The emergence of NZZ edge 
signals the transition from B-terminated triangular geometries to 
other equilibrium morphologies in response to the changing 
environment as predicted by DFT calculations (Fig. S2 in ESI).33, 35 
DFT-calculated edge energies on Ni(111) based on the hBN domains 
illustrated in Fig. 1 are also shown as Fig. S3 and Fig. S4 in ESI. 

The alternating pattern between BZZ and NZZ becomes even 
more pronounced at B:N = 1:3. The two highlighted edges are 
similar in length in the simulation snapshot shown in Fig. 2(f). The 
hBN domain still grows to a significant extent in terms of the total 
number of hexagons, which nearly doubles based on 100 B atoms 
(Fig. S4). As shown in this snapshot, the domain also contains a 
rather open side, rich in kinks and dangling bonds, as a growth 
frontier. In this work, further growth along these frontier edges is 
unlikely because one of the constituent elements, B, is almost 
completely depleted. Therefore, number of hexagons remains fairly 
constant under the prescribed simulation condition.  

 At B:N = 1:4 (Fig. 2(g)), the alternating BZZ and NZZ edges 
(highlighted) are still recognizable but the simulated domain 
structure has even more kink sites and dangling bonds. Thus, as the 
N content (B content fixed) is increased, the hBN domains have the 
tendency to grow driven by the abundance of N. Adsorption N atoms 
on Ni(111) without bonding to B, does occur, but is limited by the 
lack of B. Such a trend continues at the highest N content attempted. 
At B:N = 1:5, the resulting hBN domain is bounded by growth 
frontiers on all sides, as shown in Fig. 2(h).  In this work, the BN 
structures produced with excess N are planar and essentially defect 
free. However, the simulations are limited to relatively small time 
and length scales. With the demonstrated procedure, the density of 
defects, particularly if coalescence of multiple hBN nuclei occurred, 
can be explored with larger simulations.

 In this work, the hBN lattice was formed from elemental B and 
N. Clearly, from Fig. 2(a-h), the constituent species is a critical 
parameter in determining the equilibrium morphology, including the 
size, shape, and edge identity, of hBN domains on Ni(111).  
Excessive B or N will both likely terminate the growth and limit the 
domain size. Specifically, an adequate supply of elemental N is 
particularly important for sustained hBN growth. On the other hand, 
excess elemental B imposes a more significant limitation on hBN 
lattice formation and is also be disruptive to the integrity of substrate 
lattice structure that anchors and stabilizes hBN domains during their 
growth.

Thermodynamics and kinetics of N2 formation and desorption
In MBE, boron powder and molecular N2 are generally used as the B 
and N sources.40-42 The atomic N can be generated through plasma 
source, 40 as in eqn. (1), where N* represents the surface-bound N. 
Moreover, the thermodynamic cycle between N and N2 studied in 
this paper (Fig. S5 in ESI) has shown that N2(g) can dissociate into 
N* to participate hBN growth again. 

The formation of N2(g) from N* according to eqn (1) could 
compete with the hBN formation process, especially at the initial 
stage of the MD in which the N concentration is high. However, at 
high N contents (i.e., B:N = 1:3, 1:4, and 1:5), the fragmentation of 
hBN domains does not occur is likely because the excess N* may 
recombine and desorb from substrate to form N2(g),  according to 
eqn (1). The counts of N2(g) at different B:N ratios are shown in Fig. 
3 for MD runs over a 10-ns window. At all B:N ratios (even under N 
lean conditions), N2(g) exist. At B:N = 3:1 and 2:1, the newly 
formed N2 dissociates back into N*, driven by the excessive B in the 
substrate available for B-N bond formation. At B:N = 3:1, the 
amount of N2(g)  (orange) becomes negligible. Similarly, at B:N = 
2:1, the amount of N2(g) (blue) follows a downward trend, 
decreasing from 15 to 4, and will likely continue to decrease. At the 
stoichiometric B:N ratio, the N2(g) count (grey) stabilizes at 
approximately 18 throughout the MD run, suggesting that an 
equilibrium is established between N2(g) and N* at an early stage. At 
higher N contents (i.e., B:N = 1:2, 1:3, and 1:4), however, the N2(g) 
count in respective case increases within the first 2 ns of MD run 
before an equilibrium is reached. Once thermodynamic equilibrium 
is reached, the chemical potential of N is related to that of N2(g) as 

.𝜇𝑁 = 𝜇𝑁2(𝑔)/2

2N * ↔N2(𝑔) (1)

Fig. 4 Free energy profile (black), A(d), for formation of adsorbed N2 from two  N* 
on Ni(111), illustrated by the inset figure, in which N and Ni atoms are in blue and 
grey, respectively. The N-N interatomic distance is used to define the transition 

coordinate, d (Å). The two separated N* species on Ni(111) at , serves as 𝑑 > 8 Å
the zero energy reference. The internal energy (ΔU) and entropic (–TΔS) 
contribution to the free energy are also shown in orange and red, respectively. The 
geometric contribution to the free energy, due to the use of a radial distance 
coordinate, has been removed to aid interpretation.
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To better understand the competition of N2(g) formation with 
hBN synthesis, we used an efficient free energy calculation 
technique (adaptive biasing force) to determine the thermodynamics 
of N2(g) formation on Ni(111) based on the ReaxFF potential used in 
previous MD simulations. The Helmholtz free energy, shown in Fig. 
4 (black), was calculated as function of the distance between two N 
atoms, d (in Å). As is customary, the geometric contribution to the 
free energy for a spherical radial coordinate ( ), has ― 𝑘B𝑇ln (4𝜋𝑑2)
been removed in Fig. 4. This free energy has been also decomposed 
into internal energy and entropy components, as described in 
Methodology. As described below, the influence of atomic N on the 
spatial arrangement of the Ni atoms produces significant entropic 
effects at the temperature considered (1500 K). 

When isolated from one another, the free N atoms are 
chemisorbed to the Ni(111) surface at the 3-fold sites, respectively 
(inset figure of Fig. 4). At distances , the force 4 Å < 𝑑 < 8 Å
between the two N atoms is essentially zero, where the profile for 

 is shown to be flat. However, as the atoms approach each ∆𝐴(𝑑)
other, certain distances are slightly more favoured than others due to 
the atomic arrangement of the underneath Ni(111) lattice, leading to 
appreciable oscillations in the free energy. The reduced spatial 
freedom of the Ni atoms is reflected in the unfavourable entropy 
distances of  Å. The transition from two Ni-bound N 1.8 < 𝑑 < 8.2
atoms to a physisorbed N2 molecule requires a crossing a large 
energy barrier at , which is dominated by the  𝑑 = 1.96 Å ∆𝑈
component (  at the same ), within reasonable ∆𝑈 = 2.3 ±  0.3 eV 𝑑
agreement to the energy barrier from DFT calculations (1.7 eV). 
Once the N atoms are no longer covalently bound to Ni, the freedom 
of the arrangement of Ni atoms is no longer restricted, and the 
entropy becomes favourable. The internal energy also becomes 
favourable with the formation of a stable N2 molecule. Together, this 
results in a minimum of the free energy of  eV ∆𝐴 = ― 1.38 ± 0.04
at . = 1.06 Å

Once formed, the physisorbed N2 needs overcome only a small 
free energy barrier, 0.13±0.03 eV, to desorb from the surface. In 
comparison, the barrier for desorption of N* directly from the surface 
is much larger, requiring 4.47±0.14 eV. Therefore, while excess B at 
the surface leads to formation of surface-bound B clusters that hinder 
synthesis of large defect-free hBN domains, formation of N2 
provides a route for more rapid removal of high concentrations of 
excess N at the surface.

Growth mechanisms of triangular and hexagonal hBN domains 
To better understand the differences in hBN lattice formation at 
different B:N ratios, we analysed slower hBN growth with lower 
atom concentrations at B:N = 1:1 and 1:3. As discussed in a previous 
section, equilateral triangular and hexagonal hBN domains were 
produced, respectively, at these ratios under equilibrium conditions. 
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With 100 B and 100 N atoms (B:N = 1:1), as depicted in Fig. 5, 
the first nucleation centre, a BN hexagon ring with branches, appears 
at 5.15 ns. Then, at 5.86 ns, the structure evolves into a small island 
consisting of three joint BN hexagons. With these dangling 
branches, the nucleation centre continues to grow, and at 5.93 ns, the 
domain size nearly doubled when a second domain, a nucleation 
centre itself, joined the first domain. In the next 0.5 ns (at 6.45 ns), 
the hexagon count within the domain increased to 10 hexagons 
through multiple structural evolutions - via B-N bond formation and 
chain growth. There are still abundant kink sites and dangling bonds 
on all sizes of the structure. In the following steps, this hBN domain 
grows mainly on the upper and lower sides, which are the main 
growth frontiers in the next 0.9 ns. At 8.16 ns, the right side of the 
domain has developed into a BZZ edge, while its upper, left, and 
bottom sides are terminated by –BNB and –NB groups, which will 
encourage further growth. In the next 1.2 ns, the left and bottom 
sides of this domain has also developed into the BZZ edge 
configuration, completing the process of forming a triangular shaped 
domain bounded by BZZ on all sides (Fig. 2(c)). 

For 100 B and 300 N atoms, the nucleation centre was 
established at 0.44 ns with the formation of the first BN hexagon, as 
shown in Fig. 6. This growth centre quickly (at 0.46 ns) evolved into 
a four-hexagon hBN cluster. Note that one heptagon (at the lower 
left side) with a homoelemental N–N bond was also produced, which 
is likely at relatively high N contents (≤ B:N = 1:1). At 1.48 ns, a 
second hBN island joins via the B–N linkage between different 
domains. This behaviour also occurred at the B:N = 1:1 ratio, 
suggesting that coalescence can be a common mechanism  that 
accelerate the growth rate. In this case, however, an incomplete 
vacant area is left at the centre of the hBN domain at 2.31 ns. This 
reveals a useful clue to understand the origin of potential structural 
defect - associated with two or more domain structures merge during 

hBN growth. In this case, the vacant area remained within this 
domain for over 5 ns before it healed. During this time, its size 
shrank as it incorporated additional isolated B and N atoms from the 
Ni substrate. One possible mechanism is that B species in the Ni 
sublayer may diffuse onto the top layer to access the vacancy. In the 
last 2 ns, the area was reduced to a single B-vacancy defect. 
Meanwhile, the outer perimeter of this domain continued to grow 
and evolve. As shown by the hexagon count (in purple), the number 
increased by a total of 20 during this period. The additional BN 
hexagons are mainly added to the left and right sides of the domain 
structure. At 8.19 ns, the B-point defect was healed; making the 
entire domain defect-free. Finally, the domain is bounded by BZZ 
and NZZ edges at the bottom and lower-right sides. The hexagonal-
shaped hBN shape is facilitated as the formation of N-terminated 
edge becomes more thermodynamically favourable, as predicted by 
DFT calculations (Fig. S3 in ESI).  

Conclusions
By combining first-principles calculations and ReaxFF-based MD 
simulations, the evolution of finite hBN domain morphology and its 
dependence on the constituent B:N ratio is revealed. The most 
significant findings can be summarized as follows: 
 The morphology, including the size, shape, and edge 

termination of the simulated hBN domain responds to the 
variations of the atomic B:N ratio and follows a pattern 
consistent with earlier predictions from DFT calculations.

 Surplus B species are likely to remain on the top layer and in 
the sublayer of the Ni substrate. The strong B–Ni interactions 
severely distort the Ni lattice, and will hinder hBN growth by 
interfering with its contact with the Ni substrate.

Fig. 5 Growth of a triangular hBN domain represented in terms of the count of BN hexagons on Ni(111), shown in blue, at 1300 K and B:N = 1:1 (i.e., 100 B and 100 N atoms). 
Snapshot images at selected timesteps are shown in boxes, where N and B are in blue and pink, respectively. The Ni substrate is omitted for clarity. The timeframe 
corresponding to each image is shown in the parenthesis.

Fig. 6 Growth of hBN domain represented in terms of the count of BN hexagons on Ni(111), shown in purple, at 1300 K and B:N = 1:3 (i.e., 100 B and 300 N). Snapshot 
images at selected timesteps are shown in boxes, where N and B are shown in blue and pink, respectively. The Ni substrate is omitted for clarity. The timeframes 
corresponding to each captured image is shown in the parentheses.
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 In contrast, surplus N species will reside on the top layer, but 
more likely, leave the substrate by forming N2(g). Once 
surface-bound N desorbs, a substantial free energy barrier is 
required for them to dissociate so as to participate hBN growth 
again. In this regard, N plays a more critical role in controlling 
the morphology of the hBN domain. In this work, by using 
elemental B and N directly as sources, larger hBN domains 
were grown when N was in excess.

 Lastly, the ReaxFF force field, developed from a small set of 
DFT calculations, is shown capable of describing rather 
complex behaviours of hBN growth under varying simulated 
environments. The thermodynamic and kinetic properties 
predicted from free energy calculations using this force field are 
gauge well against DFT, suggesting a promising utility to probe 
more sophisticated processes related to MEB experiments, 
particularly, in areas of fine-tuning substrate conditions, 
optimizing experimental temperature, N2 partial pressure 
parameters.

Methodology 

Models for edge energy calculations on Ni(111)  

For finite hBN structures, the chemical bonding at the domain edges, 
coupled with charge transfer, will dominate the interlayer van der 
Waals forces between hBN and substrate. Moreover, it has been 
shown that the edge energies of supported 2-D hBN directly reflect 
domain’s relative stability on a substrate.18, 43-45 Consequently, the 
shape and edge of hBN flakes on Cu and Ni follow the Wulff 
principles. 

For edge energy calculations (Figs. S3-S4 in ESI), the nickel 
substrate for DFT calculations was represented by a 3-layer p(7 × 7) 
(111) slab to accommodate hBN domain sizes, yet mitigate the 
lateral interactions among periodic images. The bottom two layers 
were fixed at the optimized bulk lattice value (3.52 Å). A vacuum of 
30 Å (along the perpendicular direction) was used to separate the top 
slab layer from the bottom of its own periodic image. 

Density Functional Theory (DFT) computational details

Periodic, spin-polarized DFT calculations were employed based on 
the projector-augmented wave (PAW) method,46, 47 and the 
generalized gradient approximation of Perdew-Burke-Ernzerhof 
(GGA-PBE)48 functional implemented in the Vienna Ab initio 
Simulation Package (VASP).49 Considering the large unit cell, the 
Kohn-Sham valence states are expanded in a plane-wave basis set up 
to 350 eV. Only a single gamma point was used to sample the 
reciprocal Brillouin zone. The Methfessel-Paxton smearing of 0.2 eV 
was used 50, with the total energies then extrapolated to 0 K. The 
self-consistent iterations were converged with a criterion of 1 × 10-6 
eV, and the ionic steps are converged until the residual force on each 
atom is less than 0.02 eV/Å.

Molecular Dynamics (MD) simulation setup and procedure

All MD simulations were performed with LAMMPS51 using the 
implementation of ReaxFF by Aktulga et al.52 The nickel substrate 
was modelled using a 5-layer face-centred cubic rectangular slab 
with exposed (111) facets perpendicular to the z-axis for hBN 
nucleation and growth. The slab was periodic in the xy-plane with 12 

× 12 repetition of the unit cell, with a total of 720 Ni atoms. The top 
four layers were completely unrestrained during the simulations. 
Harmonic restraints were applied to each atom of the bottom (or the 
5th) Ni layer, with a spring constant of 10 kcal mol−1 Å−1. There was 
a vacuum of 90 Å separating successive images along the vertical 
direction. Initially, the Ni slab was clean.

At the beginning of the simulation, B and N were assigned with 
random x, y coordinates in the vacuum above the Ni(111) surface, 
and then sequentially deposited onto Ni(111) at an interval of 0.25 
ps. To prevent premature B–N bond formation, the minimal distance 
between the initial B and N sources was set to be 1.90 Å, larger than 
the B–N bond length of 1.44 Å in the hBN lattice. All B and N 
atoms were deposited on the unrestrained side of the slab, with 
randomly assigned initial momenta. The same simulation preparation 
procedure was used for all B:N ratios. All simulations were 
performed at 1500 K, controlled by the Nosé-Hoover thermostat. 
The equation of motion was numerically solved using the velocity 
Verlet integration scheme. Each MD simulation was run for at least 
10 ns with a time step of 0.25 fs. 

The ReaxFF force field was employed so that chemical 
processes (e.g., bond formation and cleavage) involving B–N, B–B, 
N–N pairs and interactions between constituent elements with Ni 
substrate (e.g., adsorption/desorption, or diffusion) could be fully 
described. The total potential energy in ReaxFF is formulated as a 
function of the bond orders of interacting atomic pairs.53 The 
ReaxFF force field used was developed for Ni/B/N systems as 
reported in Ref. 39 (including force field parameters).  

Free energy calculations based on MD

Helmholtz free energies ( ) were calculated using the adaptive ∆𝐴
biasing force method,54, 55 by means of the Colvars module in 
LAMMPS.56 The adaptive biasing force method yields , which ∆𝐴(𝜉)
is the potential of mean force as a function of a transition coordinate 
( ). Because these calculations involved at most two N atoms, it was 𝜉
possible to perform these simulations using a smaller Ni surface 
model, than the previously described simulations. The slab for the 
free energy calculation totalled 192 Ni atoms and consisted of three 
Ni layers. The top two layers of the three-layer slab were completely 
unrestrained, while a one-dimensional harmonic restraint was 
applied to each atom of the bottom layer to keep it near the plane z = 
–2.05 Å, using a spring constant of 10 kcal mol−1 Å−1. A vacuum of 
48 Å separated successive images of the Ni slab along the z axis. The 
periodic slab had dimensions of 18.03 × 20.81 Å2 in the xy-plane.

For calculations of the 2NN2 association/dissociation free 
energies on Ni(111) as well as in vacuum (Calculation 4 in Fig. S5), 
the transition coordinate was simply the distance between the two 
free N atoms on the domain 0.90 ≤  ≤ 9.00 Å. Adaptive biasing 𝑟𝑁 ― 𝑁

force bins of 0.01 Å were used to capture the rapid variation of the 
energy near  = 1.06 Å, the equilibrium N–N bond distance for 𝑟𝑁 ― 𝑁

gas phase N2. In the absence of statistical error, the free energy over 
a complete cycle would sum to zero. Summing the minimum free 
energies of Calculations 1–4 yielded a value negligible compared to 
the magnitude of the free energy changes, −0.06 eV, suggesting that 
the results had high statistical accuracy.

Each free energy calculation was performed at three different 
temperatures (i.e., 1200, 1300, or 1400 K) to permit the 
decomposition of the Helmholtz free energy into entropy and 
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internal energy using eqns (2-3).57-59 The temperatures were 
maintained at the above values by a Langevin thermostat. 

,∆𝑆(𝜉,𝑇) ≈ ―
∆𝐴(𝜉,𝑇 + ∆𝑇/2) ― ∆𝐴(𝜉,𝑇 ― ∆𝑇/2)

∆𝑇
(2)

.∆𝑈(𝜉,𝑇) ≈ ∆𝐴(𝜉,𝑇) +𝑇∆𝑆(𝜉,𝑇) (3)

Each simulation was quadruplicated, with different initial 
velocities and seeds for the Langevin thermostat. A simulated time 
of 24 ns was obtained for each of the four ReaxFF runs. The mean 
forces of the four runs were combined, weighting by the sample 
count, to obtain a potential of mean force representing 96 ns of 
simulation. The potentials of mean force were anchored according to 
the convention that the free energy of the dissociated or desorbed 
state was zero. The statistical uncertainties of the free energies were 
estimated from the greatest deviation among the four runs, as 
described Poblete et al.,60 and propagated through the decomposition 
into entropy and internal energy. 
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