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Abstract 

Nanoscale contact area in conductive atomic force microscopy can be determined by analyzing 
current flow using electron transport theories. However, it is recognized that native oxides on the 
conductive tip will reduce current flow, thus degrading the accuracy of the measured contact 
area. To quantify the adverse effect of an oxide on contact area measurements, we use molecular 
dynamics simulations of an oxide-coated platinum tip and a crystalline platinum substrate, where 
both the contact size and conductance can be inferred from the positions of atoms in the 
interface. We develop a method to approximate conductance based on the distance between 
atoms in platinum channels across the contact. Then, we compare the contact area calculated 
from conductance with ballistic transport and tunneling theories to that obtained using the known 
positions of atoms in the contact. The difference is small for very thin (<0.1 nm) or thick (>1.0 
nm) oxides, where ballistic transport and tunneling theories work well; however, the difference 
can be significant for oxides between these limits, which is expected to be the case for platinum 
in many practical applications. 

I. INTRODUCTION

Understanding and predicting contact area at the nanoscale is important for probe-based 
microscopy,1,2 nanolithography,3 and nanodevices.4–6 For example, in scanning probe 
microscopy, the resolution of topography and properties measurements depends on the contact 
size.7 For nanoscale electromechanical switches, the size of the contact between the source and 
gate controls the current flow and therefore determines the performance of these devices.5

Since the contact is buried in the interface between two bodies, it is difficult to directly measure 
contact area using experimental techniques. However, conductive atomic force microscopy (c-
AFM) has enabled the indirect measurement of contact area through the electrical contact 
conductance. In c-AFM, a bias voltage V is applied between the tip and substrate, the resultant 
current I is measured, and the electrical conductance  is determined from slope of the I-V curve. 𝐺
Then, under the assumption that contact radius a is smaller than the mean free path of an electron 
lf, it is common to relate conductance and contact area using the Sharvin equation for ballistic 
transport:

                                  (1)𝐺𝑠 = 3𝐴𝑆 4𝜌𝑙𝑓

Page 1 of 14 Nanoscale



where ρ is resistivity and  is contact area. The proportionality of conductance and contact area 𝐴𝑆
has been shown to be accurate for nanometer-scale contacts,8–10 and even for metallic junctions 
thinned down to single-atom width.11,12 However, the Sharvin equation does not account for the 
presence of insulating layers on the contacting surfaces. Such insulating layers, including oxides, 
adsorbates, or contaminants, are common on surfaces in real-world applications and under most 
experimental conditions.13,14 The presence of insulating layers can prevent the formation of 
metallic contact, and prior work by the present authors suggests that, in such cases, electron 
transport theories can overpredict current flow across a platinum nanocontact by a factor of 20.15 
This overprediction is due to the fact that, with an insulating film, conduction only occurs by 
tunneling across the interface. In this case, the relationship between conductance and contact 
area  is described by tunneling theory:15,16𝐴𝑇

       (2)𝐺𝑇 = (3.16 × 1014 𝜙1
𝑡exp ( ―1.025𝑡 𝜙))𝐴𝑇

where  is the mean barrier height and  is the oxide thickness. This tunneling model has been 𝜙 𝑡
used to calculate contact area from c-AFM measurements with an oxide-containing conductive 
platinum tip.15,17

Therefore, previous research suggests that ballistic transport theories can be used to calculate 
contact area from conductance if no insulating layer is present and tunneling theories apply for a 
thick insulating layer. However, many real contacts may exist between these limiting cases. For 
example, Pt is relevant for many applications that rely on nanoscale contacts 18–20 and Pt surfaces 
may have a native oxide layer that is less than 0.5 nm.15,21 The accuracy of ballistic transport or 
tunneling theories for calculating contact area in these cases is unknown because area and 
conduction cannot be measured independently. Furthermore, a common approach in 
experimental studies is to simply use c-AFM with the Sharvin equation, regardless of the 
possible presence of thin insulating layers.8,22,23

Atomistic simulations can provide some insight into the effect of insulating layers because they 
explicitly model the size and morphology of the contact. Density functional theory or ab initio 
molecular dynamics enable the direct calculation of conduction,24–28 but are limited to very small 
size scales and so cannot capture the deformation at technologically relevant size scales. 
Alternatively, classical molecular dynamics (MD) simulations can model nanoscale contacts 
accurately,15,29 but do not include electrons and so cannot directly calculate conduction. There 
have been extensions of classical MD developed that enable calculation of conduction,30,31 but 
the approach does not differentiate between atom types and so cannot be used to investigate the 
effect of insulating layers. Finally, a recent study by Yang, et al.29 used classical MD simulations 
to understand the effect of small amounts of adsorbates on conduction in Pt nanoasperities for 
nanoelectromechanical switches. The authors showed that adsorbates can partially or completely 
block metal-metal contact, and described a balance where some adsorbates are advantageous for 
minimizing plastic deformation, but too many adsorbates will block the current flow. However, 
this study considered current flow through direct metal-metal contact and did not attempt to 
include contributions due to tunneling, which may play a significant role in the case where one 
or more of the metals has at least a monolayer of oxide coverage. 
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In the present study, we used MD simulations to model the nanoscale contact between a platinum 
tip with an oxide and a pristine platinum substrate, where conductance was approximated using 
an empirical model that included both direct metallic and tunneling conduction. The goal was to 
evaluate the accuracy of contact area measurements obtained using conventional experimental c-
AFM techniques with ballistic transport theories in cases where a thin oxide layer is present. The 
approach consisted of five steps: (1) Identify channels of platinum atoms across the interface; (2) 
approximate the total conductance based on an empirical model relating conductance to atom 
distance in the channels; (3) calculate the contact area from the conductance using ballistic 
transport and tunneling theories; (4) calculate the true contact area  using positions of atoms in 
the contact; and (5) determine the difference between contact area calculated from conductance 
and that from atom positions as a function of oxide thickness. The contact area calculated from 
conductance is comparable to the approach used in a typical c-AFM experiment, so the 
difference between this value and the area obtained from atomic positions reflects the 
underestimation that might be expected in an experiment.

II. METHODS

Figure 1(a) shows a snapshot of a model oxide-coated platinum tip and atomically flat platinum 
substrate. The Pt tip was parabolic with a radius of 2 nm and a height of 5 nm. The tip radius and 
height were chosen to be big enough to minimize the effects of boundaries on the contact stress 
distribution.32 The crystalline region of the tip had a crystallographic orientation of [1 -42 31] in 
the z-direction. This orientation was randomly chosen but was selected to ensure a rounded tip 
apex could be achieved for this small tip size. The dimensions of the flat Pt substrate were 9.0 × 
8.8 × 3.0 nm3 in x-, y-, and z-directions, respectively, with a crystallographic orientation of 
[1 1 1] in the z-direction. Periodic boundary conditions were applied along the x- and y-
directions and the boundary was fixed in the z-direction.

           

Figure 1: (a) Snapshot of the model of an oxide-coated Pt tip and a flat Pt substrate; (b) Cross-
sections of the Pt tips with varying oxide thickness: 0 nm (no oxide), 0.16 nm (approximately 
one monolayer), 0.64 nm, and 1.22 nm. The outermost radius of all model tips is 2 nm. The grey 
color represents platinum atoms, the blue color represents oxygen atoms and the brown color 
represents rigid platinum atoms. 
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The topmost 0.5 nm of the tip and the bottommost 0.5 nm of the substrate were treated as rigid 
bodies. A Nosé-Hoover thermostat was applied to the 2-nm region adjacent to the rigid layers in 
both tip and substrate to maintain the temperature of the system at 300 K. The remainder of the 
tip and the substrate were integrated using the NVE (constant number of atoms, volume, and 
energy) ensemble, which ensured interactions of the atoms between the tip and the substrate 
without a significant effect of the thermostat.33 All interatomic interactions were modeled using 
the ReaxFF potential34 with a time step of 0.25 fs. This potential was previously shown to predict 
the bulk properties of Pt, as well as oxygen adsorption and oxide formation on Pt surfaces, in 
reasonable agreement with both density functional theory calculations and experiment 
observations.34,35 Simulations were carried out using the large-scale atomic/molecular massively 
parallel simulator (LAMMPS).36

Seven model tips were created by combining a crystalline Pt core with amorphous Pt oxide shells 
of varying thickness. First, a periodic box containing amorphous platinum dioxide was created 
by heating α-PtO2 to 2000 K and then quenching to room temperature. α-PtO2 was used because 
the surface oxide for platinum usually has a Pt-to-O ratio of 1:2.21,37 Then, a thin shell of oxide 
was cut from the box where the inner radius of the shell was the same as the outer radius of the 
crystalline Pt core. Simulations were run at 500 K until the potential energy reached steady state, 
which required an average of 7 ps. After the oxidized Pt tips equilibrated, the thickness of the 
oxide layer was re-characterized by calculating the average distance between the crystalline 
profile and the oxide profile at 40 positions on a cross-section of the tip. Seven Pt tips were 
created with varying oxide thickness: =0 nm (no oxide), 0.16 nm (approximately one 𝑡
monolayer), 0.40 nm, 0.64 nm, 1.00 nm, 1.15 nm, and 1.22 nm; four of these are shown in 
Fig. 1(b). 

Each Pt tip was initially placed such that the center of the bottommost atom of the tip was 1 nm 
above the center of the topmost atom of the substrate. This distance is larger than the cutoff 
distance of the potential which ensured that there was no interaction between the tip and the 
substrate at the start of the simulation. The tip was then brought into contact with the surface at a 
speed of 10 m/s. During this process, the penetration of the tip into the substrate  was calculated 𝛿
as the instantaneous distance between the center of the atoms in the rigid layers subtracted from 
the sum of the initial heights of the tip and substrate. This calculation of penetration depth is 
consistent with the definition used in typical contact mechanics models,38 where zero 
corresponds to the point at which the tip and substrate would first come into contact if they were 
rigid bodies. At various times, the tip movement was stopped and the model was relaxed for 
50 ps to ensure stable energy and force.39

III. RESULTS AND DISCUSSION

To approximate the conductance of the contact between the Pt tip and substrate, we assumed 
conduction occurred through “channels” of Pt atoms that spanned from the substrate to the 
crystalline region of the tip. Figure 2(a) shows a representative conduction channel for the model 
with the 1.15-nm oxide. To identify a conduction channel for a given substrate atom (atom 1 in 
Fig. 2(a)), we first found the nearest Pt atom (atom 2) in the tip. Then we searched for the next Pt 
atom (atom 3) which was closest to atom 2 in the tip. This process continued until the next Pt 
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atom (atom 7) was within the crystalline region of the tip. After identifying a metallic chain, we 
searched for O atoms between Pt atoms in each chain based on the following criteria: the vertical 
position of the O atom is between those of two Pt atoms, and the distance between the O atom 
and each Pt atom is smaller than the distance between the two Pt atoms. Figure 2(a) shows an O 
atom identified between Pt atom 5 and Pt atom 6. This process was repeated for every atom on 
the surface of the substrate. Once all possible channels were identified, we approximated 
conduction as described below.   

     

Figure 2: (a) A representative conduction channel (Pt in yellow) was identified with an oxygen 
atom (red) present for the contact model with the 1.15-nm oxide. (b) Conductance was plotted as 
a function of distance d between individual atoms. The original data were taken from Ref. 28 
(solid squares), Ref. 40 (half-solid triangles), and Ref. 25 (hollow circles). Conductance is 
approximated using an empirical model (dotted lines) that includes both metallic and tunneling 
conduction, where the blue, pink, and black lines show the fitted empirical model without 
oxygen present, and the red line represents the empirical model with oxygen.  

Conduction along an atomic channel can occur through two mechanisms, direct metallic contact 
conduction or tunneling, depending on the distance between atoms. Direct metallic conduction 
occurs when atoms are close enough for electron transport to occur by ballistic or diffusive 
mechanisms.11 The direct metallic conductance of a single Pt atom chain has been found to be 
1.5~2.5 ,25,40–43 where  is the quantum conductance ( ). As the distance between 𝐺0 𝐺0 𝐺0 = 2𝑒2/ℎ
atoms increases, the conduction shifts from metallic conduction to tunneling conduction.16 
Previous density functional theory (DFT) calculations have shown that conduction between 
atoms decays exponentially as their distance increases.25–28 

Here, we used DFT data from Refs. 25,28,40 to develop an empirical model (Eq. 3) for atom-atom 
conductance Ga as a function of atom center distance d that captures both the constant 
conductance of direct metallic conduction and the distance-dependent conductance of tunneling 
conduction. For atom-atom distances less than 0.27 nm, the conductance was taken to be 1.89G0, 
the average of values reported from previous DFT calculations for direct metallic 
conductance.25,28,40 For distances larger than 0.27 nm, two exponential decay functions were 
used, chosen to fit the available DFT data,25,28 where the decay rate was larger for distances 
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greater than 0.4 nm when conduction occurs via pure tunneling. Further, studies have shown that 
the conduction in silver and copper atom chains decreases if oxygen is present.44,45 This effect 
has also been shown for platinum with a hydrogen molecule or carbon and oxide atoms 
embedded in the chain.43,46,47 Unfortunately, no previous data is available for platinum chains 
with oxygen. Therefore, we developed an approximate function based on the expectations that (i) 
the conductance will decay more quickly with oxygen than without, and (ii) for the thickest 
oxide (1.22 nm) the total conductance should be consistent with the prediction of classical 
tunneling theory (Eq. 2). The complete set of equations used to estimate conductance based on 
atom distance is the following:

𝐺𝑎

𝐺0
= { 1.89,                                   𝑓𝑜𝑟 𝑑 ≤ 0.27 𝑛𝑚                                                        (3𝑎)

𝑒(1.46𝑑 ― 0.43𝑑2 ― 0.24),         𝑓𝑜𝑟 0.27 < 𝑑 ≤ 0.4 𝑛𝑚 𝑎𝑛𝑑 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑂              (3𝑏)
𝑒( ―2.13𝑑 + 7.21),                   𝑓𝑜𝑟 𝑑 > 0.4 𝑛𝑚 𝑎𝑛𝑑 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑂                             (3𝑐)
𝑒( ―23.00𝑑 + 61.47),               𝑓𝑜𝑟 𝑑 > 0.27 𝑛𝑚 𝑎𝑛𝑑 𝑤𝑖𝑡ℎ 𝑂                                  (3𝑑)

The available DFT data and empirical approximations are shown in Fig. 2(b). We note that these 
equations are approximations based on previous DFT data and limiting behavior predicted by 
classical tunneling theory, so they are not expected to provide accurate quantitative predictions 
of conductance. 

Eq. 3 was used to calculate the conductance for all atom-atom pairs. The conductance for each 
channel Gchannel was then taken as the minimum conductance for atom-atom pairs Ga in that 
channel, based on the assumption that ballistic transport though an atomic-sized ballistic contact 
is independent of length.11 Then, the total conduction for the system G was calculated as the sum 
of the conductance of all channels acting as resistors in parallel, i.e. 
G=Gchannel,1+Gchannel,2+…+Gchannel,N. The total conductance was calculated using this approach for 
all model tips as they were brought into contact with the substrate. 

Figure 3 shows the conductance as a function of time for six different oxide thickness models at 
a penetration depth of . At 0 ns, the tip started moving toward the substrate. Then, at 𝛿 = 0.06 nm
0.073 ns, the downward motion was stopped and the tip was held in place until the system 
equilibrated. In all cases, the conductance increased during loading and then fluctuated about a 
constant value during equilibration. Tips with thicker oxide layers exhibited a slower increase in 
conductance with time and a smaller steady state value.
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Figure 3: The total conductance as a function of time calculated for six different oxide 
thicknesses. The tips were brought to the same vertical position (  = 0.06 nm) and held at that 𝛿
position to allow equilibration.  

Figure 4(a) shows the conductance as a function of oxide thickness at three penetration depths: 𝛿
 = 0.06 nm, 0.14 nm, and 0.19 nm, which correspond to average normal loads of -3 nN, 28 nN, 
and 37 nN, respectively, for the no-oxide tip. The error bars on the conductance reflect the 
standard deviation of the data during the relaxation period. The position and shape of the tip 
relative to the substrate at each depth are illustrated in Fig. 4(b). In general, the conductance is 
larger as the tip moves further into the substrate. This is due to both an increase in contact size 
and a decrease in the distance between atoms in the conduction channels. Also, at all depths, the 
conductance decays rapidly with increasing oxide thickness, consistent with observations from 
experimental studies of insulating films between metal-metal junctions.18,41,48 
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Figure 4: (a) The conductance as a function of oxide thickness for various penetration depths. 
The error bars represent the standard deviation during the relaxation period. (b) Profiles of the tip 
at different penetration depths. The dashed lines are the profiles of the tip and the black solid line 
is the original position of the substrate. These profiles are from the tip without an oxide but are 
representative of the other cases.

To mimic a typical c-AFM experiment, the conductance (which is determined as described 
above) was used to calculate a computed contact area using equations for both ballistic transport 
and tunneling theory. First, the Sharvin equation (Eq. 1) was used to calculate contact area  , 𝐴𝑠
where bulk platinum values15 were used for the resistivity (  = 10.6 µΩ cm) and mean free path ρ
(lf = 7 nm). Second, tunneling theory (Eq. 2) was used to calculate contact area , where the 𝐴𝑇
mean barrier height was  = 0.31 eV (reported previously for contact between an oxidized Pt tip 𝜙
and a Pt surface49) and the oxide thickness was measured directly from the simulations. We also  
calculated a true contact area  directly from the positions of atoms in the contact. 𝐴𝐴𝑡𝑜𝑚
Specifically, the true contact area was calculated as the number of atoms in contact multiplied by 
the approximate area of an atom.39 Contact atoms were identified as tip atoms whose time-
averaged distance from a substrate atom50 was less than 0.28 nm, the first peak of the radial 
distribution function of crystalline Pt, and atom area was approximated as the area of a circle 
with diameter 0.28 nm.51 

The ratio between the contact areas calculated from conductance (  or ) and the true contact 𝐴𝑠 𝐴𝑇
area obtained from the atom positions ( ) is shown in Fig. 5. If there is no oxide, the Sharvin 𝐴𝐴𝑡𝑜𝑚
prediction is consistent with that calculated from atom positions. However, as oxide thickness 
increases, the accuracy of the Sharvin equation decreases, as indicated by the decrease of 𝐴𝑠/

 from 1 to 0. In contrast, tunneling theory is accurate for the thickest oxides, but 𝐴𝑎𝑡𝑜𝑚
underestimates the contact area for thin films, i.e.  increases from 0 to 1 with increasing 𝐴𝑇/𝐴𝑎𝑡𝑜𝑚
oxide thickness. Tunneling theory is accurate for the thickest oxides, but underestimates the 
contact area for thin films, i.e.  increases from 0 to 1 with increasing oxide thickness. 𝐴𝑇/𝐴𝑎𝑡𝑜𝑚
Importantly, for oxides between 0.2 and 1.0 nm thick, neither theory appears to be able to 
provide a reasonable estimate the actual size of the contact. This thickness range is highly 
relevant to the studies of c-AFM15 and micro-/nano-electromechanical systems (M/NEMS).52–54
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Figure 5: (a) The ratio of contact area calculated from conductance using the Sharvin equation (
, black solid symbols) and tunneling theory ( , red hollow symbols) to the area calculated 𝐴𝑆 𝐴𝑇

from atom positions at different tip-substrate depths (indicated by marker shape). (b) Correction 
factor for measurement of contact area as a function of oxide thickness, where the symbols have 
the same meaning as in (a) and the lines correspond to Eqs. 4(a) for ballistic transport (black 
line) and 4(b) for tunneling (red line).

The difference between true contact area and area calculated from conductance obtained from 
our simulations is qualitatively consistent with observations from c-AFM experiments. For 
example, recent experiments using transmission electron microscopy (TEM) of a conductive Pt 
probe showed that contact area was 95% smaller than predicted by the Sharvin equation and 
proposed this was due to the presence of a 0.23 nm thick insulating layer, where the thickness 
was estimated from the resolution of the TEM.15 Similarly, experimental measurements with a 
Pt/Ir tip reported that the contact area calculated from conductance was less than 10% of the 
physical contact area estimated using continuum contact mechanics.17 This difference was later 
proposed to be due to insolating surface species not accounted for in the original study.15 Such 
findings are consistent with the simulation predictions reported here.

The simulations can be further used to quantify the effect of an oxide on the contact area 
calculation. The oxide effect was quantified as the normalized difference between the true 
contact area calculated from atom positions and area calculated from conduction as 𝑐𝑆/𝑇 = 1 ―

. This term represents a correction factor that could be used to calculate true area from a 
𝐴𝑆/𝑇

𝐴𝑎𝑡𝑜𝑚

conduction measurement. Figure 5(b) shows the correction factor as a function of oxide 
thickness. We fitted empirical functions to the contact area data obtained using the Sharvin ( ) 𝑐𝑆
and tunneling ( ) theories:𝑐𝑇

                           
𝑐𝑆 = 1 ―

1

1 + (
2.10𝑡

𝑡0
)5.42

                                                          (4a)

𝑐𝑇 =
1

1 + (
0.15𝑡

𝑡0
)5.17

                                                                 (4b)
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where  is the thickness of a monolayer oxide. The coefficient of determination R2 is 𝑡0 = 0.15 𝑛𝑚
0.99 for  and 0.96 for . For an infinitely thick oxide, these equations predict 100% difference 𝑐𝑆 𝑐𝑇
for the Sharvin equation and 0% difference for tunneling theory; in the absence of an oxide, the 
reverse is true. Further, these functions predict that the accuracy of the conventional theories 
drops off quickly for oxides with intermediate thickness between 0.2 to 1 nm. For a monolayer 
oxide ( ), the deviation from the true contact area is 98% for the Sharvin equation 𝑡 = 0.15 𝑛𝑚
and 99% for tunneling theory. 

This study has shown that the Sharvin equation for ballistic transport can be used to calculate 
contact area from conductance if there is no insulating layer (or a layer assumed to be less than 
~0.1 nm thick) and tunneling theory applies for insulating layers thicker than approximately 
1 nm. However, for a contact with an insulating layer between these limits, neither theory is 
expected to provide accurate results. However, in this intermediate range, the functions proposed 
here can be used to correct results obtained using the Sharvin or tunneling theories. For example, 
if the thickness of an insulating film is measured or estimated, contact area can be calculated 
from conductance using tunneling theory and then corrected using Eq. 4(b). Although the 
correction factors were developed using data for loads up to only tens of nanonewtons, we 
observe no statistically significant trend in  or  with load, so anticipate that they will be 𝑐𝑆 𝑐𝑇
applicable to higher loading conditions. Therefore, this approach should provide a better measure 
of contact area than the typical approach of simply assuming ballistic transport using the Sharvin 
equation. 

IV. CONCLUSION

This study investigated the effect of oxide thickness on the contact area that is obtained from 
conductive AFM. Seven models of platinum tips were created with oxide thicknesses varying 
from 0 nm (no oxide) to 1.22 nm. The conduction between the tip and the substrate was 
approximated by identifying atomic channels across the oxide layer, where the conduction 
through each channel was computed using a DFT-derived current-separation relationship, which 
accounts for both direct metallic conduction and tunneling conduction. We found that the total 
conductance dropped rapidly with increasing oxide thickness due to the increasing contribution 
of tunneling and decreasing contribution of direct metallic conduction. To mimic a c-AFM 
measurement, the computed contact area was obtained from this conductance using a simple 
application of the Sharvin equation and/or tunneling theory. This computed contact area was 
compared with the true contact area calculated from atom positions at the contacting interface. 
The difference between the computed and true values of contact area was analyzed as a function 
of oxide thickness. The Sharvin equation for ballistic conduction was accurate for the case with 
no oxide, while tunneling theory provided accurate results for the thickest oxides tested. 
However, for oxides between 0.2 and 1 nm thick, both theories significantly underpredicted the 
contact area. This regime of oxide thickness is important for real-world devices because pure 
platinum typically contains a native surface oxide layer that has been estimated to be less than 
0.5 nm thick.15,21 However, to develop a correction factor for contact area measurements more 
generally, additional studies will be needed. First, DFT data for conductance through platinum 
atom channels with oxygen will enable a more accurate empirical model for atom-atom 
conductance to be developed. Second, simulations of a wider range of tip sizes and loading 
conditions can capture more possible experimental conditions. Regardless, this work presents a 
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framework for developing predictive models for contact area. Importantly, the results shown here 
emphasize that significant error may be associated with estimating contact area in c-AFM using 
conventional approaches, even for noble metals with only slight (sub-monolayer) coverage of 
surface layers. 
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Simulations provide a way to calculate contact area from conductive atomic force microscopy 
measurements of platinum with a thin insulating layer. 
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