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Design, System, Application: 
The	development	of	functional	materials	is	becoming	an	increasingly	complex	problem.	
Whether	in	thermoelectrics,	photovoltaics,	batteries,	or	superconductivity,	the	number	
of	possible	tuning	parameters	(alloying,	doping,	microstructure)	has	created	an	
incredibly	high-dimensional	search	space.	In	response,	many	groups	have	begun	
integrating	high-throughput	first-principles	computation	to	down	select	materials	and	
provide	guidance	for	experiment.	However,	experimental	realization	of	new	materials	
remains	an	artisanal	process	driven	by	serial,	intuition	driven	processes.	The	integration	
of	high-throughput	synthesis,	particularly	for	bulk	electronic	materials,	would	represent	
a	significant	paradigm	shift	within	materials	science.	Within	this	work,	we	demonstrate	
the	value	of	high-throughput	experimental	methods	by	synthesizing	and	characterizing	
121	samples	within	the	PbTe-PbSe-SnTe-SnSe	series	of	alloys.	Our	work	recreates	over	
50	years	of	historical	alloying	data	while	simultaneously	discovering	several	new	trends.	
This	work	motivates	and	sets	the	foundation	for	future	efforts	to	produce	a	fully	high-
throughput	material	optimization	facility,	combining	computation,	experiment,	and	
data-driven	methods	to	accelerate	the	development	of	next-generation	materials.	
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Towards the high-throughput synthesis of bulk mate-
rials: thermoelectric PbTe-PbSe-SnTe-SnSe alloys

Brenden R. Ortiz,∗a Jesse M. Adamczyk,a Kiarash Gordiz,a Tara Braden,a and Eric S.
Toberer∗a

The experimental realization of new functional materials is a complex optimization problem that
would vastly benefit from the application of high-throughput methodologies. In this work, we
adapt bulk ceramic processing for high-throughput integration, with a focus on producing high-
quality thermoelectric materials. We also monitor the time and effort cost per sample, providing
insight for where additional engineering can further increase throughput. Through parallelization
and automation, we achieve a 5-10× increase in synthetic speed, allowing the generation of a
121 sample alloy map within the PbTe-PbSe-SnTe-SnSe system. Despite heavy investment from
the thermoelectric community, prior literature exclusively focuses on intuitive pseudobinary com-
binations within the PbTe-PbSe-SnTe-SnSe alloys. Our intuition-agnostic mapping, however, has
enabled us to identify compositions with anomalous, non-monotonic changes in the thermoelec-
tric transport. The newly discovered trends (e.g. high mobility alloys, extended band-inversion
region) do not lie on the intuitive pseudobinary combinations – exemplifying the value of unbiased
high-throughput methods. Additionally, as our methods were chosen explicitly to preserve sample
quality, our solubility limits and room-temperature thermoelectric transport are also in excellent
agreement with available literature. Ultimately, this work demonstrates that high-throughput meth-
ods are a potent tool for the accelerated optimization and realization of new functional materials.

1 Introduction

Widespread application of high-throughput (HTP) materials sci-
ence necessitates simultaneous advances in theoretical, computa-
tional, and experimental prowess. Particularly in recent years, the
Materials Genome Initiative has succeeded in spurring ambitious
computational projects aimed to expedite the discovery of new
functional materials. From photovoltaics,1–7 catalysis,8–15 bat-
teries,16–22 and thermoelectrics,23–29 advances in computational
power and the application of machine learning are well-poised to
launch materials science into a new era. However, experimen-
tal synthesis and characterization remains largely driven by serial
(“artisanal”) techniques that trade speed for accuracy and preci-
sion. HTP synthesis is a quickly growing trend within the thin-
film community (e.g. photovoltaics), but they are rarely gener-
alized to bulk studies due to restrictions in form-factor, metasta-
bility, and elemental composition.30–42 Physical metallurgy has
also experienced a growth in HTP methods, although the process-
ing often relies on melting (e.g. arc-melting, additive manufac-
turing) and is explicitly focused on mechanical properties.43–48.
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Combinatorial methods examining electronic or thermal trans-
port within bulk ceramic materials are rare, with existing studies
focusing on relatively smaller sample sets (<20).49,50

For experimental methods to maintain pace with computa-
tional and theoretical efforts will require a revolution in the way
we synthesize and characterize materials. However, increases in
speed cannot be associated with a significant degradation of ma-
terial quality. Material synthesis must also match both the ther-
modynamic and form-factor restrictions of the application. Take,
for example, the field of thermoelectrics. Computational efforts
have spawned multiple searches which have identified potentially
revolutionary materials.23–29,51,52 However, successful thermo-
electric materials are heavily optimized through a combination
of alloying, doping, and nanostructuring.53–60 As in many fields,
the optimization of a thermoelectric material is not only a high-
dimensional problem, but also involves nuanced physics. Thus, it
is not enough to accelerate the identification new of materials –
we must also catalyze their optimization.

Consider PbTe, whose incumbent success as a thermoelectric
material is derived from >50 years of research and the conflu-
ence of many unusual phenomena.61 Figure 1 shows a review
of the PbTe-PbSe-SnTe-SnSe alloying literature which also con-
tains thermoelectric transport measurements. Only studies that
report bulk properties (no thin films or nanostructures) were in-
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cluded. Blue dots represent reported compositions, deeper shades
of blue indicate repeated compositions through multiple studies.
Faint grey dots indicate the compositions studied in this work.
Despite heavy academic and industrial investment in PbTe, all
reported bulk properties are constrained to the chemically intu-
itive pseudobinaries.62–90 However, many of the effects used to
produce high efficiency PbTe were not expected from chemical
intuition alone and were derived ex-post-facto. For example, al-
loying PbTe with Se causes a convergence of the electronic band
diagram at high-temperature that significantly increases the ther-
moelectric performance.64 Doping PbTe with Tl induces localized
defect states near the valence band edge (resonant doping) that
dramatically increases the Seebeck coefficient.77,91,92 The serial
identification of these effects and the collective optimization of
PbTe has involved countless research groups and innumerable hu-
man time. Further, we are not guaranteed that all interesting phe-
nomena occur on the pseudobinary alloy combinations. An rapid,
unbiased approach to screening alloy compositions would be a
great boon to materials optimization efforts.

This work serves as a pilot project – to assess the value of HTP
experimental methods within thermoelectrics using the PbTe-
PbSe-SnTe-SnSe alloying system. Increases in speed from the
automation of powder weighing and the parallelization of hot
pressing and ball milling, allows creation of a 121 sample map,
the largest singular data set to date in PbTe-based alloys. Our
experimentally observed solubility limits and room-temperature
thermoelectric transport are in excellent agreement with avail-
able literature. Unlike prior literature, our alloying space spans
the entire PbTe-PbSe-SnTe-SnSe quaternary space, granting us
the ability to resolve new trends. In fact, many of the interesting
compositions do not lie upon the chemically intuitive pseudobi-
nary lines, and were not investigated in the previous literature.
In addition to the fundamental materials research, we also pro-
vide a breakdown of the most time consuming processes during
our synthesis and characterization of the 121 sample map. We
find that true HTP efforts must simultaneously achieve automa-
tion and parallelization, particularly if high-temperature mea-
surements are desired. Ultimately our work further cements the
value of HTP experimental efforts, particularly in complex sys-
tems with high-dimensional optimization problems.

2 Methods
Batches of precursor PbTe, PbSe, SnTe, and SnSe powders
were generated by ball milling stoichiometric mixes of elemen-
tal reagents in tungsten carbide ball mill vials under nitrogen.
Source materials for all precursor synthesis were Pb granules
(Alfa, 99.99%), Sn granules (Alfa, 99.99+%), Te ingot (Alfa
99.999+%), and Se shot (Alfa 99.999+%). To remove oxide
coatings from Sn and Pb, the granules were cleaned by submerg-
ing in a solution of NaOH (∼1 M), followed by rinsing in anhy-
drous reagent grade ethanol. The metals were then dried under
vacuum and stored in a nitrogen dry box with <1 ppm oxygen
and <5 ppm moisture. The ball milled powders were loaded into
cleaned fused silica ampules and annealed under vacuum at 75%
of the melting point for 12 h. Powders were subsequently ground
and passed through a <106 µm mesh sieve. Approximately 250 g

Fig. 1 The Pb-Sn-Te-Se phase diagram (left) contains the four 1:1
binary compounds PbTe, PbSe, SnTe, and SnSe. Alloys between the
four binaries are constrained to a square plane, where the corners
correspond to the pure binary compounds (right). PbTe, PbSe, and
SnTe share the rocksalt Fm3m prototype, but SnSe crystallizes in the
distorted-rocksalt Pnma structure (bottom). Despite including the most
heavily studied materials in thermoelectrics, a review of the literature
indicates that experimental studies (blue circles) are constrained to
pseudobinary combinations. The present study considers alloys on an
evenly spaced grid (10% increments), denoted by gray dots.

of each precursor powder were generated. However, as individ-
ual batches were limited to ∼25-40 g, we did not begin synthesis
of the 121 sample grid until all precursor batches were gener-
ated, verified by X-ray diffraction, and homogeneously blended
together. This step enables us to have confidence that samples
are generated from effectively identical precursors, eliminating
batch-to-batch errors.

Precursor powders were loaded into our custom-built au-
tomatic weighing system, which can automatically dispense
aliquots of each precursor powder with 0.0005 g accuracy. Dis-
pensing was performed in air. The process is comparable in speed
to manual weighing, but it requires no human presence. The
system can mix up to three precursors at a time, which enables
complete coverage of the Pb-Sn-Te-Se grid via controlled mixing
of either PbTe-SnTe-PbSe or SnTe-PbSe-SnSe. The powders are
directly dispensed into 5 mL hardened steel ball mill vials (SPEX
3127) with a 1/4 inch steel ball. Samples were bundled into sets
of 8 vials using a multi-sample adaptor (SPEX 8011) and milled
for 60 min in a SPEX 8000D high-energy ball mill.

In addition to enabling automatic weighing, the use of precur-
sor powders (as opposed to elemental metals) allows ball milling
to act as a blending process instead of a reactive process. Our
milling is not intended to cause mechanical alloying, as is com-
monly observed in the literature. Indeed, as we monitored the
X-ray diffraction of our as-milled powders, we observed only mild
alloying as a result of mechanically-induced processes. How-
ever, by omitting reactive milling, our process allows us to utilize
smaller vials that are easier to parallelize, achieving an 8-16×
improvement in milling throughput.
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The as-milled precursor mixtures are then loaded into high-
density graphite dies. Multiple samples are pressed simulta-
neously by alternating layers of high-density graphite spacers,
graphite foil, and PbSnTeSe powder within the die. The final
arrangement repeats as spacer-foil-powder-foil-spacer. The layer-
ing of graphite prevents cross-contamination and provides rigid-
ity to the stack during pressing. This allows for a 4-6× factor of
improvement in pressing throughput. Note that all graphite (die,
spacers, foil) were baked under vacuum to 400°C to remove water
and organics before hot pressing. The stacked die is loaded into
a uniaxial induction hot press under vacuum. An initial empiri-
cal calibration was performed to find the quickest temperature-
time profile that enables full densification over all compositions,
minimal creep, minimal sublimation, and still achieves thermally-
driven alloying. We find that a ramp to 550°C over 15 min fol-
lowed by a densification step (3 h soak at 550°C and 15 MPa),
and a relatively quick cool (2 h to 50°C) are suitable conditions
for the entirety of the grid.

After hot pressing, samples are removed from the graphite die
and polished. X-ray diffraction (XRD) was performed on each
pellet using a Bruker D2 Phaser (Cu K-α radiation) in a θ -2θ

configuration from 10-90° of 2θ . Analysis was performed using
the TOPAS V6 software package.93 The data was refined using a
mixture of Pawley and Rietveld analysis to extract the lattice pa-
rameters, cell volumes, and to identify phase segregation. When
needed, scanning electron microscopy was also performed using
a JEOL JSM-7000F Field Emission SEM.

Hall effect and resistivity measurements were performed us-
ing the Van der Pauw geometry on a home-built apparatus.94

Measurements were conducted at room-temperature in air with
pressure-assisted, nichrome wire contacts. For resistive samples,
indium contacts were used to ensure ohmic contacts. Seebeck
coefficient measurements were conducted using the quasi-steady
slope method at room-temperature in air.94,95 Thermal diffusiv-
ity was measured using a Netzsch Hyperflash (LFA 467) system
with a 16× sample adapter at room-temperature. The resulting
diffusivity data was fit using a Cowen plus Pulse Correction (CPC)
numerical model. The samples were coated with graphite spray
prior to measurement to reduce errors in sample emissivity. The
thermal conductivity is calculated using the Dulong-Petit approx-
imation for the sample heat capacity. Sample densities were mea-
sured using the Archimedes method. Samples are consistently
>96% of the theoretical density estimated by XRD.

Whenever a particular sample was prone to skepticism, we per-
formed additional validation using classical synthesis methods.
For example, the sample composition Pb0.2Sn0.8Te0.3Se0.7 showed
unusual phase segregation which could have been ascribed to ki-
netic limitations. To check for consistency, elemental reagents
(Pb, Sn, Te, Se) were ball milled for 90 min in a tungsten carbide
ball mill vial, sealed in a fused silica ampule, and annealed for
>1 week at 75% of the melting point. The annealed powder was
subsequently consolidated via uniaxial hot pressing at 550°C and
15 MPa for 3 h.

To provide a measure of efficiency and process-dependent time
consumption, we collected metadata for each process involved
during the 121 sample map creation. Time consumption is binned

depending on process and whether the time was “machine time” 
or “human time.” We define “machine time” as any process where 
an instrument is performing an action, but where a human is not 
required to monitor the process. “Human time” explicitly involves 
physical or mental engagement of a human. Note that any time 
taken during data analysis and visualization was not included in 
our analysis. We also omit the capital (time) cost of building or 
purchasing any instruments.

3 Results and Discussion
With 121 samples, this investigation into the PbTe-PbSe-SnTe-
SnSe alloying system is the largest compilation of bulk thermo-
electric samples produced for a single study. Our goals are multi-
faceted – we aim to provide proof of concept that HTP bulk syn-
thesis can add value to experimental studies and identify where 
additional engineering can ameliorate potential bottlenecks. Fur-
ther, this provides an opportunity to investigate the fundamen-
tal material science within some of the most industrially relevant 
thermoelectric compounds. Our study begins with an in-depth as-
sessment of the crystallography, solubility limits, and phase equi-
libria in the PbTe-PbSe-SnTe-SnSe alloys.

3.1 Structure and Alloying

The development of methods amenable to HTP synthesis cannot 
come at a significant cost to material quality. Particularly in high-
dimensional systems, obtaining homogeneous samples can be a 
challenging endeavour. Our first investigation into our 121 sam-
ple matrix focuses on changes in crystallography (e.g. cell vol-
ume) as a function of composition. Successful alloying and iden-
tification o f p hase b oundaries w ithin t he PbTe-PbSe-SnTe-SnSe 
plane will not only enable us to assess the viability of our synthetic 
techniques, but also provide key information through which we 
interpret electronic and thermal transport data in later sections.

Figure 2 shows our experimentally generated heat maps of the 
cell volume throughout the entire PbTe-PbSe-SnTe-SnSe quater-
nary plane. The figure i s d ivided i nto t wo p lots. F igure 2a 
shows changes in the rocksalt crystal structure throughout the 
single-phase and two-phase regions. First and foremost, we note 
smoothly varying color contours in the heat map, demonstrat-
ing excellent alloying. Along the pseudobinary lines (e.g. PbTe-
PbSe), we see linear changes in the cell volume with composition, 
consistent with Vegard’s Law. Select traces along the pseudobi-
nary edges of the heat map are shown in the ESI, Figure S1. As 
one of the single largest agglomerates of data within the PbTe-
PbSe-SnTe-SnSe phase space, each heat map is rich with nuanced 
detail. The raw data is available in the ESI, Figure S2 and S3. In 
this manuscript we will focus primarily on the strongest features 
and their connection to the currently available literature.

Consistent with prior literature, we find t hat all 
rocksalt phases possess full solid-solubility in one an-
other.68,74,78,84,86,96,98,99,106–115 However, any pairwise 
combination of a rocksalt phase with SnSe exhibits signif-
icantly reduced solubility. Along the pseudobinary edges 
(e.g. PbSe-SnSe), a Vegard’s Law analysis of the cell volume 
data allows us to extract the compositions at which solid
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Fig. 2 Cell volume heat maps for the (a) rocksalt alloy and (b) SnSe
alloy are shown with sample compositions evenly spaced in 10 mol%
increments. The cell volume for both the rocksalt and SnSe phases are
shown in their respective regions (colored fill) for all samples where a
refinable quantity exists. Black outlines roughly denote phase
boundaries; we observe two well-defined two-phase regions (grey
brackets) and one three-phase region (light grey fill). All experimentally
determined solubility limits are in excellent agreement with
literature. 96–105

solubility terminates. Along the PbSe-SnSe pseudobinary, we
find that PbSe integrates a significant amount of Sn (44 % or
Pb0.56Sn0.44Se) and SnSe integrates a moderate amount of Pb
(25 % or Pb0.25Sn0.75Se). These results agree well with literature,
which quote a solubility range of 37-47 % SnSe in PbSe and
21-25 % PbSe in SnSe, respectively.98–103 Along the SnTe-SnSe
pseudobinary, we find that SnTe integrates a significant amount
of Se (28 % or SnTe0.72Se0.28) and SnSe integrates a moderate
amount of Te (34 % or SnTe0.34Se0.66). These results agree well
with literature, which quote a solubility of 22-28 % SnSe in SnTe
and 25-30 % SnTe in SnSe, respectively.98,104,105

Along the PbTe-SnSe quaternary diagonal, we observe rela-
tively asymmetric solubility, with PbTe integrating approximately
60% SnSe (Pb0.4Sn0.6Te0.4Se0.6) but SnSe only incorporating 10%
of PbTe (Pb0.1Sn0.9Te0.1Se0.9). Due to the presence of a three-
phase region near the PbTe-SnSe pseudobinary line (discussed
later), a routine Vegard’s Law analysis is not possible – so we an-
ticipate more error in the solubility limits along this line. Studies

along this pseudobinary are not common, but a singular study in-
vestigating the PbTe-SnSe phase diagram suggests near identical
compositions at decomposition, 61 % PbTe in SnSe and 10 % SnSe
in PbTe respectively.98 Interestingly, both our study and prior lit-
erature identify that the phase boundary of SnSe is concave, with
the lowest solubility along the diagonal PbTe-SnSe direction.98

This is unusual, as one would generally expect entropic contribu-
tions to extend the solubility along the diagonal.

As the PbTe, PbSe, and SnTe all share the rocksalt phase, we
can naively divide the region into “rocksalt” and SnSe. We would
expect a minimum of 3 unique regions: 1) single phase rock-
salt, 2) two-phase (rocksalt + SnSe), and 3) single phase SnSe.
However, our analysis suggests that there appears to be a narrow
three-phase region near SnSe. From diffraction and microscopy, it
appears that the three-phase region is comprised of two rocksalt
phases with differing stoichiometry and SnSe. As this was not ex-
plicitly noted in the prior study of the PbTe-SnSe pseudobinary,98

we performed additional synthesis to ensure that the three-phase
region was not caused by our relatively accelerated processing.
Several studies were performed using classical synthesis meth-
ods and extended annealing times – we note that many sam-
ples within the three-phase region revert to two-phase under ex-
tended annealing. However, the sample at Pb0.2Sn0.8Te0.3Se0.7 re-
mains three-phase. This suggests that the 3-phase region may be
thermodynamically robust, although the true composition range
is likely smaller than what we observe in the 121 sample grid.
This is a key observation, as the most robust 3-phase sample
(Pb0.2Sn0.8Te0.3Se0.7) is not on the diagonal between PbTe-SnSe,
and would not have been investigated in prior studies.74,98 The
single-phase SnSe phase is relatively small, although cell volume
shifts within the region are linear and consistent with a Vegard’s
Law interpretation of alloying.

Throughout the single-phase rocksalt alloy, we note incredi-
bly linear shifts in the cell volume. Even though the volumet-
ric expansion along the PbTe-PbSe edge is nearly twice as strong
(-40Å3) as that observed along the PbTe-SnTe (-17Å3) or PbSe-
SnTe (-23Å3) edges, the surface formed by the cell volume as a
function of composition is very nearly an ideal plane. However,
within the two-phase regions, we note relatively different behav-
iors. Consider the two-phase region adjacent to the SnTe-SnSe
pseudobinary – as a consequence of the phase boundary lying
along an iso-volumetric contour in the rocksalt phase, the two-
phase region demonstrates a near constant cell volume. Contrast
this with the two-phase region adjacent to the PbSe-SnSe two-
phase region – the extended solubility of SnSe in PbSe forces the
phase boundary to cut across the volumetric contours. As a result,
the thermodynamic tie lines within the two-phase region generate
significant variation in the cell volume.

Speculating, it is possible that the discrepancy between these
behaviors is the driving force for the rocksalt miscibility gap
(three-phase region). However, we note that the difference be-
tween the lattice parameters on either side of the three-phase re-
gion is not overly discontinuous. Despite our extended annealing
study on (Pb0.2Sn0.8Te0.3Se0.7) suggesting that the three-phase re-
gion persists after annealing, we remain cautious of kinetic limi-
tations in the multi-phase samples.
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Within the single-phase region, the cell volume demonstrates 
incredibly linear dependencies with the compositional axes – cre-
ating a near ideal planar surface. Further, our solubility limits 
have excellent agreement with literature values.96–105 Thus, even 
with our accelerated synthetic throughput, we expect that our 
single-phase rocksalt and single-phase SnSe regions are represen-
tative of bulk polycrystalline samples produced through more tra-
ditional means. With alloying confirmed a nd t he p hase bound-
aries understood, we now turn to examine the thermoelectric 
transport properties within the alloying grid.

3.2 Electronic Transport

We have shown that the alloying properties within the PbTe-PbSe-
SnTe-SnSe system are representative of bulk samples in terms of 
the crystallography and the phase boundaries. However, it is also 
imperative that thermoelectric transport properties are represen-
tative of bulk. Parameters like the electronic mobility, electrical 
resistivity, and thermal conductivity are intimately connected to 
scattering (e.g. point defects, grain boundaries) and are good 
indicators of sample quality. Additionally, as one of the largest 
agglomerations of experimental data within the PbTe-PbSe-SnTe-
SnSe system, we have the opportunity to look for well-known 
second order effects (e.g. band inversion, point-defect phonon 
scattering) as a function of chemistry. It is important to stress 
that this study will be performed at room temperature only – al-
though with a significant time investment high-temperature mea-
surements could be performed as well.

Within this study, the carrier concentration of our binary pre-
cursors was not explicitly controlled for via extrinsic dopants. 
However, akin to the concept of phase boundary mapping,117–120 

all precursors were synthesized under chalcogen rich conditions, 
noted predominately by the appearance of Te or Se within elec-
tron microscopy. This generally ties the precursor powders to the 
p-type (cation-poor) edge of the single phase region. As the fun-
damental transport parameters (resistivity, Seebeck coefficient) 
depend intimately on the carrier density, we find i t n atural to 
first e xamine c hanges i n t he i ntrinsic c arrier c oncentration and 
the resulting effect on resistivity and Seebeck coefficient. Figure 
3 shows heat maps of the Hall carrier concentration, electronic 
resistivity, and Seebeck coefficient f or t he PbTe-PbSe-SnTe-SnSe 
system. Note that the raw data for these and additional heat 
maps (e.g. Hall mobility, Seebeck-derived density of states ef-
fective mass) can be found in the ESI, Figures S4-S6.

Within the single-phase rocksalt region, the carrier density 
(Figure 3a) demonstrates a striking dependence with the Sn con-
tent. Alloys between PbTe-SnTe and PbSe-SnTe exhibit near ex-
ponential increases (linearly graded colors) in the carrier den-
sity with Sn alloying. Interestingly enough, the carrier concentra-
tion appears largely invariant with the Te/Se ratio. SnSe shows 
markedly less variation in the carrier concentration, although the 
reduced solubility of Pb and Te in SnSe limits our analysis. Note 
the sharp transition from intrinsic SnSe to degenerate SnTe along 
the SnSe-SnTe pseudobinary. Presumably we are seeing the effect 
of percolation, wherein the matrix phase switches from intrinsic 
SnSe to degenerate SnTe.

We find it fascinating that changes in the Pb/Sn ratio causes
such dramatic changes in the carrier concentration within the
single-phase rocksalt alloy. The substitution of Pb2+ for Sn2+

is nominally isoelectronic, and would not be expected to signif-
icantly change the carrier concentration on charge counting ar-
guments alone. Thus, we must deduce that the changes in the
carrier concentration are associated with fundamental changes in
the underlying defect energetics (e.g. vacancies). In the case
of Te-rich PbTe, the lowest energy compensating defects are V2−

Pb
and Te2+

Pb .121–123 The resulting defect equilibria sets Te-rich PbTe
as a lightly p-type intrinsic semiconductor. We presume PbSe fol-
lows a similar trend, although no robust defect studies within
PbSe currently exist. In contrast, SnTe readily forms V2−

Sn , lead-
ing to degenerate p-type transport.124–130 Given that PbTe and
SnTe share a full solid solution, a strong shift in the native carrier
concentration must emerge, although this is merely an empirical
statement and does not explain the underlying mechanism. Ex-
trapolating from the pure endpoints, it is possible that the com-
positional shift from Sn to Pb occurs in parallel with changes in
an effective “cation-vacancy” formation energy. This would in-
tuitively grade the total vacancy concentration along the alloy,
resulting in a smooth transition from intrinsic PbTe to degenerate
SnTe, as observed in experiment. Our hypothesis is only a spec-
ulation, although we find this topic intriguing, particularly with
the lack of defect calculations within heavily alloyed systems. The
requisite calculations are outside the scope of this paper, however.

With the general trends in the carrier concentration estab-
lished, we can turn to examine the electronic resistivity and See-
beck coefficient (Figure 3b and c) within the PbTe-PbSe-SnTe-
SnSe alloy. The coupling between the carrier concentration and
the electronic resistivity is intuitively the simplest – increases in
the carrier concentration will generally yield reduced resistivity.
In truth, the resistivity also depends strongly on scattering (point-
defect, grain-boundary). Figure 3b shows the heat map of the
electronic resistivity throughout the PbTe-PbSe-SnTe-SnSe alloy.
First and foremost, we observe remarkably smooth and contin-
uous changes in the resistivity. The continuity of the heat map
speaks to the quality and reproducibility of the synthesis method.
The trends seen in the resistivity generally mirror the Hall carrier
concentration, with the resistivity decreasing near exponentially
as we approach SnTe from PbTe and PbSe. Unlike the Hall carrier
concentration measurement, however, the resistivity smoothly
transitions between the single-phase rocksalt, two/three-phase
region, and single-phase SnSe. This is a consequence of the ef-
fective media theory and its application to multi-phase transport
measurements.

Compared with the electronic resistivity, the Seebeck coefficient
(Figure 3c) shows more complex trends. Mathematically, the See-
beck coefficient depends non-monotonically on the carrier density
(Fermi level). The Seebeck coefficient is generally very low for
heavily doped semiconductors(>1020 cm−3) and rises with de-
creasing carrier concentration until a maximum within the mid
1018–1019 cm−3. Further decreases in the carrier concentration
will cause Seebeck to decrease again and eventually switch sign
within the bipolar regime. The Seebeck coefficient is also sensi-
tive to the band-gap and changes in the electronic structure (e.g.
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Fig. 3 Hall and Seebeck effect measurements at room temperature on the PbTe-PbSe-SnTe-SnSe alloying system reveal smoothly varying electronic
transport as a function of composition. For the pure endpoints and the pseudobinary alloys, results are in excellent agreement with
literature. 64,65,67,69,72,74,75,77–79,116 PbTe and PbSe exhibit carrier concentration (a) and electronic resistivity (b) measurements consistent with lightly
doped semiconductors. Additionally, our results agree that SnTe is a heavily doped semi-metal and SnSe is intrinsic and resistive. The resistivity
varies smoothly and continuously throughout the entire alloying grid, demonstrating high sample quality. We observe that the carrier concentration
within the rocksalt phase depends heavily on the Sn content, with free carrier concentrations varying over 3 orders of magnitude in what are nominally
isoelectronic alloys. Consistent with literature, SnSe remains intrinsic over the single-phase region. The Seebeck coefficient (c) is particularly
interesting as it convolutes changes in the carrier concentration and the underlying electronic structure. The anomalous “pocket” of low Seebeck
coefficient may indicate an extended region of band inversion.

density of states effective mass, band degeneracy). Within our ex-
perimental data, the Seebeck coefficient broadly shows the convo-
lution of two effects: changes in carrier density and emergence of
band inversion. Examining the changes in carrier density first, we
note that the Pb-rich compositions have Seebeck coefficients that
strongly depend on the Sn content and are largely invariant of
the Te/Se ratio. This is conceptually consistent with the changes
in the carrier concentration and the expected dependence of the
Seebeck coefficient on the Fermi level. However, the invariance in
the Te/Se ratio also suggests that there are not significant changes
in the valence band density of states effective mass with alloying.
These trends would likely evolve with temperature, as there are
well noted instances of band convergence along the PbTe-PbSe al-
loys at high-temperature.64 Where available, our Seebeck S and
resistivity ρ values yield power factor calculations (PF = S2/ρ) in
good agreement with the literature.65,68,74,75,79,131 Some varia-
tion is noted, although this is likely due to differences in carrier
concentration, as our materials were not intentionally doped.

At the Sn-rich compositions, we observe that the Seebeck co-
efficient dips into a “pocket” (<10 µV/K) near the middle of the
heat map. This trend is not consistent with changes in the carrier
concentration. Consider the PbTe-SnTe pseudobinary. Starting at
PbTe, the Seebeck coefficient decreases with Sn substitution (con-
sistent with carrier concentration) until it reaches a minimum at
approximately 60% SnTe. Although the carrier concentration con-
tinues to increase as we approach pure SnTe, the Seebeck coeffi-
cient actually recovers. This effect is consistent with the concept
of “band inversion” noted in the literature. In fact, prior literature
quotes that 62-67 % SnTe is the critical composition where band
inversion occurs at room temperature.132–134 Prior literature also
demonstrates band inversion in the PbSe-SnSe alloy at low tem-
peratures.82 Our literature survey reveals a surprising lack of pa-
pers along the PbSe-SnTe pseudobinary, although one should nat-
urally expect band inversion to occur there as well.

While not directly pertinent to thermoelectric performance,
band inversion in the PbTe-SnTe alloys is of interest as a topo-
logical crystalline insulator.84,135–137 The effect is a fascinating
manifestation of band structure evolution with alloying and the
emergence of purely quantum mechanical effects. Band inver-
sion emerges because PbTe and PbSe have a direct gap at the
L-point which is comprised of a valence band maximum with L+

6
symmetry and a conduction band minimum with L−6 symmetry.
In SnTe, the band natures are reversed. The reversal, known as
“Dimmock reversal” occurs due to the relativistic nature of the
Pb atom and strong s-p coupling in SnTe.132,138 Alloys between
structures with different band characters experience a transition
point where the valence band switches from L+

6 to L−6 , causing
a intermediate composition where the band gap collapses, the
dispersion appears Dirac-like, and topological insulating behav-
ior can be observed.132,133,135,136,139

Within our alloying study, we actually observe a wide range
of compositions that exhibit anomalously reduced Seebeck coeffi-
cients. This suggests that there may be an array of compositions
within the PbTe-PbSe-SnTe-SnSe alloys that exhibit band inver-
sion. Considering that the band inversion also appears to vary
strongly with temperature,82 there appears to be a significant
amount of tunability in both the composition and temperature
dimensions – an interesting case which may deserve a HTP study
in itself, particularly if we invoke extrinsic dopants as well. In
this work, we use the Seebeck coefficient as a proxy for the band
inversion, though optical or ARPES measurements could confirm
the extended region of band inversion. These studies are outside
the scope of this work, but the mere identification of these po-
tential follow-up studies continues to prove HTP experiment as a
powerful screening and exploration tool.

All of the prior measurements depend intimately on the carrier
concentration, although we mentioned that the resistivity also de-
pends critically on scattering phenomena and the underlying elec-
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Fig. 4 To decouple the effect of carrier concentration from the electronic
mobility, we used the single-parabolic (SPB) model to extract the
intrinsic mobility. While alloying is generally expected to reduce the
intrinsic mobility, we note several regions where high electronic mobility
is preserved. Note that the phenomenon of band-inversion is well
documented around 60% SnTe, and may play a significant role in the
mobility changes along this edge (e.g. band shape transition from
parabolic to Kane-like to Dirac-like).

tronic structure. The natural metric for examining these effects
in alloys is the electronic mobility, although the strong changes
in carrier concentration make it difficult to decouple changes in
scattering, electronic structure, and carrier density. A convenient
workaround is to extract the “intrinsic mobility.” Under the sin-
gle parabolic band (SPB) model, the experimental Seebeck coeffi-
cient S can be used to extract the electron chemical potential (η)
by solving Equation 1 for η:

S(η) =
kb

e
(2+λ )F1+λ (η)

(1+λ )Fλ (η)
−η (1)

The chemical potential can then be combined with the experimen-
tal Hall mobility to estimate the intrinsic mobility µ0 (Equation
2):

µ0 = µHall
2√
π

Γ1+λ F0.5(η)

Fλ (η)
(2)

where Γ is the gamma function, F is the Fermi integral, and λ is 
a scattering dependent parameter. We assume all materials are 
dominated by acoustic phonon scattering, which yields λ = 0. Al-
though the process carries several assumptions (single parabolic 
band, acoustic phonon scattering, no bipolar contribution), it is 
a commonly used approximation in thermoelectrics as a way to 
make model-consistent comparisons between systems. Figure 4 
shows the SPB derived intrinsic mobility within the PbTe-PbSe-
SnTe-SnSe alloying plane. Note that the data used to generate 
Figure 4 and the underlying Hall mobility can be found in the 
ESI, Figure S7 and S8.

The intrinsic mobility exhibits several interesting trends. 
Naively, we would expect the mobility to decay with increased 
alloying due to increased point-defect (alloy) scattering. Instead, 
we see pockets of relatively high mobility material within the in-
termediate alloys. Two distinct regions appear: one on the PbTe-
SnTe pseudobinary and another near the PbSe-SnSe pseudobi-

nary. The endpoints (e.g. PbSe) also appear to be high mobility, as 
one would expect. Particularly along the PbTe-SnTe pseudobinary, 
we are curious as to whether the band inversion plays a significant 
role in the increased mobility. From literature, the band inversion 
between PbTe-SnTe generally occurs near 60% SnTe,132,133,139 

although the maxima in our intrinsic mobility appears around 30-
40% SnTe. However, as we near the inversion, we could reason-
ably expect the nature of the band edges to shift from parabolic to 
Kane-like (eventually ending in Dirac-like at the inversion). This 
would significantly decrease the band effective mass and poten-
tially increase the electronic mobility. Interestingly enough, we 
do seem to note a transition around 60% SnTe, past which the 
intrinsic mobility appears significantly r educed. To supplement 
the intrinsic mobility data, we have also included a table of the 
Seebeck-derived density of states effective mass for each sample 
(see ESI, Figure S9).

It is interesting that prior studies along the PbTe-SnTe pseu-
dobinary did not identify a region of increased mobility. How-
ever, the prior literature has historically used the raw Hall mo-
bility and does not correct to the carrier concentration indepen-
dent intrinsic mobility.81,116 Thus, prior work may have been un-
able to resolve a relatively subtle increase in the intrinsic mobil-
ity from the strong (order of magnitude) changes in the carrier 
concentration. We also note that the intrinsic mobility will evolve 
substantially with temperature, and while high-temperature mea-
surements were outside the scope of this work, they would as-
suredly produce an even richer understanding of the underlying 
transport.

Even at room-temperature, the electronic measurements of our 
121 sample grid have produced a rich dataset. We have simul-
taneously discovered several interesting trends (e.g. band in-
version, high-mobility alloys, Sn-doping of PbTe) while simulta-
neously recreating a plethora of historical alloying data. While 
much of this work is preliminary, it exemplifies the power of HTP 
experimental methods. The high-mobility alloys are of particular 
interest for thermoelectrics. However, we are careful to note that 
the electronic mobility and thermal conductivity (and ultimately 
zT ) are rarely optimized at the same composition. As such, the 
next section focuses on the thermal transport within the PbTe-
PbSe-SnTe-SnSe system.

3.3 Thermal Transport

Within thermoelecrics, alloying is perhaps the most common tech-
nique used when manipulating the thermal conductivity. Indeed, 
many high-performance PbTe-based thermoelectric materials are 
heavily alloyed.67,140–142 The theory of point-defect (alloy) scat-
tering and the effect on the lattice thermal conductivity has been 
well studied in the literature. Multiple models have been pre-
sented, many of which are based on a combination of geomet-
ric factors (e.g. ionic radii, bond distortion) and mass con-
trast.143–147 All results generally imply that the lattice thermal 
conductivity should decrease with alloying, resulting in a min-
imum vaguely near the center of the solid solution. This logic 
is the basis for the “high-entropy” alloying studies within PbTe, 
which are some of the only papers to investigate the properties
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Fig. 5 Consistent with historical and conceptual models of point-defect
(alloy) scattering, the thermal conductivity decreases with increased
alloying. This naturally yields a wide region of low lattice thermal
conductivity which is concentrated near the center of the alloying grid.
At room temperature, we note that the thermal conductivity exhibits very
low values (<0.5 W m−1 K−1) over a relatively wide range of
compositions. Notably, the lowest values do not coincide with the center
of the plot (Pb0.5Sn0.5Te0.5Se0.5).

Fig. 6 The thermoelectric quality factor β serves as a carrier
concentration-independent proxy for the figure of merit zT. As β

convolutes the trends seen in the lattice thermal conductivity and
intrinsic mobility, we can see that the optimal composition is neither at
the maximum intrinsic mobility nor the minimum lattice thermal
conductivity. While this study did not include doping or
temperature-based effects, it still shows that the optimal composition
may not lie upon the intuitive compositions (e.g. psuedobinaries,
high-entropy mixtures).

would be a revolutionary endeavour, but it requires additional en-
gineering, visualization, and synthetic considerations which are 
outside the scope of this pilot study – however, we believe that 
the experimental techniques to create bulk samples at this scale 
are not out of reach.

In the absence of zT , we can apply another historical metric 
for thermoelectric performance, the thermoelectric quality factor 
β .29,148,149 Unlike zT , β is a carrier concentration independent 
parameter, although it assumes that the optimal carrier concen-
tration can ultimately be achieved. Under this assumption, β 
convolutes the lattice thermal conductivity, intrinsic mobility, and 
Seebeck effective masses to provide a measure of ultimate ther-
moelectric performance under ideal doping conditions. Figure 6 
shows our calculation of β across our alloying study. The data used 
to generate Figure 6 can be found in the ESI, Figure S12.

The quality factor β is useful in that it mathematically convo-
lutes the changes in the lattice thermal conductivity, intrinsic mo-
bility, and Seebeck effective mass. Due to the complex interplay 
between the thermoelectric transport coefficients, t he composi-
tion for optimal performance rarely coincides with the extrema of 
any given coefficient. We c an s ee t his q uite c learly i n F igure 6. 
The intrinsic mobility had a local maximum along the PbTe-SnSe 
pseudobinary around 30-40% SnTe, whereas the lattice thermal 
conductivity generally shows a minimum closer to the center of 
the diagram. The confluence o f t hese e ffects “ pulls” t he h igh β 
sample off of the pseudobinary PbTe-SnTe line. Furthermore, the 
highest β composition (Pb0.7Sn0.3Te0.9Se0.1) does not lie along 
any intuitive set of compositions (e.g. diagonals, edges, center).

Even without high-temperature measurements or extensive 
doping studies, this work already demonstrates that high-
dimensional optimization within material science may elude 
chemical intuition. Considering that the optimization of β in Fig-
ure 6 will likely evolve with temperature, the search for the global

away from the pseudobinary edges of the phase diagram.66,74

To investigate the effect of point-defect scattering on the lattice 
thermal conductivity, we first correct the total thermal conductiv-
ity using a Lorenz correction for the electronic thermal conduc-
tivity. As a wide variety of carrier concentrations are observed in 
the dataset, the Lorenz number is calculated using the experimen-
tally observed Seebeck coefficient. The resulting l attice thermal 
conductivity heat map is shown in Figure 5. The data used to 
generate Figure 5, including the total thermal conductivity map, 
is included in the ESI, Figures S10 and S11.

As expected, we generally observe depressions in the lattice 
thermal conductivity with increased alloying. We find it interest-
ing, however, that there is actually a basin of low values over a 
wide breadth of compositions. Compared to the pure endpoints, 
the depth of the basin is quite significant, with a  factor 3-4× de-
crease in the thermal conductivity with alloying. However, as 
we noted in the previous section, the composition with the low-
est thermal conductivity often also exhibits reduced mobility. As 
such, we must integrate a metric that accounts for simultaneous 
changes in both the lattice thermal conductivity and the intrinsic 
mobility. The next section focuses on the quality factor β , which 
allows us to identify promising compositions from their intrinsic 
(concentration independent) properties.

3.4 Quality Factor β
Historically, the thermoelectric figure of merit (zT )  has been the 
dominant parameter for characterizing the quality of a thermo-
electric material. However, zT is implicitly dependent on the car-
rier concentration and explicitly dependent on the temperature. 
As such, an optimization of zT requires both doping and high-
temperature studies. A full survey of the PbTe-PbSe-SnTe-SnSe 
space that includes alloying, doping, and temperature would be 
an exceptionally high-dimensional study. Creating such a study
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Fig. 7 Sankey plot demonstrating the time investment required (per sample) throughout this work. At room-temperature, the synthesis time is
moderately larger (198 min) than the characterization time (130 min). To investigate individual contributions, we can subdivide the characterization and
synthesis times into technique-specific time allotments (colored) and further into “machine time” and “human time” specific processes. We propose
using parallelization to alleviate “machine time” intensive processes while increasing automation to reduce “human time.” As constructed, this plot is a
pilot case for the use of HTP synthesis and characterization as a means to screen for effective compositions. While high-temperature and HTP
methods are the ultimate goal, an addendum to the Sankey diagram (right, light gray) demonstrates the large increase in time associated with
performing subsequent high-temperature measurements. Overcoming this bottleneck will require significant time and capital investment.

maxima within PbSnTeSe would be a daunting task using classical
methods. While not impossible via intuition alone, the addition of
HTP tools would dramatically augment our experimental prowess
and accelerate the optimization of new materials.

3.5 Future of High-Throughput

Our study within the PbTe-PbSe-SnTe-SnSe systems has clearly
demonstrated that HTP synthesis is a worthwhile endeavour.
Even within this pilot study, we have replicated >50 years of
PbTe-PbSe-SnTe-SnSe alloying studies while simultaneously re-
vealing new trends. Besides dramatically increasing the rate of
optimization and discovery of new materials, HTP experiment
would also radically improve synergy with existing computational
and theoretical efforts. The high-dimensional data sets would
also provide powerful techniques like machine learning and data-
driven experimental design to generate new models and guide
our insight into complex optimization problems.

Our work thus far has provided a glimpse of the value that
HTP experiment can provide. However, this work was still a
time-intensive and effort-intensive process. Future development
of HTP experiment (particularly with a focus on automation or
parallelization) will want to direct additional engineering efforts
to expedite the most time-consuming processes. This is partic-
ularly true if the complexity of the synthesis increases (e.g. in-
cluding multiple dopants, changing processing conditions) or if
higher resolution maps are desired (e.g. 1-5% alloying steps).
Throughout the synthesis and characterization of our 121 sam-
ple PbTe-PbSe-SnTe-SnSe alloying map, we gathered a significant
amount of metadata quantifying time expenditure per sample and

per process. The purpose of this section is to investigate this data
from an engineering perspective – to identify bottlenecks and dis-
cuss potential solutions. We will not discuss financial costs (e.g.
material costs, labor costs) within this work, as proposed solu-
tions are currently speculative.

In the context of our experiment, we want to examine how time
is invested during the synthesis and characterization of a sam-
ple. Figure 7 visualizes the time allocation metadata as a Sankey
diagram. Sankey diagrams are representations of resource flow
binned to demonstrate resource allocation and subdivision. On
Figure 7, each black bar indicates a general “pool” of allocated
time, and the colored subdivisions show how each “pool” is di-
vided into process-specific subsystems. Each process-specific cost
(colored) is further subdivided into “machine time” and “human
time.” As we use it, machine time is defined as any period of
time where an instrument is running but a human is not required
to be present. Human time specifically requires a human to be
present and physically engaged with the sample or instrument.
This is an incredibly important division, as it broadly defines how
to adapt the technique to HTP studies. Techniques that predom-
inantly consume machine time can be expedited by paralleliza-
tion, whereas human time is alleviated through automation. This
paper only enumerates the synthesis and room-temperature mea-
surements in detail, although we also consider the (time) cost of
high-temperature characterization.

Sankey diagrams are relatively complex representations of
data, so it helps to have specific goals when reading one. Fig-
ure 7 is constructed explicitly to provide guidance when asking
future-looking engineering questions:
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1. Which is more prohibitive, synthesis or characterization?

2. Which technique is the most time consuming, and can we
triage techniques based on time consumption?

3. Should we preferentially improve techniques which con-
sume more human time?

By understanding the answers to these questions, we will be bet-
ter equipped to design HTP systems that address tangible bottle-
necks.

Which is more prohibitive, synthesis or characterization?
This is actually a nuanced question, as the answer depends dra-
matically on whether or not we consider high-temperature mea-
surements. Looking at the leftmost black bars on Figure 7, we
can see that synthesis (198 min/sample) is slightly more time con-
suming that characterization (130 min/sample) when only room-
temperature measurements are invoked. This is a relatively large
improvement over our classical techniques, as synthesis has been
hastened by a factor of 3-5×. Furthermore, when the synthe-
sis and characterization times are roughly matched, the whole
process can theoretically proceed at steady-state, with no accu-
mulation of uncharacterized samples or downtime of character-
ization instruments. However, if we include high-temperature
measurements (right side of Figure 7), we can see that charac-
terization is now an overwhelmingly costly venture. Currently,
integration of high-temperature measurements at large scale is
not viable, nor are there currently available commercial systems
that can perform HTP high-temperature measurements. Thus, im-
plementation of high-temperature HTP measurements represents
a significant engineering challenge that must be contended with
as synthetic approaches continue to accelerate.

Which technique is the most time consuming, and can we
triage techniques based on time consumption? As mentioned
in the previous discussion, high-temperature HTP characteriza-
tion is definitely a subject deserving of attention. However, there
alternative ways of viewing the problem. If high-temperature
HTP characterization is not available, we can still use room-
temperature measurements to screen for effective compositions.
In this situation, we would want to continue to reduce synthesis
times to align with the room-temperature characterization time.
Looking at the most time-consuming processes, we see that hot
pressing and sample preparation are the dominant contributors to
the synthesis time. As hot pressing is predominantly a “machine
time” intensive process, we would want to continue increasing
parallelization efforts. Sample preparation is predominantly as-
sociated with cleaning, polishing, thickness, and density measure-
ments. All of these techniques can be expedited by transforming
them into “machine time” processes via automation (e.g. autopol-
isher, gas pycnometer). Interestingly enough, as synthesis meth-
ods quicken, we will inherently need to explore improvements to
the room-temperature characterization processes as well.

Should we preferentially improve techniques which con-
sume more human time? This problem is not easily answered.
From a throughput perspective, the least efficient tasks should
be improved upon first, as they will likely lead to the largest im-
provement in performance. However, without invoking full au-

tomation and characterization, we must also consider the human
element of the equation. Consider the “human time” associated
with the four characterization techniques. This time is entirely as-
sociated with sample loading/unloading from individual systems.
Practically, each task only takes a few minutes, but maintaining
a steady flow of samples through the characterization systems
is exhausting and requires continuous multitasking – preventing
the researcher from investing time elsewhere. By automating
and integrating the different characterization techniques into a
singular instrument, samples could be loaded in batches, allow-
ing “human time” to be better spent elsewhere. Ironically, even
though human-time is not a overwhelmingly large component of
the characterization and synthesis processes, any improvements
which reduce rote tasks may result in disproportionately large
improvements in throughput. We suspect that this discussion
resonates even more deeply when financial considerations (e.g.
wages) are taken into account.

Naively, we expected that Figure 7 would allow us to identify a
singular, key obstacle to the continued improvement of HTP syn-
thesis and characterization. Instead, it presented a relatively nu-
anced representation of a complex problem. We can expedite syn-
thesis by further parallelization of hot pressing and automation of
sample preparation, although at some point we will generate sam-
ples faster than they can be measured. We can automate the pro-
cess of room-temperature measurements through a custom-built
characterization system, but high-temperature measurements will
still represent a significant bottleneck. We need to decide whether
the ultimate goal is to simply eliminate actions which are “hu-
man time” costly, or to increase throughput in a holistic sense.
Ultimately we conclude that realization of a true HTP synthesis
and characterization setup will require simultaneous investment
in automation and parallelization. High-temperature measure-
ments must also be considered, as thermoelectric performance
commonly requires high-temperature characterization (exception
being refrigeration). Reductions in “human time” must be bal-
anced with financial and “machine time” costs. This work has
been explicitly framed within thermoelectrics, although we ex-
pect that the fundamental concepts will resonate within other
fields of material science as well.

4 Conclusion
When we began this work, we had three primary goals: 1) pro-
vide proof of concept that HTP bulk synthesis can add value to ex-
perimental studies, 2) identify where additional engineering can
ameliorate potential bottlenecks, and 3) investigate fundamen-
tal material science within some of the most industrially relevant
thermoelectric compounds.

By adapting classical synthesis methods towards HTP ideol-
ogy, we created the largest bulk investigation into the PbTe-PbSe-
SnTe-SnSe alloy system to date. Not only were we able to recre-
ate over 50 years of alloying literature and phase diagram data,
but we also identified new trends (e.g. wide range of band in-
version, high mobility alloys). This work highlights that chemi-
cally intuitive compositions are not guaranteed to capture anoma-
lous trends, particularly when the application space is complex
and high-dimensional. HTP synthesis and characterization tech-
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niques are uniquely suited to screening wide chemical spaces, and
the integration of modern technologies (automation, data-driven
methodologies) would allow for rapid development of new mate-
rials with intuition-agnostic search strategies.

Our analysis also provided guides for future HTP efforts. Si-
multaneous automation and parallelization will be required to
hit throughput goals, particularly if high-temperature character-
ization is included. However, despite remaining challenges, we
are convinced that the means to create a fully HTP experimen-
tal setup is within reach. With continued focus on production of
high-quality bulk samples, the integration of HTP methodologies
has the potential to revolutionize the field of material science.
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Despite extensive research, much of PbSnTeSe alloying space is unexplored. High-throughput bulk synthesis augments literature with 
high-resolution (121 sample) property maps.
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